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Abstract

The combinatorial diameter diam(P ) of a polytope P is the maximum shortest path
distance between any pair of vertices. In this paper, we provide upper and lower bounds on
the combinatorial diameter of a random “spherical” polytope, which is tight to within one
factor of dimension when the number of inequalities is large compared to the dimension.
More precisely, for an n-dimensional polytope P defined by the intersection of m i.i.d.
half-spaces whose normals are chosen uniformly from the sphere, we show that diam(P ) is

Ω(nm
1

n−1 ) and O(n2m
1

n−1 + n54n) with high probability when m ≥ 2Ω(n).
For the upper bound, we first prove that the number of vertices in any fixed two dimen-

sional projection sharply concentrates around its expectation when m is large, where we rely

on the Θ(n2m
1

n−1 ) bound on the expectation due to Borgwardt [Math. Oper. Res., 1999].
To obtain the diameter upper bound, we stitch these “shadows paths” together over a suit-
able net using worst-case diameter bounds to connect vertices to the nearest shadow. For the
lower bound, we first reduce to lower bounding the diameter of the dual polytope P ◦, corre-
sponding to a random convex hull, by showing the relation diam(P ) ≥ (n−1)(diam(P ◦)−2).
We then prove that the shortest path between any “nearly” antipodal pair vertices of P ◦

has length Ω(m
1

n−1 ).
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1 Introduction

When does a polyhedron have small (combinatorial) diameter? This question has fascinated
mathematicians, operation researchers and computer scientists for more than half a century. In
a letter to Dantzig in 1957, motivated by the study of the simplex method for linear programming,
Hirsch conjectured that any n-dimensional polytope with m facets has diameter at most m −
n. While recently disproved by Santos [32] (for unbounded polyhedra, counter-examples were
already given by Klee and Walkup [23]), the question of whether the diameter is bounded from
above by a polynomial in n and m, known as the polynomial Hirsch conjecture, remains wide
open. In fact, the current counter-examples violate the conjectured m− n bound by at most 25
percent.

The best known general upper bounds on the combinatorial diameter of polyhedra are the
2n−3m bound by Barnette and Larman [3, 26, 4], which is exponential in n and linear in m, and
the quasi-polynomial mlog2 n+1 bound by Kalai and Kleitman [22]. The Kalai-Kleitman bound
was recently improved to (m− n)log2 n by Todd [36] and (m− n)log2 O(n/ logn) by Sukegawa [35].
Similar diameter bounds have been established for graphs induced by certain classes of simplicial
complexes, which vastly generalize 1-skeleta of polyhedra. In particular, Eisenbrand et al [18]
proved both Barnette-Larman and Kalai-Kleitman bounds for so-called connected-layer families
(see Theorem 26), and Labbé et al [25] extended the Barnette-Larman bound to pure, normal,
pseudo-manifolds without boundary.

Moving beyond the worst-case bounds, one may ask for which families of polyhedra does the
Hirsch conjecture hold, or more optimistically, are there families for which we can significantly
beat the Hirsch conjecture? In the first line, many interesting classes induced by combinatorial
optimization problems are known, including the class of polytopes with vertices in {0, 1}n [28],
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Leontief substitution systems [20], transportation polyhedra and their duals [1, 11, 9], as well as
the fractional stable-set and perfect matching polytopes [27, 31].

Related to the second vein, there has been progress on obtaining diameter bounds for classes
of “well-conditioned” polyhedra. If P is a polytope defined by an integral constraint matrix A ∈
Zm×n with all square submatrices having determinant of absolute value at most ∆, then diameter
bounds polynomial in m,n and ∆ have been obtained [17, 5, 13, 29]. The best current bound
is O(n3∆2 log(∆)), due to [13]. Extending on the result of Naddef [28], strong diameter bounds
have been proved for polytopes with vertices in {0, 1, . . . , k}n [24, 15, 16]. In particular, [24]
proved that the diameter is at most nk, which was improved to nk−dn/2e for k ≥ 2 [15] and to
nk − d2n/3e − (k − 2) for k ≥ 4 [16].

1.1 Diameter of Random Polytopes

With a view of beating the Hirsch bound, the main focus on this paper will be to analyze the
diameter of random polytopes, which one may think of as well-conditioned on “average”. Coming
both from the average case and smoothed analysis literature [6, 7, 34, 37, 14], there is tantilizing
evidence that important classes of random polytopes may have very small diameters.

In the average-case context, Borgwardt [6, 7] proved that for P := Ax ≤ 1, A ∈ Rm×n where
the rows of A are drawn from any rotational symmetric distribution (RSD), that the expected
number of edges in any fixed 2 dimensional projection of P – the so-called shadow bound – is

O(n2m
1

n−1 ). Borgwardt also showed that this bound is tight up to constant factors when the

rows of A are drawn uniformly from the sphere, that is, the expected shadow size is Θ(n2m
1

n−1 ).
In the smoothed analysis context, A has the form Ā+σG, where Ā is a fixed matrix with rows of
`2 norm at most 1 and G has i.i.d. N (0, 1) entries and σ > 0. Bounds on the expected size of the
shadow in this context were first studied by Spielman and Teng [34], later improved by [37, 14],
where the best current bound is O(n2

√
logm/σ2) due to [14] when σ ≤ 1√

n logm
.

From the perspective of short paths, these results imply that if one samples objectives v, w
uniformly from the sphere, then there is a path between the vertices maximizing v and w in P

of expected length O(n2m
1

n−1 ) in the RSD model, and expected length O(n2
√

logm/σ2) in the
smoothed model. That is, “most pairs” of vertices (with respect to the distribution in the last
sentence), are linked by short expected length path. Note that both of these bounds scale either
sublinearly or logarithmically in m, which is far better than m− n. While these bounds provide
evidence, they do not directly upper bound the diameter, since this would need to work for all
pairs of vertices rather than most pairs.

A natural question is thus whether the shadow bound is close to the true diameter. In
this paper, we show that this is indeed the case, in the setting where the rows of A are drawn
uniformly from the sphere and when m is (exponentially) large compared to n. More formally,
our main result is as follows:

Theorem 1. Suppose that n,m ∈ N satisfy n ≥ 2 and m ≥ 2Ω(n). Let AT := (a1, . . . , aM ) ∈
Rn×M , where M is Poisson distributed with E[M ] = m, and a1, . . . , aM are sampled indepen-
dently and uniformly from Sn−1. Then, letting P (A) := {x ∈ Rn : Ax ≤ 1}, with probability at
least 1−m−n, we have that

Ω(nm
1

n−1 ) ≤ diam(P (A)) ≤ O(n2m
1

n−1 + n54n).

In the above, we note that the number of constraints M is chosen according to a Poisson
distribution with expectation m. This is only for technical convenience (it ensures useful in-
dependence properties, see Proposition 9), and with small modifications, our arguments also
work in the case where M := m deterministically. Also, since the constraints are chosen from
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Figure 1: Diameter Achieving Path for Random Spherical Polytope with 100 Constraints

the sphere, M is almost surely equal to the number of facets of P (A) above (i.e., there are no
redundant inequalities).

From the bounds, we see that diam(P (A)) ≤ O(n2m
1

n−1 ) with high probability as long as

m ≥ 2Ω(n2). This shows that the shadow bound indeed upper bounds the expected diameter
when m→∞. Furthermore, the shadow bound is tight to within one factor of dimension in this
regime. We note that in the upper bound is already non-trivial when m ≥ Ω(n54n), since then

O(n2m
1

n−1 + n54n) ≤ m− n.
While our bounds are only interesting when m is exponential, the bounds are nearly tight

asymptotically, and as far as we are aware, they represent the first non-trivial improvements over
worst-case upper bounds for a natural class of polytopes defined by random halfspaces.

Our work naturally leaves two interesting open problems. The first is whether the shadow
bound upper bounds the diameter when m is polynomial in n. The second is to close the factor
n gap between upper and lower bound in the large m regime.

1.2 Prior work

Lower bounds on the diameter of P (A), AT = (a1, . . . , am) ∈ Rn×m, were studied by Borgwardt
and Huhn [8]. They examined the case where each row is sampled from a RSD with radial

distribution Pra[‖a‖2 ≤ r] =
∫ r
0

(1−t2)βtn−1dt∫ 1
0

(1−t2)βtn−1dt
, for r ∈ [0, 1], β ∈ (−1,∞). Restricting their results

to the case β → −1, corresponding to the uniform distribution on the sphere (where the bound

is easier to state), they show that E[diam(P (A))] ≥ Ω(m
1
n+ 1

n(n−1)2 ). We improve their lower
bound to Ω(nm1/(n−1)) when m ≥ 2Ω(n), noting that m1/(n−1) = O(1) for m = 2O(n).

In terms of upper bounds, the diameter of a random convex hull of points, instead of a random
intersection of halfspaces, has been implicitly studied. Given AT = (a1, . . . , am) ∈ Rn×m, let us
define

Q(A) := conv({a1, . . . , am}) (1)

to be the convex hull of the rows of A. When the rows of A are sampled uniformly from Bn2 ,
the question of when the diameter of Q(A) is exactly 1 (i.e., every pair of distinct vertices is
connected by an edge) was studied by Bárány and Füredi[2]. They proved that with probability
1− o(1), diam(Q(A)) = 1 if m ≤ 1.125n and diam(Q(A)) > 1 if m ≥ 1.4n.

In dimension 3, letting a1, . . . , aM ∈ S2 be chosen independently and uniformly from the 2-
sphere, where M is Poisson distributed with E[M ] = m, Glisse, Lazard, Michel and Pouget [19]
proved that with high probability the maximum number of edges in any 2-dimensional projection
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of Q(A) is Θ(
√
m). This in particular proves that the combinatorial diameter is at most O(

√
m)

with high probability.
It is important to note that the geometry of P (A) and Q(A) are strongly related. Indeed,

as long as m = Ω(n) and the rows of A are drawn from a symmetric distribution, P (A) and
Q(A) are polars of each other. That is, Q(A)◦ = P (A) and P (A)◦ := {x ∈ Rn : 〈x, y〉 ≤ 1,∀y ∈
P (A)} = Q(A)1.

As we will see, our proof of Theorem 1 will in fact imply similarly tight diameter bounds
for diam(Q(A)) as for diam(P (A)), yielding analogues and generalizations of the above results,
when AT = (a1, . . . , aM ) ∈ Rn×M and M is Poisson with E[M ] = m. More precisely, we will
show that for m ≥ 2Ω(n), with high probability

Ω(m
1

n−1 ) ≤ diam(Q(A)) ≤ O(nm
1

n−1 + n54n).

In essence, for m large enough, our bounds for diam(Q(A)) are a factor Θ(n) smaller than our
bounds for diam(P (A)). This relation will be explained in Section 4.

1.3 Proof Overview

In this section, we give the high level overview of our approach for both the upper and lower
bound in Theorem 1.

1.3.1 The Upper Bound

In this overview, we will say that an event holds with high probability if it holds with probability
1 − m−Ω(n). To prove the upper bound on the diameter of P (A), we proceed as follows. For

simplicity, we will only describe the level high strategy for achieving a O(n2m
1

n−1 + 2O(n))
bound. To begin, we first show that the vertices of P (A) maximizing objectives in a suitable
net N of the sphere Sn−1, are all connected to the vertex maximizing e1, with a path of length

O(n2m
1

n−1 + 2O(n)) with high probability. Second, we will show that with high probability, for
all v ∈ Sn−1, there is a path between the vertex of P (A) maximizing v and the corresponding
maximizer of closest objective v′ ∈ N of length at most 2O(n) logm. Since every vertex of P (A)
maximizes some objective in Sn−1, by stitching at most 4 paths together, we get that the diameter

of P (A) is at most O(n2m
1

n−1 + 2O(n) logm) = O(n2m
1

n−1 + 2O(n)) with high probability.
We only explain the strategy for the first part, as the second part follows easily from the

same techniques. The key estimate here is the sharp Θ(n2m
1

n−1 ) bound on the expected number
of vertices in a fixed two dimensional projection due to Borgwardt [6, 7], the so-called shadow
bound, which allows one to bound the expected length of paths between vertices maximizing
any two fixed objectives (see Section 3 for a more detailed discussion). We first strengthen this
result by proving that the size of the shadow sharply concentrates around its expectation when
m is large (Theorem 15), allowing us to apply a union bound on a suitable net of shadows, each
corresponding a two dimensional plane spanned by e1 and some element of N above. To obtain
such concentration, we show that the shadow decomposes into a sum of nearly independent “local
shadows”, corresponding to the vertices maximizing a small slice of the objectives in the plane,
allowing us to apply concentration results on nearly-independent sums.

1Precision: P (A) = Q(A)◦ always holds and P (A)◦ = Q(A) requires that 0 ∈ Q(A) which, as a direct
consequence of Wendel’s theorem [33, Theorem 8.2.1], happens with probability 1− o(1) when m ≥ cn for some
c > 2. In general P (A)◦ = conv(A ∪ {0}) holds.
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Independence via Density We now explain the local independence structure in more detail.
For this purpose, we examine the smallest ε > 0 such that rows of A are ε-dense on Sn−1,
that is, such that every point in Sn−1 is at distance at most ε from some row of A. Using
standard estimates on the measure of spherical caps and the union bound, one can show with
high probability that ε := Θ((logm/m)1/m) and that any spherical cap of radius tε contains at
most O(tn−1 logm) rows of A for any fixed t ≥ 1 (see Lemma 7 and Corollary 5).

We derive local independence from the fact that the vertex v of P (A) maximizing a unit norm
objective w is defined by constraints a ∈ A which are distance at most 2ε from w (see Lemma 21
for a more general statement). This locality implies that the number of vertices in a projection
of P (A) onto a two dimensional subspace W 3 w maximizing objectives at distance ε from w
(i.e., the slice of objectives) depends only on the constraints in A at distance at most O(ε) from
w. In particular, the number of relevant constraints for all objectives at distance ε from w is
at most 2O(n) logm by the estimate in the last paragraph. By the independence properties of
Poisson processes (see Proposition 9), one can in fact conclude that this local part of the shadow
on W is independent of the constraints in A at distance more than O(ε) from w.

Given the above, we decompose the shadow onto W into k = O(1/ε) pieces, by placing
k equally spaced objectives w0, . . . , wk−1, wk = w0 on Sn−1 ∩ W , so that ‖wi − wi+1‖2 ≤ ε,
0 ≤ i ≤ k − 1, and defining Ki ≥ 0, 0 ≤ i ≤ k − 1, to be the number of vertices maximizing
objectives in [wi, wi+1]. This subdivision partitions the set of shadow vertices, so Borgwardt’s

bound applies to the expected sum: E[
∑k−1
i=0 Ki] = O(n2m1/(n−1)). Furthermore, as argued

above, each Ki is (essentially) independent of all Kj ’s with |i− j mod k| = Ω(1). This allows us
to apply a Bernstein-type concentration bound for sums of nearly-independent bounded random
variables to

∑k−1
i=0 Ki (see Lemma 10).

Unfortunately, the worst-case upper bounds we have for each Ki, 0 ≤ i ≤ k − 1, are rather
weak. Namely, we only know that in the the worst-case, Ki is bounded by the total number of
vertices induced by constraints relevant to the interval [wi, wi+1], where ‖wi − wi+1‖ ≤ ε. As
mentioned above, the number of relevant constraints is 2O(n) logm and hence the number of ver-
tices is at most (2O(n) logm)n. With these estimates, we can show high probability concentration

of the shadow size around its mean when m ≥ 2Ω(n3). One important technical aspect ignored
above is that both the independence properties and the worst-case upper bounds on each Ki cru-
cially relies only on conditioning A to be “locally” ε-dense around [wi, wi+1] (see Definition 22
and Lemma 25 for more details).

Abstract Diameter Bounds to the Rescue To allow tight concentration to occur for m =
2Ω(n2), we adapt the above strategy by successively following shortest paths instead of the shadow
path on W . More precisely, between the maximizer vi of wi and vi+1 of wi+1, 0 ≤ i ≤ k − 1,
we follow the shortest path from vi to vi+1 in the subgraph induced by the vertices v of P (A)
satisfying 〈v, wi+1〉 ≥ 〈vi, wi+1〉. We now let Ki, 0 ≤ i ≤ k − 1, denote the length of the
corresponding shortest path. For such local paths, one can apply the abstract Barnette–Larman
style bound of [18] to obtain much better worst-case bounds. Namely, we can show Ki ≤
2O(n) logm, 0 ≤ i ≤ k − 1, instead of (2O(n) logm)n (see Lemma 27). Crucially, the exact
same independence and locality properties hold for these paths as for the shadow paths, due
to the generality of our main locality lemma (Lemma 21). Furthermore, as these paths are
only shorter than the corresponding shadow paths, their expected sum is again upper bounded
by Borgwardt’s bound. With the improved worst-case bounds, our concentration estimates are

sufficient to show that all paths indexed by planes in the net N have length O(n2m
1

n−1 + 2O(n))
with high probability.
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1.3.2 The Lower Bound

For the lower bound, we first reduce to lower bounding the diameter of the polar polytope
P (A)◦ = Q(A), where we show that diam(P (A)) ≥ (n − 1)(diam(Q(A)) − 2) (see Lemma 29).
This relation holds as long as P (A) is a simple polytope containing the origin in its interior
(which holds with probability 1 − 2−Ω(m)). To prove it, we show that given any path between
vertices v1, v2 of P (A) of length D, respectively incident to distinct facets F1, F2 of P (A), one
can extract a facet path, where adjacent facets share an n − 2-dimensional intersection (i.e., a
ridge), of length at most D/(n − 1) + 2. Such facet paths exactly correspond to paths between
vertices in Q(A), yielding the desired lower bound.

Form ≥ 2Ω(n), proving that diam(P (A)) ≥ Ω(nm1/(n−1)) reduces to showing that diam(Q(A))
≥ m1/(n−1) with high probability. For the Q(A) lower bound, we examine the length of paths
between vertices of Q(A) maximizing antipodal objectives, e.g., −e1 and e1. From here, one can

one easily derive an Ω((m/ logm)
1

n−1 ) lower bound on the length of such a path, by showing

that every edge of Q(A) has length ε := Θ((logm/m)
1

n−1 ) and that the vertices in consideration
are at distance Ω(1). This is a straightforward consequence of Q(A) being tightly sandwiched
by a Euclidean ball, namely (1 − ε2/2)Bn2 ⊆ Q(A) ⊆ Bn2 (Lemma 17) with high probability.
This sandwiching property is itself a consequence of the rows of A being ε-dense on Sn−1, as
mentioned in the previous section.

Removing the extraneous logarithmic factor (which makes the multiplicative gap between our
lower and upper bound go to infinity as m → ∞), requires a much more involved argument as
we cannot rely on a worst-case upper bound on the length of edges. Instead, we first associate
any antipodal path above to a continuous curve on the sphere from −e1 to e1 (Lemma 33),
corresponding to objectives maximized by vertices along the path. From here, we decompose

any such curve into Ω(m
1

n−1 ) segments whose endpoints are at distance Θ(m−1/(n−1)) on the
sphere. Finally, by appropriately bucketing the breakpoints (Lemma 34) and applying a careful
union bound, we show that for any such curve, an Ω(1) fraction of the segments induce at least
1 edge on the corresponding path with overwhelming probability (Theorem 35). For further
details on the lower bound, including how we discretize the set of curves, we refer the reader to
Section 4.

1.4 Organization

In Section 2, we introduce some basic notation as well as background materials on Poisson
processes (Section 2.3), the measure of spherical caps (Section 2.2), and concentration inequalities
for independent random variables (Section 2.4). In Section 3, we prove the upper bound. Halfway
into that section, we also prove Theorem 15, a tail bound on the shadow size that is of independent
interest. We prove the lower bound in Section 4.

2 Preliminaries

For notational simplicity in the sequel, it will be convenient to treat A as a subset of Sn−1 instead
of a matrix. For A ⊆ Sn−1, we will slightly abuse notation and let P (A) := {x ∈ Rn : 〈x, a〉 ≤
1,∀a ∈ A} and Q(A) := conv(A). We denote the indicator of a random event X by 1[X], i.e.,
1[X] = 1 if X and 1[X] = 0 otherwise.

For completeness sake, we first define paths and diameters.

Definition 2. For any polyhedron P ⊆ Rn, a path is a sequence v1, v2, . . . , vk ∈ P of vertices,
such that each line segment [vi, vi+1], i ∈ [k−1], is an edge of P . A path is monotone with respect
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to an inner product 〈w, ·〉 if 〈w, vi+1〉 ≥ 〈w, vi〉 for every i ∈ [k − 1].
The distance between vertices v1, v2 ∈ P is the minimum number k such that there exists a

path v′1, v
′
2, . . . , v

′
k+1 with v1 = v′1 and v′k+1 = v2. The diameter of P is the maximal distance

between any two of its vertices.

2.1 Density Estimates

In this section, we give bounds on the fineness of the net induced by a Poisson distributed subset
of Sn−1. Roughly speaking, if A is Pois(Sn−1,m) distributed then A will be Θ((logm/m)1/(n−1))-
dense, see Definition 3. While this estimate is standard in the stochastic geometry, it is not so
easy to find a reference giving quantitative probabilistic bounds, as more attention has been
given to establishing exact asymptotics as m→∞ (see [30]). We provide a simple proof of this
fact here, together with the probabilistic estimates that we will need.

Definition 3. For w ∈ Sn−1 and r ≥ 0, we denote by C(w, r) = {x ∈ Sn−1 : ‖w − x‖ ≤ r} the
spherical cap of radius r centered at w.

We say A ⊆ Sn−1 is ε-dense in the sphere for ε > 0 if for every w ∈ Sn−1 there exists a ∈ A
such that a ∈ C(w, ε).

Lemma 4. For m ≥ n ≥ 2 and 0 < p < m−n, have ε = ε(m,n, p) > 0 satisfy σ(C(v, ε)) =
3e log(1/p)/m < 1/12. Then, for A ∼ Pois(Sn−1,m),

Pr[∃v ∈ Sn−1 : C(v, ε) ∩A = ∅] ≤ p

and for every t ≥ 1,

Pr[∃v ∈ Sn−1 : |C(v, tε) ∩A| ≥ 45 log(1/p)tn−1] ≤ p.

Proof. Let N ⊆ Sn−1 denote the centers of a maximal packing of spherical caps of radius ε/(2n).
By maximality, N is ε/n-dense, i.e., an ε/n net. Comparing volumes, by Lemma 6, we see that

1 ≥ |N |σ(C(v, ε/(2n)) ≥ |N |(2n)−(n−1)σ(C(v, ε)),

so |N | ≤ (2n)n−1/σ(C(v, ε)) ≤ (2n)n−1m. By way of a net argument, using that |C(v, (1 −
1/n)ε) ∩A| ∼ Pois(mσ(C(v, (1− 1/n)ε)), ∀v ∈ Sn−1, we analyze our first probability

Pr[∃v ∈ Sn−1 : C(v, ε) ∩A = ∅] ≤ Pr[∃v ∈ N : C(v, (1− 1/n)ε) ∩A = ∅]
≤ |N |max

v∈N
Pr[C(v, (1− 1/n)ε) ∩A = ∅]

≤ (2n)n−1me−mσ(C(v,(1−1/n)ε))

≤ (2n)n−1me−(1−1/n)n−1mσ(C(v,ε))

≤ (2n)n−1me−3 log(1/p) ≤ p.

We now prove the second estimate. By Lemma 6, we have that mσ(C(v, (1 + 1/n)tε)) ≤ (1 +
1/n)n−1tn−1mσ(C(v, ε)) ≤ 3e2tn−1 log(1/p). Write λ := 3e2tn−1 log(1/p). By a similar net
argument as above, we see that
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Pr[∃v ∈ Sn−1 : |C(v, tε) ∩A| ≥ 2λ] ≤ Pr[∃v ∈ N : |C(v, (1 + 1/n)tε) ∩A| ≥ 2λ]

≤ |N |max
v∈N

Pr[|C(v, (1 + 1/n)tε) ∩A| ≥ 2λ]

≤ |N | Pr
X∼Pois(λ)

[X ≥ 2λ] ≤ |N |e−
(
2λ−mσ(C(v,(1+1/n)tε))

)2
4λ

( by the Poisson tailbound, Lemma 8 )

≤ |N |e−λ4 ≤ (2n)n−1me−3 log(1/p) ≤ p.

The proof is complete when we observe that 2λ ≤ 45tn−1 log(1/p).

We now give effective bounds on the density estimate ε above. Note that taking the (n−1)th

root of the bounds for εn−1 below yields ε = Θ((logm/m)1/(n−1)) for m = nΩ(1) and p = 1/m−n.
The stated bounds follow directly from the cap measure estimates in Lemma 7.

Corollary 5. Let ε > 0 be as in Lemma 4, i.e., satisfying σ(C(v, ε)) = 3e log(1/p)/m ≤ 1/12.

Then ε ∈ [0,
√

2(1− 2√
n

)] and

12e log(1/p)/m ≤ εn−1 ≤ (
√

2)n−1 · 18
√
n log(1/p)/m.

Proof. The claim ε ∈ [0,
√

2(1− 2√
n

)] follows by Lemma 7 part 1 and our assumption that

σ(C(v, ε)) ≤ 1/12. The lower bound on εn−1 follows from the upper bound from Lemma 7 part
2

3e log(1/p)/m = σ(C(v, ε)) ≤ 1

2(1− ε2/2)
√
n

(ε
√

1− ε2/4)n−1 ≤ εn−1

4
,

where the last inequality follows since ε ∈ [0,
√

2(1− 2√
n

)]. For the upper bound on ε, we rely

on the corresponding estimate in Lemma 7 part 2:

3e log(1/p)/m = σ(C(v, ε)) ≥
(ε
√

1− ε2/4)n−1

6(1− ε2/2)
√
n
≥

(ε
√

1− ε2/4)n−1

6
√
n

≥ (ε/
√

2)n−1

6
√
n

,

where the last inequality follows from ε ∈ [0,
√

2]. The desired inequalities now follow by rear-
ranging.

2.2 Cap Volumes

For a subset C ⊆ Sn−1, we write σ(C) := σn−1(C) to denote the measure of C with respect to
the uniform measure on Sn−1. In particular, σ(Sn−1) = 1. For v ∈ Sn−1, ε ≥ 0, let C(v, ε) :=
{x ∈ Sn−1 : ‖x− v‖ ≤ ε} denote the spherical cap of radius ε around v. Throughout the paper,
‖ · ‖ will denote the Euclidean norm.

We will need relatively tight estimates on the measure of spherical caps. The following lemma
gives useful upper and lower bounds on the ratio of cap volumes.

Lemma 6. For any s, ε > 0 and v ∈ Sn−1 we have

σ(C(v, (1 + s)ε))

(1 + s)n−1
≤ σ(C(v, ε)) ≤ σ(C(v, (1− s)ε))

(1− s)n−1
,

assuming for the first inequality that (1 + s)ε ≤ 2 and for the second that s < 1 and ε ≤ 2.

9



Proof of Lemma 6. First we write the area of the cap as the following integral, for any r ∈ [0, 2]

σ(C(v, r)) = cn−1

∫ r2/2

0

√
2t− t2

n−3
dt,

where cn−1 := voln−2(Sn−2)/voln−1(Sn−1). Note that
√

2t− t2 is the radius of the slice Sn−1 ∩
{x ∈ Sn−1 : 〈x, v〉 = 1− t} = (1− t)v +

√
2t− t2(Sn−1 ∩ v⊥). The scaling of the volume of the

central slice by
√

2t− t2n−3
instead of

√
2t− t2n−2

is to account for the curvature of the sphere.
With this integral in our toolbox, we can prove our desired inequalities. We start with the first
one, assuming that (1 + s)2r2/2 ≤ 2 so that we only take square roots of positive numbers.

σ(C(v, (1 + s)ε)) = cn−1

∫ (1+s)2r2/2

0

√
2t− t2

n−3
dt

= cn−1(1 + s)2

∫ r2/2

0

√
2(1 + s)2u− (1 + s)4u2

n−3
du

≤ cn−1(1 + s)2

∫ r2/2

0

√
2(1 + s)2u− (1 + s)2u2

n−3
du

= (1 + s)n−1cn−1

∫ r2/2

0

√
2u− u2

n−3
du

= (1 + s)n−1σ(C(v, ε)).

The second inequality is proven in a similar fashion, assuming that 1− s > 0:

σ(C(v, (1− s)ε)) = cn−1

∫ (1−s)2r2/2

0

√
2t− t2

n−3
dt

= cn−1(1− s)2

∫ r2/2

0

√
2(1− s)2t− (1− s)4t2

n−3
dt

≥ cn−1(1− s)2

∫ r2/2

0

√
2(1− s)2t− (1− s)2t2

n−3
dt

= (1− s)n−1cn−1

∫ r2/2

0

√
2t− t2

n−3
dt

= (1− s)n−1σ(C(v, ε)).

We now give absolute estimates on cap volume measure due to [10]. We note that [10]
parametrize spherical caps with respect to the distance of their defining halfspace to the origin.
The following lemma is derived using the fact that the cap C(v, ε), ε ∈ [0,

√
2], v ∈ Sn−1, is

induced by intersecting Sn−1 with the halfspace 〈v, x〉 ≥ 1 − ε2/2, whose distance to the origin
is exactly 1− ε2/2.

Lemma 7. [10, Lemma 2.1] For n ≥ 2, ε ∈ [0,
√

2], v ∈ Sn−1, the following estimates holds:

• If ε ∈ [
√

2(1− 2√
n

),
√

2], then σ(C(v, ε)) ∈ [1/12, 1/2].

• If ε ∈ [0,
√

2(1− 2√
n

)], then

1

6(1− ε2/2)
√
n

(ε
√

1− ε2/4)n−1 ≤ σ(C(v, ε)) ≤ 1

2(1− ε2/2)
√
n

(ε
√

1− ε2/4)n−1.

10



2.3 Poisson Processes

The Poisson distribution Pois(λ) with parameter λ ≥ 0 has probability mass function f(x, λ) :=
e−λ λ

x

x! , x ∈ Z+. We note that Pois(0) is the random variable taking value 0 with probability
1. Recall that E[Pois(λ)] = λ. We will rely on the following standard tail-estimate (see [12,
Theorem 1]):

Lemma 8. Let X ∼ Pois(λ). Then for x ≥ 0, we have that

max{Pr[X ≥ λ+ x],Pr[X ≤ λ− x]} ≤ e−
x2

2(λ+x) . (2)

We define a random subset A to be distributed as Pois(Sn−1, λ), λ ≥ 0, if A = {a1, . . . , aM},
where |A| = M ∼ Pois(λ) and a1, . . . , aM are uniformly and independently distributed on Sn−1.
Note that E[|A|] = λ. In standard terminology, A is called a homogeneous Poisson point process
on Sn−1 with intensity λ > 0.

A basic fact about such a Poisson process is that the number of samples landing in disjoint
subsets are independent Poisson random variables.

Proposition 9. Let A ∼ Pois(Sn−1, λ). Let C1, . . . , Ck ⊆ Sn−1 be pairwise disjoint measurable
sets. Then, the random variables |A∩Ci|, i ∈ [k], are independent and |A∩Ci| ∼ Pois(λσ(Ci)),
i ∈ [k].

2.4 Concentration for Nearly-Independent Random Variables

For a random variable X ∈ R, let Var[X] := E[X2]− E[X]2 denote its variance.
We will use the following variant on Bernstein’s inequality that is a direct consequence of [21,

Theorem 2.3], which proves a more general result using the fractional chromatic number of the
dependency graph.

Lemma 10. Suppose that Y1, . . . , Yk are random variables taking values in [0,M ] and Var(Yi) ≤
σ2 for each i ∈ [k]. Assume furthermore that there exists a partition I1∪I2∪· · ·∪Iq = {Y1, . . . , Yk}
such that the random variables in any one set Ij are mutually independent. Then for any t ≥ 0
we get

Pr

[∣∣∣∣∣
k∑
i=1

Yi − E[

k∑
i=1

Yi]

∣∣∣∣∣ ≥ t
]
≤ 2 exp

(
−8t2

25q(kσ2 +Mt/3)

)
When we use the above lemma, we will bound the variance of the random variables using the

following inequality:

Lemma 11. Let Y ∈ [0,M ] be a random variable and E[Y ] = µ. Then Var(Y ) ≤ µ(M − µ).

Proof. The inequality follows from Var(Y ) = E[Y 2]− µ2 ≤ME[Y ]− µ2 = µ(M − µ), where we
have used that Y 2 ≤MY for Y ∈ [0,M ].

3 Shadow size and upper bounding the diameter

In the first part of this section, we prove a concentration result on the number of shadow vertices
of P (A). This addresses an open problem from [6]. In the second part, we use the resulting tools
to prove Theorem 16, our high-probability upper bound on the diameter of P (A). We start by
defining a useful set of paths for which we know their expected lengths.
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Definition 12. Let P ⊆ Rn be a polyhedron and W ⊆ Rn be a two-dimensional linear subspace.
We denote by S(P,W ) the set of shadow vertices: the vertices of P that maximize a non-zero
objective function 〈w, ·〉 with w ∈W .

From standard polyhedral theory, we get a characterization of shadow vertices:

Lemma 13. Let P (A) be a polyhedron given by A ⊆ Rn and w ∈ Rn \ {0}. A vertex v ∈ P (A)
maximizes 〈w, ·〉 if and only if wR+ ∩ conv{a ∈ A : 〈a, v〉 = 1} 6= ∅.

Hence for W ⊆ Rn a two-dimensional linear subspace, a vertex v ∈ P (A) is a shadow vertex
v ∈ S(P (A),W ) if and only if conv{a ∈ A : 〈a, v〉 = 1} ∩W \ {0} 6= ∅.

The set of shadow vertices for a fixed plane W induces a connected subgraph in the graph
consisting of vertices and edges of P , and so any two shadow vertices are connected by a path
of length at most |S(P,W )|. As such, for nonzero w1, w2 ∈ W , we might speak of a shadow
path from w1 to w2 to denote a path from a maximizer of 〈w1, ·〉 to a maximizer of 〈w2, ·〉 that
stays inside S(P,W ) and is monotonous with respect to 〈w2, ·〉. The shadow path was studied
by Borgwardt:

Theorem 14 ([6, 7]). Let m ≥ n and fix a two-dimensional linear subspace W ⊆ Rn. Pick
any probability distribution on Rn that is invariant under rotations and let the entries of A ⊆
Rn, |A| = m, be independently sampled from this distribution. Then, almost surely, for any
linearly independent w1, w2 ∈ W there is a unique shadow path from w1 to w2. Moreover,
the vertices in S(P (A),W ) are in one-to-one correspondence to the vertices of πW (P (A)), the
orthogonal projection of P (A) onto W . The expected length of the shadow path from w1 to w2 is
at most

E[|S(P (A),W )|] = O(n2m
1

n−1 ).

This upper bound is tight up to constant factors for the uniform distribution on Sn−1.

We prove a tail bound for the shadow size when A ∼ Pois(Sn−1,m). This result answers a
question of Borgwardt in the asymptotic regime, regarding whether bounds on higher moments of
the shadow size can be given. To obtain such concentration, we show that the shadow decomposes
into a sum of nearly independent “local shadows”, using that A will be ε-dense per Lemma 4,
allowing us to apply standard concentration results for sums of nearly independent random
variables.

Theorem 15 (Shadow Size Concentration). Let e
−m

18
√
n(76

√
2)n−1 < p < m−2n and let

tp := max

(√
O(Un2m

1
n−1 log(1/p)), O(U log(1/p))

)
for U := O(n2n

2

(log(1/p))n). If A ∼ Pois(Sn−1,m) then the shadow size satisfies

Pr
[∣∣∣|S(P (A),W )| − E[|S(P (A),W )|]

∣∣∣ > tp
]
≤ 4p.

After that, we extend the resulting tools to obtain our upper bound on the diameter.

Theorem 16 (Diameter Upper Bound). Let e
−m

18
√
n(76

√
2)n−1 < p < m−2n. If A = {a1, . . . , aM} ∈

Sn−1, where M is Poisson with E[M ] = m, and a1, . . . , aM are uniformly and independently
distributed in Sn−1. Then, we have that

Pr[diam(P (A)) > O(n2m
1

n−1 + n4n log2(1/p))] ≤ O(
√
p).

12



Proof. From Corollary 5, for ε := ε(m,n, p), we know that εn−1 ≤ 1
76n−1 given the lower bound

on p. In particular, ε < 1/76.
Let N ⊆ Sn−1 be a fixed minimal ε-net. Consider the following statements:

• For every n ∈ N , any two vertices in S(P (A), span(e1, n)) are connected by a path of length

at most O(n2m
1

n−1 ) + t, where t is defined in Theorem 28.

• A is ε-dense.

• For any x ∈ Sn−1 we have |A ∩ C(x, (2 + 2/n)ε)| ≤ 45e2n log(1/p).

For given n ∈ N , the first event holds with probability at least 1− 4p by Theorem 28. The net
N has |N | ≤ (4/ε)n points, which is at most 4n ·m by Corollary 5. By the union bound the first
statement holds for all n ∈ N simultaneously with probability at least 1 −√p. From Lemma 4
we know that the second statement holds with probability at least 1− p and the third statement
holds with probability at least 1− p. We conclude that all three statements hold simultaneously
with probability at least 1−O(

√
p).

We will show that the above conditions imply the bound on the combinatorial diameter of
P (A).

First, observe that we only need to show an upper bound for all w ∈ Sn−1 on the length of a
path connecting any vertex maximizing 〈w, ·〉 to a vertex maximizing 〈e1, ·〉. The combinatorial
diameter of P (A) is at most twice that upper bound.

Let w ∈ Sn−1 and pick n ∈ N such that ‖w− n‖ ≤ ε. By the first statement, there is a path

from the vertex maximizing 〈n, ·〉 to the vertex maximizing 〈e1, ·〉 of length O(n2m
1

n−1 ) + t.
By the second two statements, Ew1,w2

is satisfied for every w1, w2 ∈ Sn−1. We conclude from
Lemma 27 that there is a path from any vertex maximizing 〈w, ·〉 to the vertex maximizing 〈n, ·〉
of length 45en4n log(1/p).

Therefore, when all three statements hold the combinatorial diameter of P (A) is at most

O(n2m
1

n−1 ) + tp + 45en4n log(1/p). Now we fill in tp and obtain an upper bound of

O(n2m
1

n−1 + n4n log2 p).

3.1 Only ‘nearby’ constraints are relevant

We will start by showing that, with very high probability, constraints that are ’far away’ from
a given point on the sphere will not have any impact on the local shape of paths. That will
result in a degree of independence between different parts of the sphere, which will be essential
in getting concentration bounds on key quantities.

Lemma 17. If A ⊆ Sn−1 is ε-dense for ε ∈ [0,
√

2) then Bn2 ⊆ P (A) ⊆
(

1− ε2

2

)−1

Bn2 .

Proof. The first inclusion follows immediately from the construction of P (A). We now show the
second inclusion. Taking x ∈ P (A) \ {0}, we must show that ‖x‖ ≤ (1 − ε2/2)−1. For this
purpose, choose a ∈ A such that ‖a − x/‖x‖‖ ≤ ε, which exists by our assumption that A is
ε-dense. Since ε2 ≥ ‖a− x/‖x‖‖2 = 2(1−〈a, x/‖x‖〉), we have that 〈a, x/‖x‖〉 ≥ 1− ε2/2. Since
x ∈ P (A), we have 1 ≥ 〈a, x〉 ≥ (1− ε2/2)‖x‖, and the bound follows by rearranging.

Lemma 18. If w ∈ Sn−1, α < 1, ‖v‖ ≤ (1− α)−1 and 〈v, w〉 ≥ 1 then ‖v/‖v‖ − w‖2 ≤ 2α.
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w1w2

a

v
‖v‖

v1

v′1

v′1
‖v′1‖

v

Figure 2: Illustration of the proof of Lemma 19. The inner (resp. outer dotted) curve represents
part of the sphere Sn−1 (resp. (1 − ε2/2)−1Sn−1). The horizontal dashed line represents the
hyperplane {x ∈ Rd : 〈x,w2〉 = 〈v1, w2〉}. The two oblique dashed line segments represent parts
of the hyperplanes tangent to the unit sphere at the points a and w1. The grey area represents
the set B.

Proof. We have 1 ≤ 〈v, w〉 = ‖v‖·〈v/‖v‖, w〉 ≤ (1−α)−1〈v/‖v‖, w〉. Hence 1−‖v/‖v‖−w‖2/2 =
〈v/‖v‖, w〉 ≥ 1− α, which exactly implies that ‖v/‖v‖ − w‖2 ≤ 2α as required.

We will use the above lemmas to prove the main technical estimate of this subsection: if
A ⊆ Sn−1 is ε-dense and w1, w2 ∈ Sn−1 satisfy ‖w1 − w2‖ ≤ 2ε/n then any vertex on any path
on P (A) starting at a maximizer of 〈w1, ·〉 that is non-decreasing with respect to 〈w2, ·〉 can only
be tight at constraints 〈a, x〉 = 1 induced by a ∈ A ∩ C(w2, (2 + 2/n)ε). All other constraints
are strictly satisfied by every vertex on such a monotone path.

Lemma 19. Let ε ∈ [0, 1] and assume that w1, w2 ∈ Sn−1 satisfy ‖w1 − w2‖ ≤ (1 − ε2/2). Let
v1, v ∈ Rn satisfy 〈w1, v1〉 ≥ 1 and 〈w2, v〉 ≥ 〈w2, v1〉, and assume ‖v1‖, ‖v‖ ≤ (1 − ε2/2)−1.
Last, let a ∈ Sn−1 satisfy 〈a, v〉 ≥ 1. Then we have ‖w2 − a‖ ≤ 2ε+ ‖w1 − w2‖.

Proof. By Lemma 18, since 〈w1, v1〉, 〈a, v〉 ≥ 1 and ‖w1‖ = ‖a‖ = 1, we get that ‖w1 −
v1/‖v1‖‖, ‖a− v/‖v‖‖ ≤ ε.

If w1 = w2, then by assumption 〈v, w2〉 ≥ 〈v1, w2〉 = 〈v1, w1〉 ≥ 1. Thus, Lemma 18
implies that ‖w2 − v/‖v‖‖ ≤ ε. By the triangle inequality, we conclude that ‖w2 − a‖ ≤
‖w2 − v/‖v‖‖+ ‖v/‖v‖ − a‖ ≤ 2ε, as needed.

Now assume that w1 6= w2. To prove the lemma, we show that it suffices to v′1 such that the
following two inequalities hold:∥∥∥∥ v

‖v‖
− w2

∥∥∥∥ ≤ ∥∥∥∥ v′1
‖v′1‖

− w2

∥∥∥∥, ∥∥∥∥ v′1
‖v′1‖

− w1

∥∥∥∥ ≤ ε. (3)

Indeed, given v′1 as above, the triangle inequality and the first inequality of (3) imply that

‖w2 − a‖ ≤
∥∥∥∥w2 −

v

‖v‖

∥∥∥∥+

∥∥∥∥ v

‖v‖
− a
∥∥∥∥

≤
∥∥∥∥w2 −

v′1
‖v′1‖

∥∥∥∥+

∥∥∥∥ v

‖v‖
− a
∥∥∥∥

≤ ‖w2 − w1‖+

∥∥∥∥w1 −
v′1
‖v′1‖

∥∥∥∥+

∥∥∥∥ v

‖v‖
− a
∥∥∥∥.

From here, by the second inequality of (3) and ‖a− v/‖v‖‖ ≤ ε, we get that

‖w2 − a‖ ≤ ‖w2 − w1‖+ ε+ ε,
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which is the claim of the lemma. To construct v′1, let

B :=

{
x ∈ Rd : 〈w1, x〉 ≥ 1, ‖x‖ ≤

(
1− ε2

2

)−1
}
.

and define v′1 to be the minimizer of 〈w2, ·〉 in B. Since w1 6= w2, it is direct to verify the v′1 is

unique and satisfies ‖v′1‖ = (1− ε2

2 )−1.

From Lemma 18 we have that any point x ∈ B satisfies ‖x/‖x‖ −w1‖ ≤ ε, and in particular
this is true for v′1, making the second inequality of (3) hold. Note that v1 ∈ B as well. It remains
to show the first inequality of (3). For this, we claim that

〈w2, v〉 ≥ max{0, 〈w2, v
′
1〉},

By assumption, recall that 〈w2, v〉 ≥ 〈w2, v1〉. The first inequality now follows since 〈w2, v1〉 ≥
〈w1, v1〉 − ‖w1 − w2‖‖v1‖ ≥ 1 − ‖w1 − w2‖(1 − ε2/2)−1 ≥ 0, by our assumption on ‖w1 − w2‖.
The second inequality now follows from 〈w2, v1〉 ≥ 〈w2, v

′
1〉, which holds since v1 ∈ B and v′1

minimizes w2 over B.
Using that ‖v‖ ≤ (1− ε2/2)−1 = ‖v′1‖, we conclude that

〈w2,
v

‖v‖
〉 ≥ 〈w2,

v

‖v′‖
〉 ≥ 〈w2,

v′1
‖v′1‖

〉,

where the first inequality uses 〈w2, v〉 ≥ 0. The first inequality of (3) now follows from the fact
that u ∈ Sn−1 7→ ‖u−w2‖ is a decreasing function of 〈u,w2〉, and thus the proof is complete.

To round out this subsection, we prove that the conclusion of Lemma 19 holds whenever
v, v1 ∈ P (A) and A is ε-dense in a neighbourhood around w2.

Definition 20. Given sets A,C ⊆ Sn−1 and ε > 0, we say that A is ε-dense for C if for every
c ∈ C there exists a ∈ A such that ‖a− c‖ ≤ ε.

Lemma 21. Let A ⊆ Sn−1 be compact and ε-dense for C(w2, 4ε), ε > 0. Let v1, v ∈ P (A) and
w1, w2 ∈ Sn−1 satisfying 〈w1, v1〉 ≥ 1, 〈w2, v〉 ≥ 〈w2, v1〉 and ‖w1 − w2‖ ≤ ε. Now let a ∈ Sn−1

satisfy 〈a, v〉 ≥ 1. Then we have ‖v1‖, ‖v‖ ≤ (1− ε2/2)−1 and ‖w2 − a‖ ≤ 2ε+ ‖w1 − w2‖.

Note also the contrapositive of the above statement: for w1, w2, v1, v, A satisfying the condi-
tions above, we have for a ∈ Sn−1 that ‖w2 − a‖ > 2ε+ ‖w1 − w2‖ implies 〈a, v〉 < 1.

Proof of Lemma 21. First, observe that if ε ≥ 1 then the conclusion is trivially satisfied since
‖w2 − a‖ ≤ 2 ≤ 2ε+ ‖w1 − w2‖. From now on, assume ε < 1.

Let A ⊆ A′ ⊆ Sn−1 be ε-dense, such that A′ ∩C(w2, 3ε) ⊆ A. One valid choice is to take any
ε-net N ⊆ Sn−1 and set A′ = A ∪ (N \ C(w2, 3ε)). Then any x ∈ C(w2, 4ε) has an a ∈ A ⊆ A′

with ‖a − x‖ ≤ ε and any y /∈ C(w2, 4ε) has some b ∈ N with ‖y − b‖ ≤ ε and b /∈ C(w2, 3ε).
Moreover we have (N \C(w2, 3ε))∩C(w2, 3ε) = ∅ so this choice of A′ satisfies our requirements.

If v, v1 ∈ P (A′), then ‖v‖, ‖v1‖ ≤ (1− ε2/2)−1 by Lemma 17 and we can apply Lemma 19 to
the set A′ and vectors w1, w2, v, v1 and a to conclude ‖w2 − a‖ ≤ 2ε+ ‖w1 − w2‖ as required.

We now prove that both the case v1 /∈ P (A′) and the case v1 ∈ P (A′), v /∈ P (A′) lead to
contradiction. First, observe that given w1 and w2, the set of pairs (v1, v) that satisfy 〈w1, v1〉 ≥
1, 〈w2, v〉 ≥ 〈w2, v1〉 and ‖v1‖, ‖v‖ ≤ (1− ε2/2)−1 is a closed convex set and contains (w1, w1).

If v1 /∈ P (A′), let (x, y) be the convex combination of (v1, v1) and (w1, w1) such that x = y ∈
P (A′) and there exists a′ ∈ A′ \A such that 〈a′, x〉 = 1. Such a′ will exist because A′ is compact.
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Otherwise we have v /∈ P (A′) and let (x, y) be a convex combination of (v1, v) and (w1, w1)
such that x, y ∈ P (A′) and there exists a′ ∈ A′ \ A such that 〈a′, x〉 = 1. Such a′ will exist
because A′ is compact.

Either way, apply Lemma 19 to A′, w1, w2, x, y and a′ to find that ‖w2−a′‖ ≤ 2ε+‖w1−w2‖.
This contradicts the earlier claim that a′ ∈ A′ \ A. From this contradiction we conclude that
v, v1 ∈ P (A′), which finishes the proof.

3.2 Locality, independence, and concentration

With an eye to Lemma 21, this subsection is concerned with proving concentration for sums
of random variables that behave nicely when A is dense in given neighbourhoods. The specific
random variables that we will use this for are the paths between the maximizers of nearby
objective vectors w1, w2 ∈ Sn−1.

Definition 22. Given m,n, p, let ε = ε(m,n, p) > 0 be as in Lemma 4 and A ⊆ Rn be a random
set. For x, y ∈ Sn−1 define the event Ex,y as:

• A is ε-dense for C(x, ‖x− y‖+ 4ε), and

• for every z ∈ [x, y] we have∣∣∣∣A ∩ C(
z

‖z‖
, (2 + 2/n)ε)

∣∣∣∣ ≤ 45e2n log(1/p)

A random variable K is called (x, y)-local if Ex,y implies that K is a function of A ∩ C(x, 5ε+
‖x− y‖).

In particular, we will use that if K is (x, y)-local then K1[Ex,y] is a function of A∩C(x, 5ε+
‖x− y‖).

To help prove that certain path are local random variables, we will use the following helper
lemma.

Lemma 23. Let w1, w2 ∈ Sn−1, and have w1 = v1, v2, . . . , vk+1 = w2 be equally spaced on
a shortest geodesic segment on Sn−1 connecting w1 and w2. Then for every i ∈ [k] we have
‖w1 − w2‖/4k ≤ ‖vi − vi+1‖ ≤ ‖w1 − w2‖/k.

Proof. By the triangle inequality, we have ‖w1 − w2‖ ≤
∑k
i=1 ‖vi − vi+1‖. Since each of the

line segments [vi, vi+1] has identical length, this gives us the second inequality ‖vi − vi+1‖ ≤
‖w1 − w2‖/k.

Furthermore, we know that the geodesic segment connecting w1 and w2 has length at most
π‖w1 − w2‖. From this we get

∑k
i=1 ‖vi − vi+1‖ ≤ π‖w1 − w2‖ and hence ‖w1 − w2‖/4k ≤

‖w1 − w2‖/πk ≤ ‖vi − vi+1‖.

Many paths on P (A) turn out to be such local random variables. One example are short
segments of the shadow paths from Theorem 14.

Lemma 24. Let w1, w2 ∈ Sn−1 satisfy ‖w1 − w2‖ ≤ ε. Then the length of the shadow path on
P (A) from w1 to w2 is a (w1, w2)-local random variable. If ‖w1 − w2‖ ≤ ε then Ew1,w2

implies
that this path has length at most 2n(45e2n log(1/p))n.

Proof. Let us first assume that ‖w1−w2‖ ≤ 2ε/n. Consider the points v1, v ∈ P (A∩C(w2, 5ε))
such that 〈w1, v1〉 ≥ 1 and 〈w2, v〉 ≥ 〈w2, v1〉. By Lemma 21, assuming Ew1,w2 , any such
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points have bounded norm. Hence, we can take v1 to be a vertex maximizing 〈w1, ·〉 and v ∈
P (A ∩ C(w2, 5ε)) be any vertex on the shadow path from w1 to w2.

Again by Lemma 21, assuming Ew1,w2
, every a ∈ A such that 〈a, v〉 = 1 satisfies a ∈

C(w2, (2 + 2/n)ε), meaning that v, v1 ∈ P (A) as well.
Now Lemma 13 implies that if Ew1,w2

then any vertex of P (A∩C(w2, 5ε) on its shadow path
from w1 to w2 is a shadow vertex of P (A) on the shadow path from w1 to w2. Hence the shadow
path on P (A) from w1 to w2 is a (w1, w2)-local random variable.

The upper bound follows because every vertex on the shadow path is visited at most once
and, assuming Ew1,w2

, almost surely every vertex on the shadow path is induced by n constraints
out of A ∩ C(w2, (2 + 2/n)ε). The total number of subsets of size n of A ∩ C(w2, (2 + 2/n)ε) is
at most |A ∩ C(w2, (2 + 2/n)ε)|n ≤ (45e2n log(1/p))n by Ew1,w2 .

To extend the conclusion to the case when 2ε/n < ‖w1−w2‖ ≤ ε, pick w1 = v1, v2, . . . , v2n+1 =
w2 evenly spaced on the shortest geodesic segment connecting w1 and w2. For every k ∈ [2n],
by Lemma 23 the shadow path from vk to vk+1 satisfies ‖vk − vk+1‖ ≤ 2ε/n and is thus a
(vk, vk+1)-local random variable and Evk,vk+1

implies that this shadow path has length at most
(45e2n log(1/p))n when Evk,vk+1

.
Now observe that the shadow path from w1 to w2 is obtained by concatenating the shadow

paths from vk to vk+1 for k ∈ [n]. Since Ew1,w2 implies Evk,vk+1
for every k ∈ [2n], each of the

shadow paths from vk to vk+1 is a (w1, w2)-local random variable. Hence the shadow path from
w1 to w2 is a (w1, w2)-local random variable and has length at most 2n(45e2n log(1/p))n.

Lemma 25. Let 0 < p < m−2n and let ε = ε(m,n, p) < 1/76 be as in Lemma 4 and let
k ≥ 2π/ε be the smallest number divisible by 76. Let W ⊆ Rn be a fixed 2D linear subspace and
let w1, . . . , wk, wk+1 = w1 ∈ W ∩ Sn−1 be equally spaced around the circle. Assume for every
i ∈ [k] that Ki ≥ 0 is a (wi, wi+1)-local random variable and there exists U ≤ mn such that

Ki ≤ U whenever Ewi,wi+1
. Furthermore assume that E[

∑k
i=1Ki] ≤ O(n2m

1
n−1 ). Then

Pr
[ ∣∣∣∣∣∣
∑
i∈[k]

Ki − E
[ ∑
i∈[k]

Ki

]∣∣∣∣∣∣ ≥ tp
]
≤ 4p

for tp = max

(√
O(Un2m

1
n−1 log(1/p)), O(U log(1/p))

)
.

Proof. Let F denote the event that Ev1,v2 holds for every v1, v2 ∈ Sn−1. By Lemma 4 we have
Pr[F ] ≥ 1− 2p.

Define Ei := Ewi,wi+1
, i ∈ [k]. Our first observation is that Pr[

∑k
i=1Ki =

∑k
i=1Ki1[Ei]] ≥

Pr[F ] ≥ 1− p. Since both sums only take values in the interval [0, kmn], it follows that

∣∣∣E[

k∑
i=1

Ki]− E[

k∑
i=1

Ki1[Ei]]
∣∣∣ ≤ 2kmnp ≤ 1.
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From the above statements we deduce that

Pr

[∣∣∣∣∣
k∑
i=1

Ki − E

[
k∑
i=1

Ki

]∣∣∣∣∣ > tp

]
≤ Pr

[∣∣∣∣∣
k∑
i=1

Ki − E

[
k∑
i=1

Ki1[Ei]

]∣∣∣∣∣ > tp − 1

]

≤ Pr[¬F ] + Pr

[
F ∧

∣∣∣∣∣
k∑
i=1

Ki − E

[
k∑
i=1

Ki1[Ei]

]∣∣∣∣∣ > tp − 1

]

≤ 2p+ Pr

[
F ∧

∣∣∣∣∣
k∑
i=1

Ki1[Ei]− E

[
k∑
i=1

Ki1[Ei]

]∣∣∣∣∣ > tp − 1

]

≤ 2p+ Pr

[∣∣∣∣∣
k∑
i=1

Ki1[Ei]− E

[
k∑
i=1

Ki1[Ei]

]∣∣∣∣∣ > tp − 1

]
We will now upper bound the last term.

For j ∈ [76] define Ij = {i ∈ [k] | i ≡ j mod 76}, forming a partition I1 ∪ · · · ∪ I76 =
[k]. Observe that w1, . . . , wk are placed on a unit circle and every [wi, wi+1] is an edge of
conv(w1, . . . , wk). As such we know that

∑
i∈[k] ‖wi −wi+1‖ ≤ 2π. Since k ≥ 2π/ε that gives us

‖wi−wi+1‖ ≤ ε for every i ∈ [k]. Next, from ε ≤ 1/76 we know that k ≤ 2π/ε+ 76 ≤ 8/ε. Since
k ≥ 4 we have

∑
i∈[k] ‖wi − wi+1‖ ≥ 4 and hence ‖wi − wi+1‖ ≥ 4/k ≥ ε/2 for every i ∈ [k].

Last, we use that ‖wi − wi+76‖ ≤
∑i+75
j=i ‖wj − wj+1‖ ≤ 76ε ≤ 1 to deduce

‖wi − wi+76‖ ≥
1

π

i+75∑
k=i

‖wk − wk+1‖ ≥
76

π
· ε/2 > 12ε.

This lets us conclude that if i, i′ ∈ Ij are distinct then ‖wi − wi′‖ > 12ε. In particular, for
any j ∈ [76] the random variables Ki1[Ei] for i ∈ Ij are mutually independent since they are
functions of A intersected with disjoints subsets of Sn−1 due to being local random variables.

For any i ∈ [k], the random variable Ki1[Ei] ∈ [0, U ] has variance at most

E[Ki1[Ei]] · U ≤
O(n2m

1
n−1 )

k
· U

by Lemma 11.
We apply Lemma 10 to the random variables Ki1[Ei] for i ∈ [k] and obtain

Pr

[∣∣∣∣∣
k∑
i=1

Ki1[Ei]− E

[
k∑
i=1

Ki1[Ei]

]∣∣∣∣∣ > tp − 1

]
≤ 2 exp

(
−8(tp − 1)2

1900(UO(n2m
1

n−1 ) + (tp − 1)U)

)
.

By filling in tp, we find that the right-hand side of the above inequality is at most 2p.
Putting the bounds together we get our desired inequality

Pr
[ ∑
i∈[k]

Ki ≥ E
[ ∑
i∈[k]

Ki

]
+ t
]
≤ 4p.

3.3 Concentration of the shadow size around its mean

To illustrate the use of the above technical result, we show in this subsection that |S(P (A),W )|
is concentrated around its mean when m > 2O(n3).

Recall that by Theorem 14 we have E[|S(P (A),W )|] = Θ(n2m
1

n−1 ).
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Theorem 15 (Shadow Size Concentration). Let e
−m

18
√
n(76

√
2)n−1 < p < m−2n and let

tp := max

(√
O(Un2m

1
n−1 log(1/p)), O(U log(1/p))

)
for U := O(n2n

2

(log(1/p))n). If A ∼ Pois(Sn−1,m) then the shadow size satisfies

Pr
[∣∣∣|S(P (A),W )| − E[|S(P (A),W )|]

∣∣∣ > tp
]
≤ 4p.

Proof. From Corollary 5, we know that εn−1 ≤ 1
76n−1 . As such, the lower bound on p implies

that ε(m,n, p) < 1/76.
Let w1, . . . , wk be as in Lemma 25 and let Ki denote the number of edges on the shadow path

from wi to wi+1. By Lemma 24, each Ki is a (wi, wi+1)-local random variable which satisfies
Ki ≤ 2n(45e2n log(1/p))n when Ewi,wi+1 .

By Theorem 14 we get
∑
i∈[k]Ki = |S(P (A),W )| almost surely, hence E[

∑
i∈[k]Ki] ≤

O(n2m
1

n−1 ). We apply Lemma 25 to
∑
i∈[k]Ki:

Pr
[∣∣∣|S(P (A),W )| − E[|S(P (A),W )|]

∣∣∣ > t
]

= Pr
[∣∣∣ ∑
i∈[k]

Ki − E[
∑
i∈[k]

Ki]
∣∣∣ > t

]
≤ 4p.

3.4 Upper bound on the diameter

In this section we prove our high probability upper bound on diam(P (A)). We start by proving
that for fixed W the vertices in S(P (A),W ) are connected by short paths, where we aim for an
error term smaller than that of Theorem 15. We require the following abstract diameter bound
from [18]. We will only need the Barnette–Larman style bound.

Theorem 26. Let G = (V,E) be a connected graph, where the vertices V of G are subsets of
{1, . . . , k} of cardinality n and the edges E of G are such that for each u, v ∈ V there exists a
path connecting u and v whose intermediate vertices all contain u ∩ v.

Then the following upper bounds on the diameter of G hold:

2n−1 · k − 1 (Barnette–Larman), k1+logn − 1 (Kalai–Kleitman).

To confirm that the above theorem indeed gives variants of the Barnette–Larman and Kalai–
Kleitman bounds, let A = {a1, ..., am} ⊆ Sn−1 be in general position. For a vertex x ∈ P (A), we
denote Ax = {a ∈ A : 〈a, x〉 = 1}. Consider the following sets

V = {Ax : x is a vertex of P (A)},
E = {{Ax, Ay} : [x, y] is an edge of P (A)}.

One can check that G = (V,E) satisfies almost surely the assumptions of theorem 26 which
therefore shows that the combinatorial diameter of P (A) is less than min(2n−1·m−1,m1+logn−1).
Up to a constant factor difference, these bounds correspond to the same bounds described in the
introduction.

Now we use the Barnette–Larman style bound to bound the length of the local paths.
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Lemma 27. Let w1, w2 ∈ Sn−1 satisfy ‖w1 − w2‖ ≤ ε, where ε = ε(m,n, p) is as in Lemma 4.
Furthermore, let K denote the maximum over all w ∈ [w1, w2] of the length of the shortest path
from a maximizer vw ∈ P (A) of 〈w, ·〉 to the maximizer of 〈w2, ·〉 of which every vertex v ∈ P (A)
on the path satisfies 〈w2, v〉 ≥ 〈w2, vw〉. Then K is a (w1, w2)-local random variable and Ew1,w2

implies that Ki is at most 45en4n log(1/p).

Proof. We start by assuming ‖w1 − w2‖ ≤ 2ε/n. Let w ∈ [w1, w2] and let vw ∈ P (A) be a
vertex maximizing 〈w, ·〉. By Lemma 21, assuming Ew1,w2 , for every vertex v ∈ P (A) satisfying
〈w2, v〉 ≥ 〈w2, vw〉 and every a ∈ A such that 〈a, v〉 ≥ 1 we have a ∈ A ∩ C(w2, (2 + 2/n)ε).

First, this implies that if Ew1,w2
and if v ∈ Rn is satisfies 〈w2, v〉 ≥ 〈w2, vw〉 then we need

only inspect A∩C(w2, (2 + 2/n)ε) to decide if v is a vertex of P (A). From this we conclude that
if Ew1,w2 then the shortest path described in the lemma statement can be computed knowing
only A∩C(w2, (2+2/n)ε). This implies that the path length is a (w1, w2)-local random variable.

Second, assuming Ew1,w2
we consider the sets

V̂ = {v ∈ P (A) : v is a vertex and 〈w2, v〉 ≥ 〈w2, v1〉},

Â = {a ∈ A : there exist a vertex v ∈ V̂ such that 〈a, v〉 = 1} ⊆ A ∩ C
(
w2,

(
2 +

2

n

)
ε

)
.

The last inclusion follows directly from Lemma 21.
Recall the notation Av = {a ∈ A : 〈a, v〉 = 1} for vertices v ∈ P (A). We will apply

Theorem 26 to the graph

V = {Av : v ∈ V̂ } ' V̂ ,

E = {{Av1 , Av2} : v1, v2 ∈ V̂ , [v1, v2] is an edge of P (A)}.

We need to check that the assumptions of Theorem 26 are met. First we note that almost surely
P (A) is a simple polytope and thus the vertices of the graph (V,E) are subsets of A of cardinality
n. Consider two vertices Av = {ai1 , . . . , ain}, Av′ = {ai′1 , . . . , ai′n} ∈ V . Observe that the set

F = {x ∈ P (A) : 〈x, a〉 = 1 ∀a ∈ Av ∩Av′}

is the minimum face of P (A) containing both v and v′. We build paths v0 = v, v1, . . . , vk and
v′0 = v′, v′1, . . . , v

′
k′ satisfying the following monotonicity properties

〈w2, v〉 = 〈w2, v0〉 ≤ 〈w2, v1〉 ≤ · · · ≤ 〈w2, vk〉 = argmax{〈w2, x〉 : x ∈ F},
〈w2, v

′〉 = 〈w2, v
′
0〉 ≤ 〈w2, v

′
1〉 ≤ · · · ≤ 〈w2, v

′
k′〉 = argmax{〈w2, x〉 : x ∈ F}.

Moreover one can assume that vk = v′k′ by potentially completing the paths moving along the
edges of argmax{〈w2, x〉 : x ∈ F} (in the case this face contains more than one vertex). By

construction all vertices vi and v′i belong to V̂ . Stitching the two paths and adopting the dual
point of view we found a path Av = Av0 , . . . , Avk = Av′

k′
, . . . Av′0 = Av′ whose vertices contain

the intersection Av ∩Av′ .
We can thus apply Theorem 26 and conclude that there is a path in the graph (V,E) from

Av1 to Av2 of length at most 2n−1 · |A ∩ C(w2, (2 + 2/n)ε)|. It follows that K ≤ 2n−1 · |A ∩
C(w2, (2 + 2/n)ε)|.

To extend the conclusion to the case when 2ε/n < ‖w1 − w2‖ ≤ ε, we do the same as in the
proof of Lemma 24.
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Theorem 28. Let 0 < p < m−2n and let

tp = max

(√
O(Un2m

1
n−1 log(1/p)), O(U log(1/p))

)
for U = O(n4n log(1/p)). If W ⊆ Rn is a fixed 2D linear subspace and A ∼ Pois(Sn−1,m), the
largest distance T between any two shadow vertices satisfies

Pr[T ≥ O(n2m
1

n−1 ) + tp] ≤ 4p

Proof. Let w1, . . . , wk be as in Lemma 25 and let Ki denote the maximum over all w ∈ [wi, wi+1]
of the length of the shortest path from a shadow vertex vw maximizing 〈w, ·〉 to a vertex max-
imizing 〈wi+1, ·〉 such that every vertex v on this path satisfies 〈wi+1, v〉 ≥ 〈wi+1, vw〉. From
Lemma 27 we know that Ki is a (wi, wi+1)-local random variable and Ki ≤ 45en4n log(1/p)
whenever Ewi,wi+1 . Now recall Theorem 14. Observe that T ≤

∑
i∈[k]Ki almost surely by con-

catenating the above-mentioned paths, and note that that
∑
i∈[k]Ki ≤ S(P (A),W ) holds almost

surely, which implies E[
∑
i∈[k]Ki] = O(n2m

1
n−1 ). We apply Lemma 25 to

∑
i∈[k]Ki and get the

desired result.

Theorem 16 (Diameter Upper Bound). Let e
−m

18
√
n(76

√
2)n−1 < p < m−2n. If A = {a1, . . . , aM} ∈

Sn−1, where M is Poisson with E[M ] = m, and a1, . . . , aM are uniformly and independently
distributed in Sn−1. Then, we have that

Pr[diam(P (A)) > O(n2m
1

n−1 + n4n log2(1/p))] ≤ O(
√
p).

4 Lower Bounding the Diameter of P (A)

To begin, we first reduce to lower bounding the diameter of the polar polytope P ◦, corresponding
to a convex hull of m uniform points on Sn−1, via the following simple lemma.

Lemma 29 (Diameter Relation). For n ≥ 2, let P ⊆ Rn be a simple bounded polytope containing
the origin in its interior and let Q = P ◦ := {x ∈ Rn : 〈x, y〉 ≤ 1,∀y ∈ P} denote the polar of P .
Then, diam(P ) ≥ (n− 1)(diam(Q)− 2).

Proof. If diam(Q) ≤ 1, the statement is trivial, so we may assume that diam(Q) ≥ 2. Let
a1, a2 ∈ Q be vertices of Q at distance diam(Q) ≥ 2. Since P is bounded, note that 0 is in the
interior of Q and hence a1, a2 6= 0. We must show that there exists a path from a1 to a2 of length
L ≥ 2 such diam(P ) ≥ (n− 1)(L− 2).

Let Fi := {x ∈ P : 〈ai, x〉 = 1}, i ∈ [2], the corresponding facets of P . Pick the two vertices
v1 ∈ F1, v2 ∈ F2 whose distance in P is minimized. Let v1 := w0, . . . , wD := v2 be a shortest
path from v1 to v2 in P . Here w0, . . . , wD are all vertices of P , and [wi, wi+1], 0 ≤ i ≤ D − 1,
are edges of P . By definition, D ≤ diam(P ).

To complete the proof, we will extract a walk from a1 to a2 in Q from the path w0, . . . , wD of
length at most D/(n− 1) + 2. For this purpose, let Qi := Q∩{x ∈ Rn : 〈x,wi〉 = 1}, 0 ≤ i ≤ D,
denote the facet of Q induced by wi. By our assumption that P is simple, each Qi, i ∈ [D],
is a (n − 1)-dimensional simplex, and hence there exists Si ⊆ vertices(Q), |Si| = n, such that
Qi := conv(a : a ∈ Si). In particular, the combinatorial diameter of each Qi, 0 ≤ i ≤ D, is 1.
That is, every distinct pair of vertices of Qi induces an edge of Qi, and hence an edge of Q.

By the above discussion, note that if a1, a2 ∈ S0, then a1, a2 are adjacent in Q. Since we
assume that the distance between a1, a2 is at least 2, we conclude that a1, a2 /∈ S0, and hence
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that D ≥ 1. Furthermore, since we assume that v1, v2 are at minimum distance in P subject to
v1 ∈ F1, v2 ∈ F2, we conclude that a1 ∈ S0 \ ∪Dj=1Sj and a2 ∈ SL \ ∪D−1

j=0 Sj , since otherwise we
could shortcut the path.

We now define a walk a1 = u0, . . . , uL = a2, for some L ≥ 2, from a1 to a2 in Q as follows.
Letting l0 = 0 and SD+1 := ∅, for i ≥ 1 inductively define li := max{j ≥ li−1 : ∩jr=li−1

Sr 6= ∅}
and let L = min{i ≥ 1 : li = D}+ 1. For 1 ≤ i ≤ L− 1, choose ui from ∩lir=li−1

Sr arbitrarily. To
relate the length of the walk to D, we will need the following claim.

Claim 30. For any interval I ⊆ {0, . . . , D}, | ∩i∈I Si| ≥ n− |I|+ 1.

Proof. First note that |Sj∩Sj+1| = n−1 = |Sj |−1, 0 ≤ j ≤ D−1, since P is simple and Sj∩Sj+1

indexes the tight constraints of an edge of P . In particular, |Sj \Sj+1| = 1, 0 ≤ j ≤ D−1. Thus,
for an interval I = {c, c+1, . . . , d} ⊆ {0, . . . , D}, we see that |∩di=cSi| ≥ |∩

d−1
i=c Si|−|Sd−1 \Sd| =

| ∩d−1
i=c Si| − 1 ≥ |Sc| − (d− c) = n+ 1− |I|.

Applying the claim to the interval I = {li−1, . . . , li+1}, 1 ≤ i ≤ L−1, we see that ∩li+1
r=li−1

Sr =

∅ implies that either li = D or that |I| ≥ n+1⇔ li− li−1 ≥ n−1. In particular, li− li−1 ≥ n−1
for 0 ≤ i ≤ L− 2 and lL−1 − lL−2 ≥ 1 (since lL−1 = D and lL−2 < D).

Let us now verify that a1 = u0, u1, . . . , uL = a2 induces a walk in Q. Here, we must check
that [ui, ui+1], 0 ≤ i ≤ L − 1, is an edge of Q. By construction ui, ui+1 are both vertices of
the simplex Qli . Furthermore, ui 6= ui+1, since either ui = a1 6= ui+1 or ui+1 = a2 6= ui or
ui+1 ∈ Sli+1 and ui /∈ Sli+1. Thus, [ui, ui+1] is indeed an edge of Qi and thus of Q, as explained
previously. Note by our assumption that a1 and a2, we indeed have 2 ≤ diam(Q) ≤ L.

We can now compare the diameters of P and Q as follows:

diam(P ) ≥ D = lL−1− l0 =

L−1∑
i=1

(li− li−1) ≥
L−2∑
i=1

(n−1) = (n−1)(L−2) ≥ (n−1)(diam(Q)−2),

as needed.

We then associate any “antipodal” path to a continuous curve on the sphere corresponding to
objectives maximized by vertices along the path. From here, we decompose any such curve into

Ω(m
1

n−1 ) segments whose endpoints are at distance Θ(m−1/(n−1)) on the sphere. Finally, we
apply a suitable union bound, to show that for any such curve, an Ω(1) fraction of the segments
induce at least 1 edge on the corresponding path.

Building on Lemma 29, we turn to proving the lower bound for Q(A).
For a discrete set N ⊆ Sn−1, a point x0 ∈ N and a positive number ε > 0 we denote by

Xk := Xk(N, x0, ε) = {x ∈ Nk : xi 6= xj and 6ε ≤ ‖xi − xi+1‖ ≤ 8ε for any 0 ≤ i < j ≤ k}

the set of all sequences of k distinct points in N with jumps of length between 6ε and 8ε (including
an extra initial jump between x0 and x1).

Lemma 31. Let ε > 0. If N ⊆ Sn−1 is a maximal ε-separated set, then

|Xk| ≤ (17n−1)k.

Note that a maximal ε-separated set is also an ε-net.
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Proof of Lemma 31. For any x ∈ N we find an upper bound for the number of points y ∈ N
such that 6ε ≤ ‖x− y‖ ≤ 8ε. Recall that C(x, r) denotes the closed spherical cap centered at x
with radius r > 0. Since N is ε-separated, for any different points y1, y2 ∈ N we have

int(C(y1, ε/2)) ∩ C(y2, ε/2) = ∅.

Taking a union of spherical caps centered at all points inside the annulus, we obtain a subset of
the inflated annulus

C(x, 17ε/2) \ int(C(x, 11ε/2)).

Since the caps C(y, ε/2), y ∈ N , have pairwise disjoint interiors, the volume of their union is the
sum of the volumes. Hence, the maximal number of points in the annulus is bounded by

σ(C(x, 17ε/2))− σ(C(x, 11ε/2))

σ(C(x, ε/2))
≤ σ(C(x, 17ε/2))

σ(C(x, ε/2))
.

Using Lemma 6 we have

|{y ∈ N : 6ε ≤ ‖x− y‖ ≤ 8ε}| ≤ (17/2)n−1

(1/2)n−1
= 17n−1.

Thus, the overall number of paths in Xk is bounded by

|Xk| ≤ 17k(n−1).

Lemma 32. Let f : [0, 1] → Sn−1 be a continuous function. Let ε > 0 and N ⊆ Sn−1 be an
ε-net, such that f(0) ∈ N . There exist k ∈ N0, 0 ≤ t0 < t1 < · · · < tk ≤ 1 and x0, . . . , xk ∈ N
such that

1. ‖f(ti)− xi‖ ≤ ε for any i ∈ {0, . . . , k},

2. ‖f(t)− xi‖ ≥ ε for any i ∈ {0, . . . , k} and t > ti,

3. (x1, . . . , xk) ∈ Xk(N, x0, ε),

4. ‖xk − f(1)‖ < 7ε.

Proof. We build the desired couple of sequences (xi) and (ti) by induction. We start by taking
x0 = f(0) and

t0 = sup{t ≥ 0 : ‖f(t)− x0‖ ≤ ε}.

Note that with these choices, we have a couple of (very short) sequences for which 1-3 are fulfilled.
Assume that x0, . . . , x` and 0 ≤ t0 < . . . < t` ≤ 1 are sequences for which 1-3 hold true.
If ‖x` − f(1)‖ < 7ε then we may take k = `, and we are done.
Assume otherwise, and define

t′ = min{t ∈ [t`, 1] : ∃x`+1 ∈ N with ‖f(t)− x`+1‖ ≤ ε and ‖x`+1 − x`‖ ≥ 6ε},

Since 4 is not fulfilled, the set in non-empty (it contains 1) and t′ is well defined. We take x`+1

as it appears in the definition of t′. Set

t`+1 = sup{t ∈ [0, 1] : ‖f(t)− x`+1‖ ≤ ε}.
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By 2 for any i ≤ `
‖f(t`+1)− xi‖ > ε,

hence xi 6= x`+1. Combining this with the definition of t`+1 and x`+1 we only need to show that
‖x` − x`+1‖ ≤ 8ε in order to get that 0 ≤ t0 < . . . < t` < t`+1 ≤ 1 and x0, . . . , x`+1 fulfill 1-3.

By the minimality of t′, for any s ∈ (t`, t
′) we have ‖x` − f(s)‖ ≤ 7ε, otherwise there would

be x′ ∈ N such that ‖x′ − f(s)‖ ≤ ε but ‖x` − x′‖ ≥ 6ε, hence t′ ≤ s in contradiction to the
definition of s. Hence

‖x` − x`+1‖ ≤ ‖x` − f(s)‖+ ‖f(s)− f(t′)‖+ ‖f(t′)− x`+1‖ ≤ 7ε+ ‖f(s)− f(t′)‖+ ε.

This holds for all s ∈ (t`, t
′). By continuity of f we may take s↗ t′ and have ‖f(s)−f(t′)‖ →

0. Thus ‖x` − x`+1‖ ≤ 8ε.
Since N is finite and the points x0, . . . , x` are distinct the process must end at most after |N |

steps.

Lemma 33. Let A ⊆ Sn−1 be a finite subset of the sphere. Let [a0, a1], [a1, a2], . . . , [a`−1, a`]
be a path along the edges of Q(A). There exists a continuous function f : [0, 1] → Sn−1 and
0 = s0 < s1 < · · · < s`+1 = 1 such that f(0) = a0, f(1) = a`, and for any i ∈ {0, 1, . . . , `} and
any t ∈ [si, si+1],

ai ∈ argmina∈A(‖f(t)− a‖).

Proof. First we consider the case where the path consist of a single edge, i.e. ` = 1. Consider a
point x ∈ Sn−1 and a real r > 0 such that the cap C(x, r) contains a0 and a1 on its boundary
and no point of A in its interior. A possible choice is given by the circumscribed cap of any facet
of Q(A) which contains [a0, a1] as an edge. Now we set f such that it interpolates a0, x and a1

by two geodesic segments,

f(t) =
f̃(t)

‖f̃(t)‖
, f̃(t) =

{
(1− 2t)a0 + 2tx, t ∈ [0, 1

2 ],

(2− 2t)x+ (2t− 1)a1, t ∈ [ 1
2 , 1].

By construction we get that for any t ∈ [0, 1
2 ] (resp. t ∈ [ 1

2 , 1]), the cap C(f(t), ‖f(t)−a0‖) (resp.
C(f(t), ‖f(t)− a1‖)) is a subset of C(x, r). Thus it contains a0 (resp. a1) on its boundary and
no point of A in its interior. This implies that f(0) = a0, f(1) = a1, and

a0 ∈ argmina∈A(‖f(t)− a‖), t ∈ [0,
1

2
],

a1 ∈ argmina∈A(‖f(t)− a‖), t ∈ [
1

2
, 1].

This yields the proof in the case ` = 1 (with s0 = 0 < s1 = 1
2 < s1+1 = 1). The general case

follows by concatenating and renormalizing the functions corresponding to each edge.

Lemma 34. Let A ⊆ Sn−1 be a finite subset of the sphere, containing two points a+, a− ∈ A
such that ‖a+ − a−‖ ≥ 1. Let ε > 0 and N ⊆ Sn−1 be a maximal ε-separated set, such that
a+ ∈ N . Set x0 = a+ and k0 = d1/8εe − 1. It holds that

diam(Q(A)) ≥ min
k≥k0

min
x∈Xk(N,x0,ε)

∑
0≤i≤k−1

1[C(xi, ε/2) ∩A 6= ∅]1[C(xi+1, ε/2) ∩A 6= ∅].
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Proof. The diameter of Q(A) is at least the combinatorial distance between a+ and a−, i.e., the
minimal number of edges required to form a path between these two vertices. Note that this
minimum is realized for a path without loops. Let [a0, a1], [a1, a2], . . . , [a`−1, a`] be such a path.
Here we denote a0 = a+ = x0 and a` = a−.

Consider a function f and a sequence 0 = s0 < s1 < · · · < s`+1 = 1 as in Lemma 33, and
consider k ∈ N0, 0 ≤ t0 < t1 < · · · < tk ≤ 1 and x0, . . . , xk ∈ N as in Lemma 32. We set
j(0) ≤ j(1) ≤ · · · ≤ j(k) such that ti ∈ [sj(i), sj(i)+1]. In particular, with this notation set up we
have

‖xi − xi+1‖ ≥ 6ε, i ∈ {0, . . . , k − 1}, (4)

‖aj(i) − f(ti)‖ = min
a∈A
‖a− f(ti)‖, i ∈ {0, . . . , k}, (5)

and

‖xi − f(ti)‖ ≤ ε, i ∈ {0, . . . , k}. (6)

From (6) we get C(f(ti), 3ε/2) ⊃ C(xi, ε/2). Hence, if C(xi, ε/2) ∩ A 6= ∅, we have that
‖aj(i) − f(ti)‖ ≤ 3ε/2 because of (5). Therefore if, for some i ∈ {0, . . . , k − 1}, both caps
C(xi, ε/2) and C(xi+1, ε/2) contain points of A, then

‖aj(i) − aj(i+1)‖
≥ ‖xi − xi+1‖ − ‖xi − f(ti)‖ − ‖f(ti)− aj(i)‖ − ‖aj(i+1) − f(ti+1)‖ − ‖f(ti+1)− xi+1‖
≥ 6ε− ε− 3ε/2− 3ε/2− ε = ε > 0

and we get aj(i+1) 6= aj(i) which implies that j(i) < j(i′) for any i′ > i. This shows that if

i, i′ ∈ I = {i : C(xi, ε/2) ∩A 6= 0 and C(xi+1, ε/2) ∩A 6= 0} ⊆ {0, 1, . . . , k − 1},

with i 6= i′, then aj(i) and aj(i′) are distinct vertices of the path. Therefore

` ≥ |I| =
∑

0≤i≤k−1

1[C(xi, ε/2) ∩A 6= ∅]1[C(xi+1, ε/2) ∩A 6= ∅].

Also, we note that from

‖a+ − a−‖ ≤ ‖a+ − x0‖+
∑

1≤i≤k

‖xi − xi−1‖+ ‖xk − a−‖

< ε+ k × 8ε+ 7ε = 8(k + 1)ε

we have k ≥ k0, and therefore

(x0, . . . , xk) ∈ ∪k≥k0Xk(N, x0, ε).

Theorem 35 (Lower Bound for Q(A)). There exist positive constants c2 < 1 and c3 > 1
independent of n ≥ 3 and m such that the following holds. Let A = {a1, . . . , aM} ∈ Sn−1, where
M is Poisson with E[M ] = m, and a1, . . . , aM are uniformly and independently distributed in

Sn−1. Then, with probability at least 1 − e−c
n−1
3 m1/(n−1)

, the combinatorial diameter of Q(A) is
at least c2m

1/(n−1).
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Proof. Without loss of generality m ≥ (1/c2)n−1 since otherwise the statement of the theorem
is trivial.

In this proof the constants 1 < c3 < c4 < c5 < c6 < c−1
2 are large enough constants,

independent from n and m.
We set ε = c6m

−1/(n−1), and want to apply Lemma 34. Let N be an ε-net, obtained from
a maximal ε-separated set, such that it contains a point a+ from the set A. For independence
properties needed later we take a+ randomly and uniformly from the set A. With probability
1− e−m/2 we have that A intersects the halfsphere {u ∈ Sn−1 : 〈a+, u〉 ≤ 0}. In which case there
exists a point a− ∈ A such that ‖a+ − a−‖ ≥

√
2 ≥ 1. Therefore we can apply Lemma 34 with

x0 = a+. Combined with the union bound, we get

Pr
(

diamQ(A) ≤ c2m1/(n−1)
)
≤ e−m/2 +

∑
k≥k0

∑
x∈Xk(N,x0,ε)

Pr

 ∑
0≤i≤k−1

Bi ≤ c2m1/(n−1)

 ,

where
k0 = d1/8εe+ 1 ≥ 1/8ε = m1/(n−1)/8c6,

and the summands in the probability are Bernoulli random variables

Bi = 1[C(xi, ε/2) ∩A 6= ∅]1[C(xi+1, ε/2) ∩A 6= ∅].

For 1 ≤ i ≤ k − 1, they are identically distributed, with failure probability

Pr(Bi = 0) ≤ 2 Pr(C(xi, ε/2) ∩A = 0) = 2 exp (−mσ(C(xi, ε/2)))

≤ 2 exp
(
−m (ε/4)

n−1
)

= 2 exp

(
−
(c6

4

)n−1
)

=: 1− p.

Note that we used Lemma 6 to lower bound the cap’s volume σ(C(xi, ε/2)) ≥ (ε/4)n−1σ(C(xi, 2)).
Since N forms a maximal ε-separated set and the xi are distinct, the caps C(xi, ε/2) are disjoint
and therefore the random variables B1, B3, B5, ... are independent. Next we exploit this inde-
pendence. Let k ≥ k0, and set K = bk/2c. Note that K ≥ 1/16ε = m1/(n−1)/16c6. Assuming
that c2 ≤ 1/32c6, we have

Pr

 ∑
0≤i≤k−1

Bi ≤ c2m1/(n−1)

 ≤ Pr

 ∑
1≤i≤K

B2i−1 ≤
K

2

 =
∑

1≤i≤bK/2c

(
K

i

)
pi(1− p)K−i.

Now we bound p by 1, (1− p)K−i by (1− p)K/2 and
∑(

K
i

)
by 2K , which provides us the bound

Pr

 ∑
0≤i≤k−1

Bi ≤ c2m−1/(n−1)

 ≤ (2(1− p)1/2)K =

(
e

(
− 1

2 ( c64 )
n−1

+ 3
2 ln 2

))K
≤
(
e(−c

n−1
5 )

)K
.
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Thus, with the bound |Xk| ≤ (17n−1)k from lemma 31, and the fact that K ≥ k/2, we get

Pr
(

diamQ(A) ≤ c2m−1/(n−1)
)
≤ e−m/2 +

∑
k≥k0

(
e(−

1
2 (c5)n−1+(n−1) ln 17)

)k
≤ e−m/2 +

∑
k≥k0

(e−(c4)n−1

)k

= e−m/2 +
e−k0c

n−1
4

1− e−(c4)n−1

≤ e−m/2 +
e−

m1/(n−1)

8c6
cn−1
4

1− e−cn−1
4

≤ e−c
n−1
3 m1/(n−1)

.
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[25] Jean-Philippe Labbé, Thibault Manneville, and Francisco Santos. Hirsch polytopes with
exponentially long combinatorial segments. Mathematical Programming, 165(2):663–688,
2017.

[26] D.G. Larman. Paths on polytopes. Proc. London Math. Soc. (3), s3-20(1):161–178, January
1970. doi:10.1112/plms/s3-20.1.161.

[27] Carla Michini and Antonio Sassano. The Hirsch Conjecture for the fractional stable set
polytope. Mathematical Programming, 147(1):309–330, 2014.

[28] Denis Naddef. The Hirsch conjecture is true for (0, 1)-polytopes. Mathematical Program-
ming: Series A and B, 45(1-3):109–110, 1989.

[29] Hariharan Narayanan, Rikhav Shah, and Nikhil Srivastava. A spectral approach to polytope
diameter, 2021. arXiv:2101.12198.

[30] A Reznikov and EB Saff. The covering radius of randomly distributed points on a manifold.
International Mathematics Research Notices, 2016(19):6065–6094, 2016.
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