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Abstract—This paper studies the robust bipartite con-
sensus problems for heterogeneous nonlinear nonaffine
discrete-time multiagent systems (MASs) with fixed and
switching topologies against data dropout and unknown
disturbances. At first, the controlled system’s virtual linear
data model is developed by employing the pseudo partial
derivative technique, and a distributed combined measure-
ment error function is established utilizing a signed graph
theory. Then, an input gain compensation scheme is for-
mulated to mitigate the effects of data dropout in both
feedback and forward channels. Moreover, a data-driven
learning-based robust bipartite consensus control (LRBCC)
scheme based on a radial basis function neural network
observer is proposed to estimate the unknown disturbance,
using the online input/output data without requiring any
information on the mathematical dynamics. The stability
analysis of the proposed LRBCC approach is given. Sim-
ulation and hardware testing also illustrate the correctness
and effectiveness of the designed method.

Index Terms—Multiagent systems, bipartite consensus,
data-driven control, data dropout, unknown disturbance,
neural networks.

I. INTRODUCTION

IN the past few years, multiagent systems (MASs) research
has attracted enormous attention since of the application

requirements in many fields, such as environment monitoring,
satellite clustering, and smart grids. Consensus control is one
of the fundamental issues of MASs, and many interesting ap-
proaches have been developed [1]–[3]. For instance, the edge-
based event-triggered consensus [4], adaptive fuzzy optimal
consensus [5], adaptive neural network consensus [6], and so
on [7], [8].
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Overall, most results of consensus control methods assume
that the relationship among agents is cooperative. However, the
competitive and cooperative relationships among agents are
coexistence. For example, in a game, the relationship between
two team members is collaborative, but the relationship be-
tween members on opposite teams is antagonistic. To address
this issue, Altafini [9] proposed a bipartite consensus (BC)
control approach for MASs with collaborative and antagonistic
interactions, where agents are divided into two alliances with
opposite objectives. Subsequently, several excellent strategies
were developed, such as leader-following BC [10], prescribed
performance BC [11], finite-time and fixed-time BC [12].
However, BC is still a topic in its infancy.

Furthermore, the earlier results required explicit or implicit
mathematical models, which are called model-based methods.
However, using first principles or identification for modeling
complex nonlinear MASs is extremely difficult or impossible
to obtain accurate dynamics [13]. To bypass the effects of
inaccurate dynamics, an alternative method was developed,
namely data-driven control, for instants, reinforcement learn-
ing [14], [15], Q-learning [16], data-driven iterative learning
[17]–[19], adaptive dynamic programming [20], model-free
adaptive control (MFAC) [21]–[24]. MFAC is a class of data-
driven control for discrete-time nonlinear systems without
establishing a neural network, which was first investigated by
Hou et al. [25]. Subsequently, Bu et al. extended the results
of [25] for MASs to realize consensus tracking control in
[26]. Li et al. investigated the time-varying delay for MASs
with switching topologies in [27]. A disturbance compensation
method was studied by Li et al. [28] and Ren et al. [29] for
MASs conducting consensus and formation tasks, respectively.
Other interesting works can be found in [30], [31].

The information transmitted among agents is either wired
or wireless, where data dropout and measurement noise are
inevitable. However, most of the existing data-driven methods
are focused on point-to-point MASs, and the networked cir-
cumstance of MASs without any communication problems is a
strict requirement. Several data-driven results have been devel-
oped to address data dropout issues. Bu et al. [32] investigated
a data dropout compensation scheme, which was based on the
last control input. Combining predictive control and MFAC,
data-driven predictive control methods were investigated for
a nonlinear signal system by Pang et al. [33], [34]. An input
compensation scheme was proposed to mitigate the effects of
data dropout in [35]. Chi et al. [36] studied the random data
dropout issues for linear and nonlinear repetitive systems and
proposed a data-driven iterative learning control method.
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The above works only consider the data loss. Although
the measurement noise was discussed in [34], [35], how to
reduce the noise was not investigated. However, disturbance,
especially measurement noise, is often encountered in practical
systems, which reduces the control performance and even
causes instability of controlled systems. For data-driven con-
trol, most of the results were focused on designing an estimator
by using pseudo-partial-derivative (PPD) techniques such as
[28], [29], [31], and [37]. Although using the PPD technique
can reduce the bounded disturbances, the constraints are highly
stringent, making the application performance of this method
limited. It is noteworthy that the radial basis function neural
networks (RBFNNs) is an alternative method for designing
an estimator [38]. Due to the simple topologies structure and
universal approximation ability, RBFNNs are often employed
to model and control nonlinear systems [39]–[44].

In this paper, we combine RBFNNs and the PPD techiniques
to develop a new learning-based robust bipartite consensus
control (LRBCC) method to address three mainly issues: 1)
to reduce the effects of unknown disturbance; 2) to real-
ize bipartite consensus control for heterogeneous nonlinear
nonaffine discrete-time MASs with fixed and time-varying
switching topologies under antagonistic interactions; 3) to
improve BC control performance when MASs are subject to
random data dropout in both feedback and forward channels.
Although disturbance problems of MASs have been investi-
gated in literature [27] and [28], a disturbance estimator with
extreme constraints was designed by using the PPD technique.
Although [38] and [40] utilized neural networks to establish
disturbance observers, they need an external training process
and only function for a single controlled system. Further-
more, the existing compensation methods [32]–[36] for data
dropout have good control performance. However, they did
not consider how to reduce the unknown disturbances and are
hard to be applied for MASs. The designed LRBCC scheme
only depends on the input/output data, where information on
controlled MASs is no longer needed. It can rapidly discern the
unknown disturbance online, and both feedback and forward
channels data dropouts are considered.

The remaining sections of this paper are organized as
follows: Basic knowledge and problem formulation are intro-
duced in Section II. Section III presents the details of the
designed LRBCC algorithm for the MASs with fixed and
switching topologies. Several numerical simulations are pre-
sented in Section IV. The hardware testing and the summaries
are given in Sections V and VI, respectively.

Notations: R, R+, RN×N , Z+, and I stand for the set of
real numbers, positive real numbers, N × N matrices, posi-
tive integers, and identity matrices with arbitrary dimension,
respectively. diag(•) ,sign(•), and round(•) denote diagonal
matrix, sign function, and rounding function, respectively. ‖Θ‖
denotes the Euclidean norm of vector Θ ∈ RN . Moreover,
k=1, 2 . . . represent time interval.

II. PRELIMINARY AND PROBLEM FORMULATION

A. Signed Graph Theory
This article employs a signed graph F = (V,E,A) to

describe the communication topology of the MASs with N

agents, where V = {1, 2, · · ·, N}, E = {(p, j)|p, j ∈ V p 6=
j} ⊆ V ×V , and A = [apj ] ∈ RN×N represent nodes, edges,
and the weighted adjacency matrix with elements -1, 0, 1,
respectively. Moreover, let Np = {j ∈ V |(j, p) ∈ E} denote
the neighborhood set of the node p, and D = diag{d1, ···, dN}
with dp =

∑
j∈Np

|apj | denotes the degree matrix of the graph
F . In this paper, let node 0 stand for the virtual leader, and
an augmentation graph is defined as F̄ = (V̄ , Ē, A) with
V = V ∪ {0} and E = V × V . Then, the Laplacian matrix
of F̄ can be calculated as L = −A + D. The connecting
relationship between the virtual leader and agent p is denoted
by B = diag{b1, · · ·, bN}. If the leader is directly connected
with the agent p that bp = 1. Otherwise, bp = 0.

Generally, the graph F̄ is structurally balanced, which
includes two opposite groups, V1 and V2, and satisfies the three
conditions: 1) V1 ∪ V2 = V and V1 ∩ V2 = ∅; 2) If ∀p, j ∈ Vz
with z ∈ {1, 2}, apj ∈ {0, 1}; 3) If ∀p ∈ Vz and j ∈ Vq
with q ∈ {1, 2} and z 6= q, apj ∈ {−1, 0}. If (p, j) /∈ E or
p = j, apj = 0. A grouping matrix s = diag(s1, · · ·, sN ) is
usually utilized to represent the relationship between agents
and groups, where if agent p ∈ V1, sp = 1; otherwise,
sp = −1. Moreover, AN is often defined as the set of agents.

B. System Descriptions
A class of SISO (single-input-single-output) nonlinear non-

affine discrete-time MASs with N agents is studied, and the
relationship between the input and output of the pth agent
satisfies:

yp(k + 1) = fp(yp(k), · · · , yp(k − ny),

ucp(k), · · · , ucp(k − nu)) + dp(k)
(1)

where ny , nu are two unknown positive integers. ucp(k) ∈
R, yp(k) ∈ R, and dp(k) ∈ R stand for the input, output,
and unknown bounded disturbance of agent p with p ∈ AN ,
respectively. fp(•) is an unknown nonlinear function, and the
communication topology of MASs is expressed by F̄ .

Two fundamental assumptions of the MFAC framework are
presented below.

Assumption 1: The partial derivative of fp(•) with respect
to the control input ucp(k) is continuous.

Assumption 2: Equation (1) satisfies the generalized Lips-
chitz condition, that is, |∆yp(k + 1)| ≤ r|∆ucp(k)| holds for
all k, where r ∈ R+, ∆ucp(k) = ucp(k) − ucp(k − 1) 6= 0,
and ∆yp(k) = yp(k)− yp(k − 1).

Remark 1: Assumption 1 is a general assumption in the
controller design process, and Assumption 2 is a restriction of
the controlled systems, which is based on the viewpoint from
the engineering applications and energy, implying if the input
of the system changes in a bounded range, the corresponding
output energy should be also bounded.

Lemma 1 ( [21], [28]): If Equation (1) satisfies Assumptions
1 and 2, an virtual linear data model can be obtained as

∆yp (k + 1) = ϕp (k) ∆ucp (k) + ∆dp(k) (2)

where ϕp(k) with |ϕp(k)| <r is called pseudo-partial-
derivative (PPD) parameter, and ∆dp(k)=dp(k) − dp(k − 1)
with |∆dp(k)| ≤ rd, that is, the noise dp(k) is slowly changed.
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Assumption 3: For all k, ϕp (k) > ι > 0 (ϕp (k) < −ι < 0)
holds, where ι ∈ R+. Here, we assume ϕp(k) > ι which is a
general assumption of the existing MFAC methods [25], [26].

Assumption 4 ( [45]): If F̄ is strongly connected, L+B is
an irreducible matrix with positive diagonal elements.

Assumption 5: The components of the controlled MASs are
synchronized, and the numbers of successive data dropout are
bounded by n̄.

Definition 1: The BC error ep(k) of the agent p with random
data dropout and unknown disturbances is defined as

ep(k) = lim(spyr(k)− yp(k)) ≤ υ, p ∈ AN (3)

where yr(k) is the output of the virtual leader, and υ is a small
bounded constant. sp is defined in Section II.A.

III. LRBCC ALGORITHM DESIGN AND CONVERGENCE
ANALYSIS
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此处有多个模型，
1、第一个模型，我想设计两个丢包能分别控制，并且，事件触发观测器，和被控系统隔离，
此时情况的分析非常的复杂，特别是如何获得估计误差，因为估计误差里面需要系统的输出，
在非触发时的输出直接用上一时刻的输出是否可以？是否可以判定只要有数据丢失，就认为数
据都丢失了？只要有丢失就直接启动补偿器。稳定性如何证明。
控制器的每个状态的输入是什么？

2、第二个模型，事件触发观测器和控制器是分开的，触发器仅仅给控制器提供观测值，而本
身所需要的值均来着被控系统的真实输入输出。此处的问题是，被控系统，控制器，事件触发
器是能很好相连的，为啥不直接通过这条线进行通讯，而非要通过那条可能出现丢失的线路？

3、第三个模型，事件触发观测器的观测值，不提供给控制器，观测值仅用来调节事件触发
器，而控制器在不触发时, 直接不工作，触发掉包时也不工作。此时的观测器还有什么用？

用观测器，也就是说控制器其实是一直更新，只是控制器在非常触发的时候，是接收不到真实
值的，这时用观测器观测到的值来作为真实值。如是控制器也触发，这就导致了，触发条件一
直无法达到，因为，触发时的detal Ui 和 控制器保持不变的Detal U是一直不变的，从而是
无法实现触发的。
但是按迭代方向设置事件触发器，结合迭代学习是可以设置事件触发的，因为迭代方向的
Detal Uil,和时间方向的Detal Ui是有区别的。这个可以进一步看一下论文。
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Fig. 1. The diagram of the designed LRBCC method.

Figure 1 presents the diagram of the designed LRBCC
method, where if the data dropout does not occur, the con-
troller p and the observer p start to work; otherwise, the
compensator p starts to work. When the information of the
agent p and its’ neighbors is transmitted to the controller p
or the commands of the controller p are sent to the agent p,
there may exist data dropout caused by a link failure, network
jamming, buffer overflow, etc. It is noticed that the desired
output yr(k) of the virtual leader is stored in sorter, which
can be obtained by controller p, observer p, and PPD updater
p. To address this issue, a compensator is developed and
closed to the actuator. In addition, Fig.1 shows that controller
p includes a designed radial basis neural network (RBFNN)
observer p. The designed RBFNN observer can identify the
disturbances online to adjust the output of controller p to
reduce the effects of unknown disturbances. Then, the LRBCC
method is designed as

ucp(k) =℘p(k)(ucp(k − 1) + ∆ucp(k
∗ + n|k∗))

+ (1− ℘p(k))up(k)
(4)

where up(k) and ∆ucp(k
∗+n|k∗) are defined later, and ℘p(k)

is an index function. Whatever the data loss occurs in the
feedback or forward channels at time instant k, ℘p(k)=1.
Otherwise, ℘p(k)=0.

Remark 2: Although few existing data-driven results [34]–
[36] are focused on data dropout for a single system with
disturbances, they only consider the feedback channel of the

controlled system without considering how to reduce the ef-
fects of the unknown disturbances. Moreover, both cooperative
and competitive relationships among agents are considered in
the proposed LRBCC scheme, which is more general than the
traditional consensus methods.

A. Input Gain Compensation Mechanism
To mitigate the effects of data dropout in both the feedback

and forward channels, an input gain compensation method is
proposed as

∆ucp(k
∗ + n|k∗) = αn∆ucp(k

∗|k∗) (5)

where k∗ denotes that the last time instant of the information
is transmitted successfully, n ∈ Z+ represents the number of
successive data dropouts, α ∈ (0, 1) stands for an attenua-
tion factor, and n represents the numbers of successive data
dropout. Then, the input signal of the actuator of the agent p
is designed as

ucp(k) = ucp(k
∗ + n− 1) + ∆ucp(k

∗ + n|k∗) (6)

where k = k∗ + n, and there is an upper bound of n with n̄.

B. Disturbance Observer Based on RBFNN
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Detal Uil,和时间方向的Detal Ui是有区别的。这个可以进一步看一下论文。
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Fig. 2. The diagram of the designed RBFNN disturbance observer.

The disturbance of each agent is estimated by the de-
signed RBFNN observer shown in Fig. 2, where the input
vector of RBFNN is Xp(k)= [∆yp(k), ∆yp(k − 1), up(k −
1), up(k − 2)], the number of neurons in the hidden layer
is m, which is decided by trial and error, with weight
vector Wp(k) = [wp1(k), wp2(k), · · · , wpm(k)]

T . More-
over, the radial basis vector is expressed by Ap(k) =
[ap1(k), ap2(k), · · · , apm(k)]T , and the radial basis function
is selected as a Gauss basis function as

api(k) = exp(−||Xp(k)− cpi(k)||2/(2q2
pi(k))), i = 1, ...,m

where cpi(k) and qpi(k) are the center and width
of the ith neuron of the hidden layer, respectively.
The cost function is Jp(k) = (∆d̃p(k)−∆

^

dp)
2/2, where

∆d̃p(k) = d̃p(k)− d̃p(k − 1) with d̃p(k) = spyr(k)− yp(k).
yr(k) is the output of the virtual leader, which can be
obtained from the store. d̃p(k) is the real-time disturbance,

and ∆
^

dp = Wp(k)TAp(k) is the real-time output of the
established RBFNN observer. ∆dp(k) is the actual disturbance
change rate, and there is an ideal bound ς satisfying

∆dp(k) = ∆d̂p(k) + ς (7)
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where ∆d̂p(k) = Ŵp(k)TAp(k) is the desired output of
the RBFNN observer, and Ŵp(k) is the desired weight
vector. According to the universal approximation theorem
[46], [47], Wp(k) will approximate to Ŵp(k) rapidly, such

that ∆
^

dp(k) = ∆d̂p(k). Moreover, the established RBFNN
observer is updated by the gradient descent approach as

wpi(k) = wpi(k − 1) + lp(∆d̃p −∆
^

dp(k))api(k)

+ ap(wpi(k − 1)− wpi(k − 2))

∆qpi(k) = (∆d̃p(k)−∆
^

dp(k))wpi(k)api(k)

× ||Xp(k)− cpi||/q3
pi(k)

qpi(k) = qpi(k − 1) + lp∆qpi(k) + ap∆qpi(k − 1)

∆cpi(k) = (∆d̃p(k)−∆
^

dp(k))wpi(k)

× (Xpj(k)− cpij(k))/q2
pi(k)

cpij(k) = cpij(k − 1) + lp∆cpij(k) + ap∆cpij(k − 1)

where lp and ap denote the learning rate and the action factor
of the establish RBFNN observer, respectively. The similar
updating process of RBFNN can be found in [38], [47], [48].

Remark 3: Compared with most existing disturbance com-
pensation schemes requiring that the bounded disturbance is
known or periodic change, the change rate of disturbance is
bounded in this paper, which is a weak restriction. Compared
with other NNs, such as backpropagation (BP) neural net-
works, RBFNN has a simple structure, can adopt unsupervised
learning methods, such as random center and clustering meth-
ods, can avoid local optimal solutions, and has a strong ability
to approximate any nonlinear function rapidly [38], [47],
[48], which guarantees that the designed controller of MASs
can identify the disturbance online to relieve the effects of
unknown disturbance instantly. Compared with most exciting
NNs-based schemes, the proposed LRBCC method is an online
learning algorithm, where external training and testing data are
no longer needed. Moreover, this paper considers that the real-
time disturbance d̃p(k) includes measurement noise, external
interference, and others. Compared with some offline learning
neural networks methods, it is more flexible and has broader
application scenarios.

C. Robust BC Algorithm
To realize distributed control, a distributed combined mea-

surement error is designed below.

ζp(k) =
∑
j∈Np

|apj |(sign(apj)yp(k)− yj(k))

+ bp(spyr(k)− yp(k))

(8)

where yp(k) is the output of the sensor p. apj , bp, and sp are
defined in Section II.A. The robust BC method is designed as

up(k)

 up(k − 1) +
ρpϕ̂p(k)
λ+ϕ̂2

p(k)ζp(k)− ∆
^
d p(k)
ϕ̂p(k) , ∆

^

dp(k) ≤ rd
up(k − 1) +

ρpϕ̂p(k)
λ+ϕ̂2

p(k)ζp(k), ∆
^

dp(k) > rd
(9)

where 0 < ρp < 1/(dp + bp), λ > r2/4(1− α)2, ∆
^

dp(k) is
the output of the RBFNN observer defined in Section III.B. If

∆
^

dp(k) > rd, let ∆
^

dp(k) = 0, where rd is defined in Lemma
1 and is obtained by trail and error. ϕ̂p(k) is the estimate of
ϕp(k), which is defined as

ϕ̂p(k) =
−η∆ucp(k − 1)

u+ ∆u2
cp(k − 1)

(ϕ̂p(k − 1)∆ucp(k − 1))

+
η∆ucp(k − 1)

u+ ∆u2
cp(k − 1)

∆yp(k) + ϕ̂p(k − 1)

(10)

where 0 < η < 1, u > 0, ∆ucp(k − 1) = ucp(k − 1) −
ucp(k − 2), and ucp(k) is the input of the actuator p defined
in Equation (4). To improve the estimation performance of
Equation (10), the following reset laws are adopted.

ϕ̂p(k) = ϕ̂p(1), if |ϕ̂p(k)| ≤ δ or |∆ucp(k − 1)| ≤ δ
or sign(ϕ̂p(k)) 6= sign(ϕ̂p(1))

(11)

where δ > 0 is a condition of stop updating for Equation
(10), which is often set as 10−4 of 10−5. Then, to analyze
the convergence of the proposed LRBCC protocol (4), the
following Lemma should be presented.

Remark 4: As some exceptions, such as cyber-attacks, phys-
ical attacks, and others, cause the output of the established

RBFNN unnormal as ∆
^

dp(k)→∞, which will destroy the
stability of the controlled plant. Moreover, from the previous

results [21], [34], [49], it is obtained that if let ∆
^

dp(k) = 0,
Equation (9) also can prevent the stability of the controlled
system with bounded disturbances, where the results of conver-
gence proof, simulations, and hardware tests can be found in
[34], [49]. Hence, the proof of this special situation is omitted.

Lemma 2 ( [45]): Let Ψ(k) denote the irreducible sub-
stochastic matrix with positive diagonal entries. Then, we have
||Ψ(1)Ψ(2) · · ·Ψ(P )|| < σ < 1, where P ∈ Z+.

Theorem 1: Considering that the nonlinear MASs (1) with
Assumptions 1-5 use the designed input gain compensation
method (5) to solve the data dropout issue, employing the
established RBFNN observer to estimate the unknown distur-
bances, and utilizing the designed control law (4) to perform
distributed BC control tasks, the BC errors ep(k) of each agent
to track yr(k) with ∆yr(k) = 0 or 0 < |∆yr(k)| < r0 are
ultimately bounded when k →∞.
Proof: According to the proof of Theorem 2 of [25] and [26],
if 0 < η < 1 and u > 0, there is a constant r̂ ∈ R+

satisfying |ϕ̂p(k)| ≤ r̂. Then, the following situations should
be analyzed.

Case 1: ∆yr(k) = 0, that is, the reference is a constant.
Case 1.1: The no data loss case: In this case, ℘p(k)=0,
from Equation (4), we have ucp(k)=up(k). Moreover, from
Equations (2), (3), and (9), we have

ep(k + 1) = ep(k)− ϕp(k)∆ucp(k)−∆dp(k)

≤ ep(k)− ρpϑp(k)ζp(k) + λ̄1

(12)

where ϑp(k) = ϕp(k)ϕ̂p(k)/(λ + ϕ̂2
p(k)) ≤

r/(2
√
λ) ≤ 1 − α < 1 since of λ > r2/4(1− α)2,

and λ̄1 ≥ ϕp(k)∆
^

dp(k)/ϕ̂p(k) + ∆dp(k) since
ϕp(k), ϕ̂p(k), ∆

^

dp(k), and ∆dp(k) are bounded.
Moreover, to facility of the following analysis, we
define e(k) = [e1(k), e2(k) · · · , eN (k)]T , ζ(k) =
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[ζ1(k), ζ2(k), · · · , ζN (k)]T , ρ = diag(ρ1, ρ2, · · · , ρN ),
and ϑ(k)=diag(ϑ1(k), ϑ2(k), · · · , ϑN (k)).

Then, taking norm on both side of the compact of Equation
(12), we have

||e(k + 1)|| ≤ ||e(k)|| − ||ρϑ(k)ζ(k)||+ λ̄1

≤ ||I − ρϑ(k)(L+B)||||e(k)||+ λ̄1

...
≤ ||I − ρϑ(k)(L+B)|| · · · ||I − ρϑ(1)(L+B)||||e(1)||

+ λ̄1(1 + ||I − ρϑ(k)(L+B)||+ · · ·
+ ||I − ρϑ(k)(L+B)|| · · · ||I − ρϑ(1)(L+B)||) (13)

Since 0 < ρp < 1/(dp + bp), 0 < ϑp(k) < 1, and Assumption
4, we can obtain that I − ρϑ(k)(L + B) is an irreducible
substochastic matrix with positive diagonal entries. Then,
according to Lemma 2 and the similar analysis of Theorems
1 and 3 of [21] and [25], respectively, we can obtain that
lim
k→∞

||e(k + 1)|| =λ̄1/(1− σ).

Case 1.2: The data loss case: In this case, ℘p(k)=1, so
that Equation 4 becomes ∆ucp(k) = ∆ucp(k

∗+n|k∗), where
k = k∗ + n. According to Equation (5), Equation (12) can be
rewritten as

ep(k
∗ + n+ 1|k∗)=ep(k∗ + n|k∗)+∆dp(k

∗ + n|k∗)
− ϕp(k∗ + n|k∗)αn∆ucp(k

∗|k∗)
≤ ep(k∗|k∗)− ψp(k∗ + n|k∗)∆ucp(k∗|k∗)+2nrd

≤ ep(k∗|k∗)− ψp(k∗ + n|k∗)Ξp(k∗|k∗)ρpζp(k∗|k∗)

+ ψp(k
∗ + n|k∗)∆

^

dp(k
∗|k∗)/ϕ̂p(k∗|k∗) + 2nrd

(14)

where Ξp(k
∗|k∗)=ϕ̂p(k∗)/(λ+ϕ̂2

p(k
∗)), and 0 < w ≤ ψ(k∗+

n|k∗)Ξp(k∗|k∗) ≤ r(1 − αn+1)/(2(1 − α)
√
λ) < 1 since of

λ > r2/4(1− α)2 and ψ(k∗ + n|k∗)=ϕp(k∗|k∗) + ϕp(k
∗ +

1|k∗)α1 + · · · + ϕp(k
∗ + n|k∗)αn ≤ r(1 − αn+1)/(1 − α).

Thus, Equation (14) becomes

ep(k
∗ + n+ 1|k∗)=ep(k∗|k∗)− wρpζp(k∗|k∗) +λ̄2 (15)

where λ̄2 ≥ ψp(k∗ + n|k∗)∆
^

dp(k
∗|k∗)/ϕ̂p(k∗|k∗) + 2nrd.

Taking norm on both sides of the compact of Equation (15),
the following inequality can be obtained.

||e(k∗ + n+ 1|k∗)|| = ||e(k∗|k∗)|| − w||ρζ(k∗|k∗) ||+ λ̄2

≤ ||I − wρ(L+B)||||e(k∗|k∗)||+ λ̄2 (16)

Since 0 < w < 1, we can also obtain that I−wρ(L+B) is an
irreducible substochastic matrix with positive diagonal entries.
Thus, we have lim

k→∞
||e(k∗+n+ 1|k∗)|| = σλ̄1/(1−σ) + λ̄2.

Case 2: 0 < |∆yr(k)| < r0, that is, the reference is time-
varying and bounded by r0. Thus, Equations (13) and (16)
become

||e(k + 1)|| ≤ ||I − ρϑ(k)(L+B)||||e(k)||+ λ̄3 (17)

and

||e(k∗+n+ 1|k∗)||
≤ ||I − wρ(L+B)||||e(k∗|k∗)||+ λ̄4

(18)

where λ̄3 ≥ λ̄1 + r0, λ̄4 ≥ λ̄2 + 2nr0, and n < n̄.
According to the similar analysis process of Case 1, we
obtain that the tracking errors are ultimately bounded by
lim
k→∞

||e(k + 1)|| =λ̄3/(1 − σ) in the no data loss case and
lim
k→∞

||e(k∗+n+ 1|k∗)|| = σλ̄3/(1−σ) + λ̄4 in the data loss
case.

Overall, the designed LRBCC algorithm can guarantee that
the bipartite consensus errors of the MASs with random data
dropout and unknown disturbance are declined to a small range
around the origin. �

Remark 5: Roughly speaking, the upper bound n̄ of data
dropouts and references’ change rate r0 are not too big. If n̄
tends to infinity, we should exchange the controlled devices.
Moreover, the references are slowly changing or unchanging
in most control tasks, such as driving trains, cruises, and air-
craft. Hence, the designed scheme is valuable to engineering
application.

D. Extension to Switching Topologies

In this study, the time-varying switching topologies issue
of MASs is considered. To facility of describing the time-
varying switching topologies, all of the possible topologies
are represented by the graph F̄ i(k), i = 1, 2, . . . , χ, χ ∈ Z+.
The corresponding Laplacian matrices, connecting matrices,
degree matrices, grouping matrices, and adjacency matrices
are defined as Li(k), Bi(k)=diag{bi1(k), ···, biN (k)}, Di(k) =
diag{di1(k), · · ·, diN (k)}, si(k) = diag(si1(k), · · ·, siN (k)), and
Ai(k) = [aipj(k)] ∈ RN×N , respectively.

Assumption 6 ( [45]): Suppose that F̄ i(k) is strongly
connected, that is, Li(k)+Bi(k) is an irreducible matrix with
positive diagonal elements.

The distributed combined measurement error (8) becomes

ζp(k) =
∑
j∈Np

|aipj(k)|(sign(aipj(k))yp(k)− yj(k))

+ bip(k)(sip(k)yr(k)− yp(k))

(19)

and the distributed BC control method (9) is modified as

up(k)

 up(k − 1) +
ρipϕ̂p(k)

λ+ϕ̂2
p(k)ζp(k)− ∆

^
d p(k)
ϕ̂p(k) , ∆

^

dp(k) ≤ rd

up(k − 1) +
ρipϕ̂p(k)

λ+ϕ̂2
p(k)ζp(k), ∆

^

dp(k) > rd

(20)

where 0 < ρip < 1/(dip + bip), λ > r2/4(1− α)2, ∆
^

dp(k) is
the output of the RBFNN observer defined in Section III.B.

Theorem 2: Considering that MASs (1) are restrained by
Assumptions 1-3, 5, and 6, applying the designed input gain
compensation method (5), the established RBFNN observer,
the PPD estimation laws (10) and (11), and the designed
control law (20) to implement BC tasks, the BC errors of the
MASs with time-varying switching topologies are bounded.
Proof: Case 1: ∆yr(k) = 0. According to Equation (19),
Equations (13) and (16) can be rewritten as

||e(k+1)|| ≤ ||I−ρiϑ(k)(Li(k)+Bi(k))||||e(k)||+λ̄1 (21)
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and

||e(k∗ + n+ 1|k∗)|| ≤ ||I − wρi(Li(k) +Bi(k))||
× ||e(k∗|k∗)||+ λ̄2

(22)

where ρi= diag(ρi
1
, · · · , ρiN ). Then, according to Assump-

tion 6 and 0 < ρip < 1/(dip + bip), we obtain that I −
ρiϑ(k)(Li(k)+Bi(k)) and I − wρi(Li(k) + Bi(k)) are irre-
ducible substochastic matrices with positive diagonal entries.

Case 2: 0 < |∆yr(k)| < r0. From Equations (17) and (18),
we also can obtain similar Equations as (21) and (22).

Thus, according to the analysis of Theorem 1, we can also
obtain that ep(k) is bounded. �

Remark 6: From Theorems 1 and 2, it is found that the
boundedness of the tracking error is directly affected by
parameters ρip and λ̄1. From Equation (13), it is found that
if ρip is close to lower bound 0, the error will future cut
down. However, if ρip is close to upper bound 1/(dip + bip),
convergence rate will be improved. Moreover, increasing the
value of λ aways can improve the stability of controlled
systems, but it will slow down the convergence rate. Similar
results also can be found in [21], [27].

IV. NUMERICAL SIMULATIONS

In this section, we have employed four simulation examples
to demonstrate the correctness and effectiveness of the pro-
posed LRBCC scheme for the MASs with data dropout and
unknown disturbances. All possible topologies of the MASs
in the examples are presented in Fig. 3, where five agents
split into two teams, V1 and V2. Moreover, the direction
of information transmission is only along the direction of
the arrow, and the red and black arrows are represented the
antagonistic and collaborative interactions between connected
agents, respectively.
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Fig. 3. The communication topologies of MASs.

A. MASs with Fixed Topology
For the simulation Examples 1 to 3, we select the topology

F̄ 1 as shown in Fig. 3 for five heterogeneous agents with
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Fig. 4. Bipartite consensus control for the MASs without disturbance in
Example 1: (a) Random data loss; (b) The numbers of consecutive data
losses; (c) Without input compensation; (d) With input compensation.
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Fig. 5. Performances of the designed online learning RBFNN distur-
bance observers in Example 2: (a), (b), (c), (d), and (e) are disturbances
estimation of five agents, repetitively.

where dp(k) are the unknown disturbance, and the output
of virtual leader is desired as yr(k)= 2 + (−1)

round(k/250).
Firstly, we assume dp(k)=0 and initial conditions are set
as ρp = 0.32 with p = 1, 2, 3, 4, 5, λ=45, α=0.8,
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y1(k)=y4(k)=y5(k)=1, and y2(k)=y3(k)= −1 to verify the
effectiveness of the developed input compensation method
shown in Fig. 4, where the input compensation scheme ef-
fectively reduces the effects of data dropouts and protect
the stability of the controlled MASs performing bipartite
consensus tasks.

Furthermore, to discuss the effectiveness of the RBFNN
observers for the disturbances, we set d1(k)= 0.2sin(kΩ/50),
d2(k)= 0.3sin(kΩ/40), d3(k)= 0.2cos(kΩ/70) +
0.3sin(kΩ/100), d4(k)= 0.3cos(kΩ/30) + 0.2sin(kΩ/40),
and d5(k)= 0.3sin(kΩ/50). Moreover, the parameters of the
established RBFNN are discussed in Section III.B, where the
number of neurous in the hidden layer is m = 7, learning
rate is lp = 0.12, action factor is ap = 0.05, and all initial
conditions are set as 0.1. The other parameters are set the
same as in Example 1. Then, the corresponding results are
shown in Figs. 5 and 6.
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Fig. 6. Bipartite consensus control performances of the MASs with un-
known disturbances in Example 3: (a) Without the RBFNN disturbance
observer; (b) With the RBFNN disturbance observer.

Fig. 5 shows that the designed LRBCC with the designed
RBFNN disturbance observers can rapidly estimate the dis-
turbances of the corresponding agents. Compared with Figs.
4.d and 6.b, we can see that the designed RBFNN disturbance
observer also can improve the convergence rate.

B. MASs with Switching Topologies
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Fig. 7. Bipartite consensus performances of the MASs with time-varying
trajectory and switching topologies in Example 4: (a) The existing
method [34]; (b) The designed LRBCC method.

To verify that the designed LRBCC scheme is also fitting
the switching topologies of MASs tracking time-varying tra-
jectory, the simulation results are shown in Fig. 7, where we
assume that the time-varying topologies shown in Fig.3 are
governed by F̄ i=F̄ 1, 0 < k ≤ 300; F̄ i=F̄ 2, 300 < k ≤ 800;

F̄ i=F̄ 3, 800 < k ≤ 1000. Moreover, the output of the virtual
leader is time-varying as yr = sin(π/300). The data loss
signal and external noises are set the same as in Example 1.
From Fig. 3, it is found that the upper bound of ρp is about
0.33. Hence, the parameters of this simulation can also be set
the same with Example 1.

From Fig. 7, even if the alliances of agents 2, 4, and
5 are changed, the designed RBFNN method also predicts
each agent’s unknown noise rapidly and governs MASs to
perform the bipartite consensus time-varying tracking task,
which illustrates the effectiveness of Theorem 2. Moreover,
compared with Figs. 7.a and 7.b, the designed RBFNN scheme
has better performance than the existing algorithm in [34] to
reduce the effects of the unknown disturbances.

V. HARDWARE EXPERIMENT

In this hardware testing, the controlled MASs consist of
five SRV02 units with different components, five amplifiers,
and three Q2-USB data acquisitions shown in Fig. 8, designed
by Quanser. We use the same topology and parameters as
used in Example 1 to verify the practicality of the designed
LRBCC method for five SRV02 units against data dropout
and the unknown disturbance, including measurement noise
and the added disturbances, where data loss signal and the
added disturbances are set the same as in Example 1. More-
over, the sample time is 0.002s, and the total running time
is 10s, where the outpout of the virtual leader is set as
yr(k)= 2 + (−1)

round((k+1250)/1250).

Fig. 8. The experimental system with five heterogeneous SRV02.
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Fig. 9. Performances of bipartite consensus with five SRV02 in Example
5: (a) The designed LRBCC method without the RBFNN disturbance ob-
server; (b) The designed LRBCC method with the RBFNN disturbance
observer.
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Compared with Figs. 9.a and 9.b, we can find that the
RBFNN disturbance observer can rapidly mitigate the effects
of unknown disturbances. Furthermore, it is noted that the
performances of Figs. 6.b and 9.b are similar, and the designed
LRBCC scheme can be directly applied to different systems,
where the neural networks can quickly estimate noises and
reduce the effects of the noises without any prior training
processes.

VI. CONCLUSIONS

An data-driven learning-based robust bipartite consensus
control method has been proposed for unknown nonlinear
nonaffine heterogeneous discrete-time multiagent systems with
data dropout and unknown disturbance. The convergence of
the designed scheme is strictly demonstrated, where sufficient
conditions have been derived. Moreover, the collaborative and
antagonistic relationships among agents have been considered.
Meanwhile, the designed method has been extended to time-
varying switching topologies and has been verified by sim-
ulation and hardware testing. In our future efforts, we will
extend the developed method for controlling multi-input and
multi-output systems.
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