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ABSTRACT

This paper introduces the flag-verify-fix pattern that employs spatial
crowdsourcing for city maintenance. The patterns motivates the
need for appropriate assignment of dynamically arriving spatial
tasks to a pool for workers on the ground. The assignment is
aimed at maximizing the coverage of tasks spread over spatial
locations; however, the coverage depends of willingness of workers
to perform tasks assigned to them. We introduce the maximum
coverage assignment problem that formulates two design issues of
dynamic assignment. The quantity issue determines the number of
worker required for a task and selection issue determines the set
of workers. We propose an adaptive algorithm that uses location
diversity based on a location-based social network to address the
quantity issue and employs Thompson sampling for selecting the
workers by learning their willingness. We evaluate the performance
of the proposed algorithm in terms of coverage and number of
assignments using real world datasets. The results show that our
proposed algorithm achieves 30%-50% more coverage than the
baseline algorithms, while requiring less workers per task.

Categories and Subject Descriptors

H.2.8 [Database Management]: Database Applications—Spatial
databases and GIS
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1. INTRODUCTION

Spatial crowdsourcing (SC) has emerged as a new paradigm
of asking crowd workers to perform tasks associated with phys-
ical locations [7, 6]. For instance, an air quality monitoring
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system might require samples from different locations in a city
to continuously determine the level of pollution. Recent studies
have established that the location plays a significant influence in
workers’ willingness to perform a task [3, 8, 9]. The majority
of existing crowdsourcing platforms have implemented the worker
selected tasks (WST) interaction mechanism, where workers ac-
tively visit the platform to choose tasks to perform [7, 5, 9].
Recent proposals have investigated the server assigned tasks (SAT)
interaction mechanism; where the platform algorithmically assigns
tasks to the workers [7, 6]. SAT-based spatial crowdsourcing aims
to improve the coverage of tasks by using optimization techniques,
as motivate by the following real-world scenario.

A city’s administration has deployed a spatial crowdsourcing
system for volunteered city maintenance [12]. Citizens submit
reports from time-to-time indicating problems in their area. The
system has a pool of crowd volunteers who can be contacted
through mobile phones to verify and fix the problem; however,
broadcasting tasks of all volunteers is both expensive and in-
terruptive. It is desirable to a select subset of volunteers such
that it is likely that one of them will be willing to perform the
task. The above scenario outlines a flag-verify-fix (FVF) interaction
pattern between a spatial crowdsourcing platform and volunteering
crowd workers. Specifically, the verify and fix tasks necessitate
a dynamic assignment algorithm to maximize the coverage of
reported problems.

The design of dynamic assignment algorithms in SAT-based
crowdsourcing is guided by two observations. 1) The spatial
and temporal context influence the workers’ decision to perform
tasks. It is useful to exploit the spatial context of tasks and
workers in design of the assignment algorithms. Recent studies
have established that tasks in densely populated areas are more
likely to be performed as opposed to sparsely populated areas [3].
Additionally, the socio-economic status of a location also affects
the worker willingness [9]. 2) Mobile workers may not always
perform the tasks assigned to them. Since workers differ in their
willingness to perform tasks, it is important to learn from their
observed behavior and improve assignment decisions over time [6].
We introduce the maximum coverage assignment (MCA) problem
that formalizes the above described issues and propose an adaptive
assignment algorithm. The main contributions of this paper are:

e We propose a heuristic, based on location diversity, to
address the quantity issue in MCA problem. The intuition
behind this heuristic is that highly visited locations are likely
be positioned in dense areas; therefore, they require less
assigned workers. We use an location-based social network
to measure the location diversity of spatial tasks.

e We propose a combinatorial multi-armed bandit approach
to address the selection issue in MCA problem and employ



Thompson sampling for estimating worker willingness over
time. The willingness estimates are used to choose workers
for the task such that its is likely the at least one of the
workers will perform the task.

e We evaluate the performance of the proposed algorithm
against baseline algorithm under varying conditions. For this
purpose, we follow an agent-based simulation methodology
using real-world data form location-based social network.
The results establish that our algorithm achieves higher
coverage with less workers assigned to a task.

2. PROBLEM DEFINITION

Let W be the set of m workers volunteering for verify and fix
tasks that are generated dynamically as problems are reported in
flag step at various locations. For each task ¢, with associated
location [, a set of workers W; C W must be assigned such that
at least one of the workers performs the task. The objective of the
system is to maximize the number of tasks successfully performed;
however, success depends on the utility that workers gain from
performing tasks. If worker ¢ is assigned to task ¢ then her utility of
performing the task is defined U; ; = Ei,t»%,z +¢i,¢. The vector B},t
contains values of the worker specific co-efficients that codify her
preferences and vector 2; ; quantifies the factors that are known to
influence worker’s decision. The variable ¢; ; quantifies the effects
of unknown factors. Let the variable y; : denote ¢’th worker’s
decision to perform the task ¢, which is takes value 1 if U;; > 0
and O otherwise. We model the utility of a worker according to
the mixed logit model [10]; hence, the probability that the worker ¢
performs the task ¢ is

ePitZi,t

pit = Prlyie = 1] = (D

1+ egqt,f,fi,t

For the sake of understanding, lets assume that the decisions of
workers are revealed beforehand for the task t as a vector Y; =
(Y1,¢, ---, Ym,t) by an oracle. Then the MCA problem for task ¢ can
be modeled by following simple integer program:

/L = argmax }_}t A 2)
A
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where 1 represents the m-dimensional vector of ones. In real-
world applications, the values of y; ; as well as the probability p; ;
are not known beforehand. The assignment decision must be made
under uncertainty; therefore, the p; ; has to be estimated for each
task ¢. The process is further complicated due to the fact that the
values of y; ; are only observed for the assigned workers. In short,
an algorithm designed for MCA problem must address two issues.
Firstly, how many workers should be assigned to a task? Secondly,
which workers should be selected for the task?

3. ADAPTIVE ASSIGNMENT ALGORITHM

3.1 Location Diversity

The first design issue requires estimation of the number of
workers required for the task. Generally assignment problems, in
spatial crowdsourcing, assume that the number of workers for a
task is predefined or governed by constraints [7, 5, 6]. In the MCA
problem, the dynamic calculation of the number of workers for a
task further complicates the problem. To address this issue, we

rely of the spatial characteristics of task location. Given that the
location of a task ¢ is I; and maximum allowance of workers for a
task is K, the objective is to define a function g : l; — K such
that K € [1, K]. As discussed earlier, the location of a task is one
of the major factor that determine the willingness of workers. One
heuristic that can be exploited for this purpose is the distribution of
workers visiting a location, also known as location diversity [4]. A
task is more likely to be completed if it is located dense area; where
as, the task in sparse area might require more workers.

We use the notion of location entropy to represent the location
diversity [7]. A location has high entropy when many workers visit
that location with equal proportions; conversely, a location have
low entropy if limited number of workers visit the location. The
underlying intuition is that the a location with high entropy will
require less workers to ensure coverage. Let O; be the number
of visits to location [ and O,,,; be the number of visits made by
worker w to a location [. The probability that a random visit to
location [ is also a visit by worker w is Pi(w) = O, /O for
positive O;, which is the fractions of visits to location [ made by
worker w. We formally define the location entropy of a location
as LE(l) = = 3_, cw, Pi(w) - log Pi(w), where W, is the set of
workers who have visited the location /. Note that the LE(l) = 0
when O; = 0. We define the function g as follows:

o) = {K- (1 - Aﬁ%ﬂ ®

3.2 Thompson Sampling

Given that K is the number of workers to be assigned to the
task ¢, the second design issue entails the selection of willing
workers. Since the willingness of a worker p;; is unknown,
the algorithm must balance the exploration-exploitation trade-
off between choosing willing worker and learning about other
workers. We formulate this selection problem according to the
combinatorial multi-armed bandit (CMAB) framework [2]. The
CMAB framework is used to study online learning problems where
a subset of actions are chosen from available options and the
outcomes are observed only for the chosen actions. It formalizes
the joint learning and optimization with limited feedback.

Assuming that the willingness of workers is independent of each
other and relatively stable over time. We propose a Bayesian
approach to learning the worker’s willingness over time, known
as Thompson sampling [1]. We maintain two counters for each
worker: T; is the number of tasks assigned and S; is the number
of tasks performed. The worker selection is primarily governed
by an approximation of the expected willingness of workers using
Thompson sampling. The expected willingness of worker ¢ is
quantified with variable 0; that is sampled from the Beta distribu-
tion. The sampling distribution for 0; is adjusted using two prior
parameters (i.e ap and Bo) and two worker specific parameters (i.e.
S; and (T; — S;)). The set of worker is selected based on the
approximated willingness of all workers. The counters of selected
workers are updated over time based on tasks they perform.

3.3 The DynTS Algorithm

We propose an adaptive assignment algorithm that proceeds
sequentially for dynamically arriving tasks in SAT-based spatial
crowdsourcing. Algorithm 1 details the proposed algorithm that
requires four parameters: the set of workers W, the prior param-
eters of Beta distribution g and Sy, and the maximum allowance
of worker for a task K. The algorithm starts by initializing the
assigned tasks 7; and performed tasks S; counters for all workers.
The main algorithm proceeds in a loop which dequeues a task



Algorithm 1 The DynTS algorithm

Require: W, «g, Bo, K

1:m « W)

2: for i + 1tomdo

3: Si + 0

4: T; < 0

5: end for

6: for t < 1to co do

7:  Wait for next task < l;, desc; >

8 K+ [K-(1—LE(l)/MazLE)]

9:  fori< ltomdo

10: 0; < Beta(ao + Si, Bo+Ti — Si)
11:  end for

12 6+ (01,...,0m)

13: Choose Ay = (a1, ..., an ) that solves Equation (4)
14: Wi« {w | aj(w) > 0,w € W}

15:  Assign the workers in W

{Quantitiy Issue}

{Selection Issue}

16: Observe assignment outcomes y; (), ¢ for workers in Wy
17:  forallw € W, do

18: Si(w)  Si(w) + Yi(w),t

19: Tiw) < Tiqw) +1

20:  end for

21: end for

Table 1: LSBN datasets Table 2: Compared algorithms

Property [New York | Tokyo W,

Check-ins | 227,428 |573,703 K Random | Distance | CMAB
Users 1,083 2,293 K; = K | FixRAN | FixDIST | FixTS
Spots 38,333 | 61,858 K, = g(l;) | DynRAN | DynDIST [ DynTS

from the task queue. For the task ¢, the algorithm queries a
location-based social network (LBSN) to quantify the location
entropy LE(l;) and maximum entropy M axz L E over all locations.
The number of workers K, required to ensure spatial coverage
is calculated using Equation (3). The expected willingness of all
worker is estimated as the vector § by sampling from the adjusted
Beta distributions of individual workers. Then, the algorithm
chooses the assignment vector A, by solving the integer program:

%Yt = argmax 6-A “)
A

S.t. I . ff S Kt
Ae{0,1}"

The algorithm assigns a set of workers w € W; to the task
t; such that, a;(,) is positive and i(w) is the index of worker
w € W. Equation (4) can solved in be polynomial time, with
respect to number of workers, by sorting and selected the top-
K, workers. After assignment, the process waits while workers
respond by performing the task. After a fixed amount of time the
algorithm observes the outcome variables y;/ , for all j' € W;.
Then the counters for workers in W; are updated accordingly.

4. EVALUATION METHODOLOGY

We follow an agent-based simulation methodology for evaluat-
ing the performance of our algorithm under varying conditions. For
this purpose we simulate following agents:

LBSN Agent. This agent simulates an LBSN and exposes
functions that return the entropy for locations. We used two real-
world dataset extracted from FourSquare, an well known social
network, to initialize the LBSN agent [11]. The datasets contains
voluntarily reported visits to various locations, by the residents of
New York and Tokyo cities from 12 April 2012 to 16 February
2013. Table 1 lists the properties of two datasets: New York Dataset
and Tokyo Dataset. A spot is a geographical location and a check-
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Figure 1: Comparison of assignment algorithms.

in represents the visitor relationship between a user and a spot. The
users are considered as workers and spots as task locations.

Requester Agent. This agent generates n flag reports that arrive
dynamically with inter-arrival rate defined by parameter of A hours.
The location of each flag report is a randomly sampled from the
locations in the LBSN datasets. The requester agent generates a
verify task for each flag report and adds it to the queue. During the
simulation the assignment process takes the verify task from the
head of the queue for assignment. The requester agent exposes a
function that returns the task at the head of the queue.

Worker Agent. This agent simulates the worker model as
described in Section 2. Recent studies have established that the
distance from task location and the socio-economic status of the
task location are the major factors influencing worker’s decision
in spatial crowdsourcing [9]. We define z;; = (di:,e:) and
Bit = (Ba,, Be, ) for worker decision model. The distance variable
d;,¢ is calculated using the last location of the worker ¢ according
to LBSN data. The socio-economic status variable e; of a task
location is approximated using the popularity of the location i.e.
number of unique people who visit a location. The co-efficients for
the worker ¢ are sampled from parameterized Normal distributions
ie. Ba; ~ N(pa,0q) and Be; ~ N (fte,0c). The random effects
variables were sampled from a standard Normal distribution i.e.
eit ~ N(0,1). A worker agent is initialized using check-ins of
a user in the LBSN dataset and traverses the locations of check-
ins during simulation. The agent exposes a function that returns a
binary response indicating outcomes of an assigned task.

Platform Agent. This agent define the simulation environment
and implements an assignment algorithm as specified by the param-
eters. The platform agent initializes an LBSN agent, a requester
agent, m worker agents, and an assignment algorithm. During
simulation, the assignment algorithm is executed by iteratively
taking tasks from requester agent and querying worker agents.

S. RESULTS

We performed a set of experiments to compare the performance
of algorithms listed in Table 2. We used two metrics that evaluate
the performance of algorithms. Coverage is the primary metric
that measures ratio of tasks performed by at least one worker after
n tasks are processed. Notifications is the secondary metric that
measures the overhead due to assignment of multiple workers to
a task. We ran each algorithm 10 times under same setting and
report the average results. The default parameter values in each
experiment were set as n = 1000, m = 50, K = 3, ap = 1,
Bo=1,pa=—-2,00=1,pe =1,0. =0.33and \ = 2.



(a) Number of tasks (b) Inter-arrival rate

800 T T T 1 [ T 1 T T T ]

ol [
g 600 [~ N g)() 08 | i
g 400 | 1 5 06| |

@ >

< 200 | { S oyfmu—n—a

& ]
O L L L L i 0.2 L Ll L L L i
1 500 1,000 124 8 16

n A

—@— DynRAN —ji— DynDIST —@— DynTS ‘

Figure 2: Comparison of assignment policies over time for the
New York Dataset
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Figure 3: Coverage against co-efficients of worker model for
New York Dataset, N (14, 04) in blue and NV (fie, o) in red.

Comparison of Coverage. First experiment evaluated perfor-
mance of algorithms by varying the K = {3,5,7,9}, as shown
in Figure 1. Clearly, the FixTS and DynTS algorithms perform
consistently better than other algorithms. This highlights that the
adaptive approach of learning worker willingness is indeed better
than the non-adaptive approaches. The distance based non-adaptive
approach does reach more than 50% coverage for more than 5
assignments per task. By comparison, the algorithm based on
Thompson sampling achieves more than 95% coverage with only
2 assignments on Tokyo Dataset. This is achieved without the
knowledge of distance between task and worker locations. The
results also suggest that reasonably small values of K suffice for
achieving high coverage. We also compared the relative number
of workers per task between FixTS and DynTS algorithms. The
DynTS algorithm required between 10%-15% less workers per
task while achieving coverage similar to FixTS. Figure 2a shows
the comparison of dynamic assignment algorithms over time with
K = 3. All algorithms follow a linear pattern of coverage as
the more tasks arrive and their relative performance follows same
pattern over time.

Task Arrival Rate. Second experiment evaluated the effects
of task arrival rates A = {1,2,4,8,16} on the performance of
dynamic algorithms. Figure 2b shows the comparison of DynRAN,
DynDIST and DynTS algorithms with varying mean inter-arrival
rate of tasks. The changes in inter-arrival rate does not have direct
effect of relative performance of algorithms. This suggests that the
distance heuristic and the estimated willingness are not dependent
on the frequency of task arrivals. We do suspect that if the new
tasks are allowed to be assigned before the consents from previous
tasks are observed then this behavior might change. We keep this
investigation as part for the future work.

Worker Distribution. Third experiment evaluated the effects
of variations in distribution parameters for sampling B4, and S,

co-efficients. Figure 3 shows that the DynDIST and DynTS
algorithms area sensitive to the variations in 34, co-efficients and
insensitive to the variations in e, . Both algorithms perform
particularly well when the B4, co-efficient are small and diverse.
The DynTS algorithms performs better generally better meaning
that the Thompson sampling is effective in adapting the assignment
process for diverse and relatively willing workers.

6. CONCLUSION

In this paper, we introduce the flag-verify-fix interaction pattern
that employs spatial crowdsourcing for city maintenance . The
patterns highlights the need of a server assigned tasks method for
the coverage of verify and fix tasks. We formalize the maximum
coverage assignment problem and propose a novel combinatorial
multi-armed bandit approach to address it. We propose a dynamic
assignment algorithm the uses location diversity and Thompson
sampling to dynamically select a set of workers for a task. Empir-
ical evaluation suggests that the proposed algorithm perform better
than the baseline non-adaptive algorithm. We plan to extend this
work with dynamic assignment based on worker travel trajectories.
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