
Jurnal Ilmu Komputer dan Informasi (Journal of Computer Science and Information)  

15/1 (2022), 39-46. DOI: http://dx.doi.org/10.21609/jiki.v15i1.1044  

 

 

39 
 

Sentiment Analysis of COVID-19 Vaccines in Indonesia on Twitter Using 

Pre-Trained and Self-Training Word Embeddings 

 

 

Kartikasari Kusuma Agustiningsih1, Ema Utami2, and Omar Muhammad Altoumi Alsyaibani3 

 
1,2,3Magister of Informatics Engineering, Universitas Amikom Yogyakarta, Yogyakarta, Indonesia 

E-mail: kartikasarikusuma@students.amikom.ac.id1, ema.u@amikom.ac.id2, 

omar@smkn2banjarbaru.sch.id 3 

 
Abstract 

 

Sentiment analysis regarding the COVID-19 vaccine can be obtained from social media because 
users usually express their opinions through social media. One of the social media that is most 

often used by Indonesian people to express their opinion is Twitter. The method used in this 

research is Bidirectional LSTM which will be combined with word embedding. In this study, 

fastText and GloVe were tested as word embedding. We created 8 test scenarios to inspect 

performance of the word embeddings, using both pre-trained and self-trained word embedding 

vectors. Dataset gathered from Twitter was prepared as stemmed dataset and unstemmed dataset. 

The highest accuracy from GloVe scenario group was generated by model which used self-

trained GloVe and trained on unstemmed dataset. The accuracy reached 92.5%. On the other 

hand, the highest accuracy from fastText scenario group generated by model which used self-

trained fastText and trained on stemmed dataset. The accuracy reached 92.3%. In other scenarios 

that used pre-trained embedding vector, the accuracy was quite lower than scenarios that used 
self-trained embedding vector, because the pre-trained embedding data was trained using the 

Wikipedia corpus which contains standard and well-structured language while the dataset used 

in this study came from Twitter which contains non-standard sentences. Even though the dataset 

was processed using stemming and slang words dictionary, the pre-trained embedding still can 

not recognize several words from our dataset. 
 

Keywords: Sentiment Analysis, Twitter, Bidirectional LSTM, Word Embedding, fastText, 

GloVe 

 

 

1. Introduction 

 

The COVID-19 virus (Corona Virus 

Disease 2019) began to spread throughout the 
world at the end of 2019. This virus originated in a 

city in China that attacks the human respiratory 

system. Based on data from the Worldometer in 

December 2022, there were more than 271 million 

cases of transmission with a death rate of more than 

5 million. The vaccination process was initiated by 

the United States and Israel since December 2020 
and was followed by other countries, including 

Indonesia [1]. The results of the study [2] revealed 

that there are several countries where public 

acceptance of vaccines is low. Sentiment analysis 

can be used to understand people's perceptions on 

social media by analyzing their opinions on various 

topics [3]. Therefore, a classification technique 

was developed to classify a developing opinion, 

both on social media and other mass media. 
An important factor in the field of Natural 

Language Processing (NLP), especially sentiment 

analysis is the data vectorization process. There are 

several techniques that can be used to vectorize 

data such as Term Frequency–Inverse Document 

Frequency (TF-IDF) and Word Embedding. In 
many studies related to sentiment analysis with the 

Indonesian language corpus, the TF-IDF method is 

the most widely used because TF-IDF is a data 

vectorization technique that is quite simple and 

easy to apply in a study such as that conducted by 

authors [4], [5] and [6]. 

On the other hand, research on sentiment 

analysis has begun to emerge using the word 

embedding technique. Research conducted by [7] 

compared the performance of Word2Vec, Global 

Vectors for Word Representation (GloVe) and 
fastText embedding which were tested on the 

Convolutional Neural Network (CNN) method. 

The models were tested using 20 newsgroups 

dataset and the English-language Reuters 

Newswire dataset. The results of their research 

show that the CNN model which used fastText 

word embedding has better performance than CNN 
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model which used other two word-embeddings. 

The results of the study [8] also proved the same 

results where fastText word embedding used in 4 

different methods which were Long Short-Term 

Memory (LSTM), Bidirectional LSTM (Bi-

LSTM), Gated Recurrent Unit (GRU) and 

Bidirectional GRU (Bi-GRU). In the study, models 

which used fastText embedding produced better 

performance than the same models which used 

GloVe embedding.  
Another study implemented word embedding is 

a study conducted by [9] where fastText, GloVe 

and Word2vec embedding were used with LSTM 

to detect emotions from Twitter users with 

Indonesian language data. fastText and Word2vec 

embedding were implemented using the Gensim 

library, while the GloVe used were pre-trained 

GloVe. From the results of the study, fastText and 

Word2vec word embedding obtained similar 

accuracy results of 73.15%. Furthermore, this 

study recommended to use Bi-LSTM in the future 
work.  

Differently, research [10] used Word2Vec 

embedding to vectorize dataset for classifying 

public sentiment on Fast Food Companies from 

Twitter. The dataset was in English. CNN, Bi-

LSTM and CNN combined with Bi-LSTM. The 

result of this study shows that Bi-LSTM model 

provided the highest accuracy compared to other 

models. 

Study [7] and [10] studied word embedding in 

English dataset. Study [8] also used English dataset 
which was translated to Bahasa. Only study [9] 

used Bahasa dataset. Furthermore, unlike study [9] 

which worked on non-formal language data, both 

studies [7] and  [8] used formal language dataset. 

On the other hand, study [9] compared 

performance of fastText, GloVe and Word2Vec 

embeddings. The study mentioned that GloVe 

vector used was pre-trained vector. Yet, it did not 

explain whether fastText and Word2Vec used was 

also pre-trained or not. It is important to understand 

the embedding vectors used to translate document 

into numbers because pre-trained embedding 
vectors usually were trained on formal language 

corpus while sentiment analysis study works on 

non-formal language data. It is possible that several 

words in dataset are not vectorized correctly by 

pre-trained embedding vector because it was 

trained on formal language corpus and did not 

contain the non-formal words from Twitter. Thus, 

this research aims to study this problem. 

Study [9] stemmed the dataset to return all 

words into original form. The dataset used was a 

non-formal language data. Yet, the authors did not 
discuss whether the stemming process improved 

the performance of the model or not. Therefore, 

this study also aims to test the effect of the 

stemming process both in pre-trained vector and in 

self-trained vector. 

The fastText and GloVe embedding used in this 

study were trained on the dataset obtained from 

Twitter to generate self-trained embedding vectors. 

The pre-train fastText word vector was published 

by the author [11] and the pre-train GloVe 

embedding was published by the author [12] were 

also used as comparisons. Both pre-train vectors 

used were trained using the Indonesian Wikipedia 
Corpus. The result of study [10] and 

recommendation of authors [9] suggest Bi-LSTM 

architecture to classify public sentiment on Twitter 

data. Thus, this study used it as classification 

method. 

  

2. Methodology 

2.1 Data Collection 

 The data collection used a scraping technique 

with the SNScrape tool created by author [13].  The 

tool can retrieve data from Twitter which more 
than 7 previous days. The SNScrape tool requires 

the user to have a Twitter Developer account. The 

data was taken using the keyword "covid vaccine" 

and scaped specifically on September 2021.  

 The data labelling process was done 

manually. The data collection had to be conducted 

several times due to high volume of data. SNScrape 

will be blocked by Twitter when scaping very large 

number of tweets. This caused tweet duplication on 

data. This problem was address on data 

preprocessing stage. 
 

2.2 Data Preprocessing 

The first step in data preprocessing is data 

cleaning. All tweet data that have the same tweet id 

were deleted. The existence of duplicate tweets 

occurred because data collection must be done 

several times. The next step is the process of 

identifying news accounts and organizations. All 

tweets from these accounts were deleted because 

they did not represent the sentiments of the public 

and their objectivity toward vaccine was unknown.  

Data preprocessing techniques can be done to 
convert data into structured data considering that 

data from Twitter is usually unstructured data 

which will be difficult to classify by algorithms. 

The most frequently used preprocessing technique 

in sentiment analysis research on COVID-19 

vaccines is stopwords removal and remove 

punctuation [14].  The next cleaning process is the 

removal of punctuation, whitespaces, hashtags, 

“RT” characters, hyperlinks and mentions. 

In the next stage, case folding was implemented 

on dataset. Case folding process changed all 
characters to lowercase. It was needed to be done 

because sometimes Twitter uses write in incorrect 

case. If a word is written in several different ways 
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in a corpus, the word will produce a different vector 

when vectorized. 

Some Twitter users in Indonesia use non-

standard language (slang) in making tweets [15]. 

This will make it difficult for the model to 

understand the language in the tweet. To overcome 

this, every slang word must be returned to the 

original word form using the Alay Dictionary 

published by the author [16]. Fig.1 shows the 

preprocessing flow 
Indonesian has many phrases of two or more 

words that refer to a single thing such as the words 

"rumah sakit", "turun tangan" or "adu domba". A 

model must be able to distinguish between the 

word "rumah" and "sakit" with the phrase "rumah 

sakit". In the tokenization process, space were used 

as separators between words [17]. In this study, the 

dividing space in the phrases was omitted. To 

obtain all phrases in Indonesian, data were 

collected from [18] and [19]. From the two data 

sources, all phrases were taken and then combined. 

This data was used as a benchmark in the process 

of removing the dividing space between words in 
phrases. 

 

 

 
Fig 1. Data Prepocessing Flow 

 

2.3 Vectorization 

In this study, two types of datasets were 

prepared, datasets that was stemmed and datasets 

that do not. Stemming process changes an affixed 

word into a root word [20]. The stemming process 
was conducted based on the work of [21] because 

currently, it is the most used stemming algorithm 

for Bahasa. In this study, the effect of stemming on 

model performance was also tested in both word 

embeddings. 

In order for a model to process a sentence in a 

natural language processing study, a word must be 

converted into a vector form. GloVe and fastText 

are techniques that can convert words into vectors. 

GloVe is an algorithm introduced by [22]. It is an 

improvement from the matrix factorization–based 
representations of words and the Skip-gram model 

where the matrix factorization–based 

representations of words method is not very good 

at representing words with respect to their 

analogous properties [23]. GloVe is based on the 

factorization technique  [24]. It is referred to as a 

modification of Word2vec [25]. 

Skip-Gram and CBoW train in different way 

than the matrix-based factorization method. For 

example, in the LDA technique is used to create 

topic modeling, the previous text must be 

processed first by encoding each word with 
statistical information that represents the word in 

the context of the entire text. Thus, the one-hot 

encode vector cannot understand the same kind of 

complexity when using the Skip-Gram and CBoW 

methods. GloVe is very efficient in capturing the 

semantic details of a word in its vector 

representation, but very inefficient in carrying out 

sentiment analysis [24]. Several solutions have 

been proposed by researchers by modifying the 
C&W model [26]. 

 

 

 

(1) 

 

The GloVe method is formulated by the authors 

[22] into Equation 1. V represents corpus size, b 

represents bias, w represents weight, and X 

represents word processed on matrix i x j. GloVe 

architecture was depicted by authors [27] as in Fig 
2. 

 
Fig. 2. GloVe architecture [27] 

 

fastText is a Facebook-owned library used to 

generate efficient word representations and provide 

support for text classification [28]. fastText is an 

update model of a pre-trained Skip-gram [25]. The 
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same thing was also stated by [29]. fastText is 

generally used to solve sentence classification and 

word representation problems to be more efficient 

and faster than the Word2vec and GloVe methods 

[29]. fastText uses Skip-gram based approach 

where each word is represented as a bag of 

character n-grams [30]. fastText looks at the 

provided corpus of text and forms a high-

dimensional vector space model, in which it tries to 

summarize as much meaning as possible. The 
purpose of creating a vector space is for vectors of 

similar words to be close together [28]. In fastText, 

this word vector is then stored in two files, *.bin 

file and *.vec file [31]. fastText function is 

represented in Equation 2. S represents scoring 

function, w represents weight, l represents log(1 + 

e − x ), and n represents number of words in corpus. 

 

 

 

 
  (2) 

Both GloVe and fastText embedding can be 

trained using custom corpus. Wikipedia provides a 

very large corpus for various languages. One of 

them is Indonesian. In this study, the pre-train word 

embedding vectors which were trained on the 

Wikipedia corpus and the embedding vectors 

which were trained on Twitter dataset obtained 

were tested. The GloVe pre-train vector for Bahasa 

was published by the author [12] while the pre-

train fastText vector for Bahasa was published by 
the author [11]. 

 

2.4 Classification 

To test the performance of Word Embeddings, 

the Bidirectional LSTM network was created for 

every test scenario. The dataset obtained was 

divided into 2 parts, training-validation and test 

data with a distribution of 80:20. The models was 

created using the TensorFlow and Keras 

frameworks. The performance of the models 

during training were monitored using Early 

Stopping with a patience value 3. The Early 
Stopping monitored validation loss during training 

process. If the Early Stopping found that validation 

loss increased for 3 iterations during training, then 

the training model would be stopped. 

All embeddings implemented, both pre-train 

and self-trained, used 300 dimensions, except for 

the pre-train GloVe vector created by the author 

[12] which has 50 dimensions. In all scenario, the 

same Bidirectional LSTM architecture was used. 

First of all, the data will enter into the Input layer 

and then forwarded to the Embedding layer. In the 
next stage, 3 Bidirectional LSTM layers were 

implemented with 128, 64 and 32 number of 

neurons, respectively. In the last layer, Dense layer 

was deployed contained 3 neurons with Softmax 

activation function because the dataset had 3 

classes. To avoid the model from being overfitted, 

the Dropout layer was implemented in between 

each layer. The weight of each neuron was 

optimized during the training process using Adam 

developed by the authors [32]. According to the 

author [33], Adam's optimization function can 

make the model achieve the optimal weight value 

in a short number of training iterations. During the 
training process, 30% of the training data was used 

as validation data. The batch size value used was 

64. 

 

3. Result and Discussion 

 

3.1 Dataset 

The data collected from Twitter amounted to 

11414 tweets. After the cleaning stage, the 

remaining data amounted to 6547 tweets with a 

composition of 4476 neutral tweets, 1742 positive 
tweets and 329 negative tweets. The composition 

of the dataset is depicted in Fig 3. Based on Figure 

3, it can be seen that in September 2021, the level 

of public acceptance of the COVID-19 vaccine was 

quite good.  

The high number of tweets with neutral 

sentiments by the public is indeed a discussion 

about the COVID-19 vaccine, yet it has not led to 

positive or negative sentiments. These discussions 

were more about sharing information about the 

COVID-19 vaccination process. 
 

 
Fig. 3. Dataset Composition 

 
It is also can be inferred from Fig. 3 that the 

label on the data is imbalanced. Therefore, prior to 

the classification, oversampling was carried out on 

the data so that the functions in the model that had 
been trained would not be skewed [34] towards 

neutral and positive only.  

After the oversampling process was done, the 

data was stored into two types. The first type is the 

data that was processed using stemming and the 

second data was the data that was not. The 

stemming algorithm used was the one published by 

the authors [21]. From these two data, GloVe and 

fastText self-trained vector were created with the 

same training parameter for both embeddings. The 
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embedding size used was 300 and window size was 

5. They were trained in 100 iterations. Vectors 

generated from the training were used on 

classification stage. 

 

3.2 Classification Result 

The initial classification was conducted using 

self-trained embedding which consisted of 4 test 

scenarios. The results of the initial classification 

test are shown in Fig. 3. X-Axis represents the test 
scenario and the use of stemming. Y-Axis 

represents the accuracy of each test scenario. 

 

 

 
Fig. 4. Test Accuracy of Scenario 1 to 4 

It can be seen from Fig. 4 that the fastText word 

embedding has better accuracy when using 

stemmed dataset. On the other hand, GloVe word 

embedding has better accuracy when using 

unstemmed dataset. GloVe word embedding 

accuracy is slightly higher than fastText word 

embedding with an accuracy difference of 

0.2234%. This result is in contrast to the results of 

the study [7] and [8] where fastText word 

embedding produced higher accuracy than GloVe 
word embedding. It is need to be noted that datasets 

used by authors [7] was in English and dataset used 

by author [8] was an English fake news data which 

translated into Bahasa. Unlike data gathered from 

Twitter, all datasets that they used had good 

language structure. 

 

 

 
 

Fig. 5. Training history of Scenario 1 to 4 

 

Fig. 5 illustrates the training and validation 

accuracy of models during training. The blue line 

represents training accuracy and validation 

accuracy is represented by the orange line. It can 

be identified from Fig. 5 that the validation 

accuracy in all scenarios started out higher than the 
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training accuracy, but in the 4th iteration the 

increase in validation accuracy slowed down. 

Validation accuracy stops increasing at different 

iterations in each scenario. This training was 

stopped automatically by Early Stopping which 

monitored the validation loss. If in the last 3 

iterations there is no decrease in the validation loss 

(patience = 3), then the training will be stopped. 

 

 
 

Fig.6. Test Accuracy of Scenario 5 to 8 

 

The experiment was continued by testing the 

pre-train fastText and GloVe word embeddings. 

The results of this test can be seen in Fig. 6. The X-

Axis represents the test scenario and the use of 

stemming while the Y-Axis represents the accuracy 

value of each test scenario. From Fig 6, it can be 

seen that the results of this test are the opposite of 

the previous test. In the results of this test, it is 

known that fastText produced higher accuracy on 

unstemmed dataset while GloVe produced higher 
accuracy on stemmed dataset. The highest 

accuracy was generated by scenario 8 where the 

word embedding used was GloVe on the stemmed 

dataset. However, in general, the accuracy 

produced in scenarios using pre-train word 

embedding is lower than the self-trained word 

embedding. 

 

 

 

Fig. 7 Training history of Scenario 5 to 8 

Fig.7 illustrates the increase in training 

accuracy and model validation in scenarios 5, 6, 7 

and 8. Training accuracy is represented by a blue 

line and validation accuracy is represented by an 

orange line. From Figure 6, it can be seen that the 

model that used pre-train word embedding 

performed longer training to achieve optimal 

accuracy when compared to the model that used 

self-trained word embedding. Testing of scenario 8 

spent the most iterations, which was 23 epochs. 

Although these four training scenarios were trained 

in a larger number of iterations, the accuracy of the 
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model was not better than the model that used self-

trained word embedding. This fact is in line with 

the results of research [35] where self-training 

embedding has a better performance than pre-

trained embedding. 

. 

 
Fig.8. Comparison Between self-trained and pre-trained 

embedding 

 

The comparison between self-trained and pre-

trained embedding shown in Fig.8. The pre-trained 

word embedding used in this study were pre-

trained word embeddings that were trained using 

the Wikipedia corpus which contains formal and 

well-structured language. Although the datasets 
was processed using algorithm published by [21] 

and Alay Dictionary published by [16], it is still 

possible that several words were not handled 

properly. Study [36] found that stemming 

algorithm published by [21] cannot handle slang 

words properly. Thus they could not be recognized 

by the pre-trained word embedding made by author 

[12] and authors [11]. Words that are not 

recognized by word embedding will be assigned 

the same vector value [37]. Thus, it is possible for 

the model not to recognize words that may play an 

important role in determining the sentiment of a 
tweet. Word embedding trained with datasets 

originating from the same data source as those to 

be classified will be able to properly identify each 

word, both formal and slang words, so that each 

word will produce a different vector value. 

 
4. Conclusion and Future Work 

 

In this study, we tested the use of word 

embedding on sentiment classification using the 

Bidirectional LSTM model. Word embeddings 

tested were fastText and GloVe. The effect of 

stemming usage toward performance of the model 

was also inspected. Sentiment data was collected 

from Twitter in September 2021 with the keyword 

"covid vaccine" to see publis's sentiments about 

vaccines in that month. Most people have neutral 

sentiments, as many as 4476 tweets. The positive 
sentiment were 1742 tweets and negative 

sentiments were 329 tweets.  

From the results of the classification test, it is 

known that self-trained word embedding can make 

the model produce higher accuracy than using pre-

train word embedding. Models that used GloVe 

word embedding resulted in higher accuracy on 

unstemmed datasets. Different results were 

produced by the model using fastText word 

embedding where higher accuracy was obtained 

when using stemmed dataset. The difference in 

accuracy between fastText and GloVe word 

embedding was very small where GloVe word 
embedding produced slightly higher accuracy than 

FastText.  

This study contributes to confirm that word 

embedding that is trained on data with the same 

characteristic with test data can perform better 

performance compared to pre-trained word 

embedding which is trained on general corpus data. 

Therefore, we recommend the sentiment analysis 

study on non-formal language dataset such as 

emotion detection, sentiment classification or 

sarcasm detection which used word embedding to 
generate self-trained word embedding vector. 

In future study, we aim to test contextual word 

representation such as BERT, both using self-

trained and pre-train vectors. In addition, research 

will also be conducted on datasets containing more 

comprehensive tweets. 
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