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Abstract

Image enhancement as a problem-oriented process of optimizing visual appearances to provide easier-to-
process input to automated image processing techniques is an area that will consistently be a companion
to computer vision despite advances in image acquisition and its relevance continues to grow. For our
systematic literature review, we consider the major peer-reviewed journals and conference papers on the state
of the art in machine learning-based computer vision approaches for image enhancement. We describe the
image enhancement methods relevant to our work and introduce the machine learning models used. We then
provide a comprehensive overview of the different application areas and formulate research gaps for future
scientific work on machine learning based computer vision approaches for image enhancement based on our
results.
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1. Introduction

Image enhancement is a problem-oriented pro-
cess with the goal of optimizing visual appearance or
providing a ”better” – i.e., easier to process – input
to automated image processing techniques [1–3].
Improving input images is necessary because down-
stream models rely on the processed input to perform
their task qualitatively and as expected, which is
of top priority in a wide variety of fields such
as medicine, military, and autonomous driving [4–
6]. In such automated image processing techniques,
so-called machine learning (ML) is usually used.
ML is classified under the generic term Artificial
Intelligence (AI) and is used to describe this artificial
intelligence, which is the ”intelligence” of a machine
that does not possess any natural intelligence [7, 8].
In this context, research also talks about the fact that
there can be no intelligence without learning [7].
ML is defined by being a distinct, evolving branch
of computer algorithms that enable human intelli-
gence to learn from the environment, often achieved
through computer vision [9]. Computer vision is a
method that uses computers to gain a comprehensive
understanding of the content or meaning of indi-

vidual images or videos from digital, i.e., visual,
input data [10, 11]. The information obtained is
used, for example, for image classification or face
recognition [10]. Without image enhancement capa-
bilities, the potential in different application areas of
ML would not be exploited because the input data
would not be of the required quality, which is why
a comprehensive overview of current techniques for
image enhancement is relevant to provide a basis for
future work dealing with this topic, which should
provide sound knowledge in a compact way and
enable innovation.
The following paper deals with the current state of
research on ML-based computer vision approaches
for image enhancement. It shows what they are
needed for and which methods are used for this pur-
pose. The individual image enhancement methods
relevant to this work are pointed out and described
in detail. Subsequently, the investigated ML models
and their manifold applications with respect to image
enhancement and computer vision are explained and
put into a super-ordinate context.
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2. Method

To filter out the relevant results from the pub-
lished literature, a systematic literature search with
the search word combination ”computer vision” and
”image enhancement” was conducted in the litera-
ture databases IEEEXplore DL and ScienceDirect.
The search yielded 217 articles that contained the
named keyword combination in the abstract or title,
or in the abstract or keywords, sorted chronolog-
ically by the respective database. This was supple-
mented by a forward and backward search. To ensure
that only significant scientific papers are included
in this search, only peer-reviewed journals were
considered. To obtain further information about the
individual ML models, a systematic literature search
with the search word combination ”machine learn-
ing” and ”image enhancement” was conducted in the
literature databases IEEEXplore DL and ScienceDi-
rect. The search resulted in 73 articles containing
the mentioned keyword combination in the abstract
or title, respectively, or in the abstract or keywords,
again specifically in the respective database. or key-
words. This was also supplemented by a forward
and backward search. To ensure that only significant
scientific papers are included in this research are
considered, only peer-reviewed journals and confer-
ence papers are being considered. After these 290
articles were manually reviewed using the four-eyes
principle, 58 articles were found to be relevant to
the subject of the study as defined at the outset.
Within our manual review, it was important to us
to ensure the directness to machine learning on the
one hand, as well as to pay attention to the topicality
of the contributions to represent the current state
of research as concretely as possible. Furthermore,
in addition to fundamental work, innovative work
should also be included, whereby consideration was
given to relevance. The relevance of the work takes
into account the number of citations, which can be
an indicator of relevance but does not directly reflect
the quality of the work, but which was reviewed and
ensured as part of this literature review [12, 13]. The
literature search process is illustrated in detail in Fig.
1.

3. Results

The analyzed ML-supported computer vision ap-
proaches to image enhancement have in common
that they mostly build on proven image enhancement
methods and complement them with ML models.
Image enhancement methods are relevant for ML
models because they are supposed to provide the
scenes ”better” for input into automated image pro-

Figure 1. Summary of the search methodology

cessing models [1, 2]. For example, the image en-
hancement methods remove noise in scenes [14, 15]
and thus facilitate object recognition [16] or improve
weak contrasts, dull details, and color variations
[17]. In the literature, there are different approaches
that categorize image enhancement methods, dis-
tinguishing in Histogram Equalization, Retinex, the
Dehazing Model, and Deep Learning (DL). [18]
and [19] on the other hand share the approaches
in Global Enhancement – consisting for example
of Linear Amplifying and Histogram Equalization –
and Local Enhancement – among others consisting
of Deep Neural Networks and Retinex. [20] speaks
however of direct and indirect methods. [21] dis-
tinguishes between model-based, fusion-based, and
learning-based approaches. [19] and [2] divide into
the spatial domain Approach - which stands for the
direct manipulation of the pixels – and the Frequency
Domain method – which makes use of the Fourier
transform, for example.

We propose another classification of image en-
hancement methods, which is visualized in Fig. 3:
In our work we distinguish between the classical
image enhancement methods - such as Retinex and
Histogram Equalization - and the ML methods for
image enhancement - such as Random Forest or
Support Vector Machines.

3.1. Classical Image Enhancement Methods

Through our research, the Retinex method [17,
18, 22–24], Histogram Equalization [18, 19, 22, 24],
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and Gaussian Mixture Models (GMM) [16, 25–27]
have emerged as the most relevant classical image
enhancement methods, which are shown in Fig. 2

Figure 2. Classification of the classical image enhance-
ment methods

3.1.1. Retinex process. Images or scenes can be
affected by atmospheric particles under unclear
or foggy conditions [24]. This reduces contrast,
changes color, makes objects harder to identify, and
makes the image content difficult or impossible to
see for the human eye or computer vision [23, 24].
Image dehazing is therefore an important issue for
computer vision and this is where the Retinex pro-
cess can help [24]. Originally, the Retinex process
was designed to simulate the human visual system
[17]. Today, Retinex-based algorithms are widely
used in image enhancement have been adapted and
developed further and are now mainly used for
applied to reduce and if possible, remove shadows
or fog [23, 24]. The Retinex process has a special
property; it assumes that the visible light in scenes
can be divided into two parts: In the exposure and the
reflection [18, 22]. This allows the use of the Retinex
process; it uses the reflection properties of objects
under the influence of light to extract the required
information from the original image and make it
visible [23, 24]. The Retinex process is divided
into three possible forms: The Single-Scale Retinex
(SSR) [14, 17, 22, 24], the Multi-Scale Retinex
(MSR) [22, 22, 24, 28] and the Multi-Scale Retinex
with Color Restoration (MSRCR) [14, 23]. The SSR
works with estimations, which are of Gaussian filters
to determine the ambient brightness [22, 24]. The
MSR, on the other hand, extends the SSR by several
scales to include the equilibrium between color con-
sistency and dynamic range compression [24]. The
MSRCR, using Gaussian ambient filters, estimates
the exposure of the input scene at various scales
and turns up, which is followed by color restoration
[23]. The three possible forms of the Retinex process
achieve, depending on the input image, a different
optimal result. Thus, it cannot be clearly determined
whether a of the above-mentioned methods is the
”best” image enhancement method [22–24]. In sum-
mary, the Retinex procedure increases the contrast
and brightness of the image, improves color consis-

tency, and can work out a dynamic compression [22–
24]. In addition, another advantage of the Retinex
method is that it can be derived physically, which
clearly distinguishes it from subsequent methods
such as Historgram Equalization [18].

3.1.2. Histogram Equalization (HE). Histogram
Equalization (HE) is the change of the grayscale
histogram of the original image from a relative
grayscale interval to a uniform distribution over
the entire grayscale spectrum [19, 24]. Each pixel
receives a grayscale value in the domain [0, 1]
[22]. The goal of HE is to maximize the amount
of information in an image by improving contrast
[19, 24]. Therefore, HE is applied to images with
low contrast, e.g. caused by fog or haze. On a tech-
nical level, the reduced contrast is achieved by using
only a narrow domain of gray scales [24]. Classical
HE can be classified as global enhancement because
the histogram information of the entire image is used
as the basis for enhancement [18, 19]. Here it can
be used among other things in domains with a low
contrast – such as the background – can lead to
so-called over-enhancement, which in turn causes a
loss of information [18]. In addition, the number
of grayscales is reduced, because pixels are lost
which are less frequent in the grayscale distribution.
This also leads that details disappear and a loss of
information occurs [19]. Some solutions have been
proposed for these problems, most of which focus
on local enhancement [18, 19, 24]. In [29], [30] and
[31] a small window is used, which is displayed
pixel by pixel moves through an image and performs
a local HE. However, this leads to a significantly
increased computational complexity [18, 24]. Also,
in [32] an adaptive HE is performed for each indi-
vidual region. Bilinear interpolation is then used to
remove artifacts associated with the edges of each
region [19, 32]. In [33], after the local block overlap
HE, a filter is inserted for contrast enhancement
and noise reduction. Other HE methods, which are
particularly suitable for maintaining brightness are
found in [20] and [34]. In conclusion, the global HE
is more efficient, while the local HE is characterized
by higher performance [18, 24].

3.1.3. Gaussian Mixture Model (GMM). The
Gaussian mixture model is usually applied at the
structural level to express image details and contrasts
in scenes more clearly and to obtain a uniform
grayscale distribution [16, 25, 26]. GMM is based
on probabilities and uses parameters for the normal
distribution with deviating mean values, standard
deviations, and weightings [25]. Here, the GMM
models the individual pixel values of the input scene
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Figure 3. Proposed classification of image enhancement methods

and assigns a weight to each [25]. A component with
low standard deviation and high weighting is called
”compact date” and has a density distribution around
the mean value [25]. If the standard deviation is
larger, the data are distributed over their mean value
[25]. Humans themselves are sensitive to widely
scattered fluctuations but does not respond to small
fluctuations in the compact data [25]. This further
scatters data with low standard deviation and in
turn compresses data with high scatter, increasing
contrast while preserving relevant image details with
the prominent structural regions [16, 25]. However,
the main disadvantage of GMM is that the signs
of the parameters generated using this distribution
function are random, since the Gaussian value is
symmetrical about zero, which can have a negative
effect on the resulting image quality [27].

3.2. Machine Learning Models

As mentioned above, ML is defined by the
fact that human intelligence is to be simulated by
learning from the environment [9]. At domain of
ML based computer vision approaches to image
enhancement is to support ML through classical im-
age enhancement methods – such as Retinex or HE
[35]. ML models should learn independently, thus
without the interaction of a human, and select the
optimal filters and thresholds for image enhancement
to achieve an optimal result [15, 28, 36]. Moreover,
the task of ML is to recognize various patterns,
characters, and objects, such as faces, within the
scenes to satisfy the previously specified require-
ments [1, 9, 15, 35, 37]. The different ML models
all need to be trained to enable independent learning
and progress [8]. There are three basic methods of
training: supervised learning, unsupervised learning,
and reinforcement learning [8, 15, 35]. In super-
vised learning, the training set, which the algorithm
uses to learn in the training phase, contains labels

(inputs and outputs). This means that the model
learns which input belongs in which class, receives
feedback after each training unit on the extent to
which its result is satisfactory and is particularly
suitable for classification tasks after a test phase.
This means that the algorithm can recognize faces in
the application phase [8, 35, 38, 39]. Unsupervised
learning, on the other hand, requires it to search for
patterns in the inputs itself. The training phase is
therefore independent, without labels. An advantage
of this method is that the algorithm usually recog-
nizes patterns that humans would not notice, which
is in the domain of clustering [8, 15]. Reinforcement
learning is based on the carrot and stick principle.
After each training session, depending on the quality
of the result, either a reward is given, or a penalty
is imposed [8]. The advantage of this variant is
that the algorithm improves on its own as it strives
for the reward [8]. In our extensive research in the
domain of image enhancement, the following ML
models turned out to be most relevant: The Con-
volutional Neural Network (CNN) [14, 15, 37, 40],
the Ratio Rule (as an example of a Fast Converg-
ing Neural Network) [28, 41], the Random Forests
[35, 42] and the Support Vector Machine (SVM)
model [35, 38, 43], which are all shown in Fig. 4.

Figure 4. Classification of ML models

3.2.1. Convolutional Neural Network (CNN).
Convolutional Neural Networks (CNNs) belong to
the category of methods based on (deep) learning
and are effective solutions for classification and
recognition problems with large amounts of data
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[21, 37, 44]. A CNN has the possibility to dis-
play an input scene in a matrix (width x height
x color channels). It usually consists of an input
and output layer, convolution layers with several
additional hidden layers, which are composed of sev-
eral convolution cores, as well as the pooling layers
and a fully connected layer [14, 15, 37, 40, 44–
47]. The input scene is primarily analyzed using set
filter parameters. The filter moves through the image
with a fixed pixel size, detects the structure it was
specialized to detect in the training phase and passes
the result to the next layer, which in turn detects
more complex structures [37, 45, 47]. The hidden
layers are mainly used for the detection of structures
within the image, e.g. for edge detection [37]. The
filter has a fixed weight for each point in its viewport
and computes a result matrix from the pixel values
in the current viewport and their weights, which is
further reduced by the pooling layers [46, 47]. By
pooling, only the ”largest” values are passed on,
reducing the parameters in the matrix before they
are passed on to the next layer [46, 47]. Finally, the
object information is passed on to the corresponding
class using neurons and the object is recognized
and learned by the given characteristics of the class
[37, 47]. The training of conventional CNNs requires
considerable computing effort and large amounts of
data to optimize the weights and biases [37, 44].
For this reason, [37] propose a new fast learning
algorithm for CNNs based on an Extreme Learning
Machine (ELM). With this method, the weightings
can be calculated in a single iteration, which drasti-
cally reduces the learning time and enables accurate
results with minimal training data [37].

3.2.2. Ratio Rule. The Ratio Rule is a learning
algorithm for fast converging neural networks, which
offers a solution for the restoration of natural colors
of a scene after a grayscale image enhancement – for
example with the already described HE – has been
performed [3, 28, 41, 48, 49]. This example makes it
clear that ML methods often represent an extension
of the classical methods or build on them. Grayscale
image enhancement within color scenes may not
be able to maintain the color relationships between
the RGB channels (red, green, blue components),
resulting in bias of the color information after en-
hancement [3, 28]. Such bias occurs when the RGB
components are not properly combined [3]. This is
exactly where the Ratio Rule comes in: The neural
network is used as associative memory to retrieve
the natural color characteristics of the image pixels
after grayscale enhancement [3, 48]. The algorithm
of the Ratio Rule learns by the color relationships
of each pixel as a ”line of attraction” [3, 48]. The

Ratio Rule creates a line which represents all stable
points in the state space in a family pattern [3, 48].
All points with deviations due to external influences
approach the ”line of attraction”, allowing the neural
network to recover the color information [3, 48].
This ML method is mainly used in domains where
color scenes are used. However, the wide range of
applications of this method also includes the pro-
cessing and improvement of old manuscripts that
have faded and become hardly legible over time.
Here, the Ratio Rule can prepare the texts in such a
way that they are again readable and preserved for
posterity [3, 28, 41, 48, 49].

3.2.3. Random Forest (RF). The random forest is
an ensemble learning method with a combination
of many decision trees, which is mainly used for
classification, regression, and possible other tasks
[35, 42, 50]. Several decision trees are combined
as so-called ”weak learners” in a random forest to
train datasets [35]. For example, in classification,
each individual tree in the forest decides on its own.
Then the votes of the trees are counted and the class
with the most votes wins the vote [42, 50]. This
ML method is characterized by the fact that it trains
datasets relatively quickly and simply, since the trees
make their decisions independently of each other,
thus enabling parallel processing [42]. To use this
ML algorithm for image enhancement, the datasets
must first be pre-processed [8, 35]. A frequently
used method is the Z-Score normalization, which
transforms and normalizes the data according to the
Ratio rule [35]. However, Z-Score Normalization
does not change the size ratio of the individual
feature sets to each other and thus does not influ-
ence the random forest [35]. Instead, HE methods
such as Adaptive Gamma Correction with Weighting
Distribution (AGCWD) or Contrast Accumulated
Histogram Equalization (CACHE) are applied to
preprocess the datasets to improve contrast [35]. In
contrast to Z-Score Normalization, HE methods have
proven to work well and therefore better [35]. Again,
it becomes clear that HE is a classical method that
forms the basis for the ML Model.

3.2.4. Support Vector Machine (SVM). The Sup-
port Vector Machine (SVM) is known as a su-
pervised ML method for binary classification and
regression and is an attractive approach for data
modeling [35, 38]. The idea here is to separate the
instances of two classes by a linear function in the
form of a so-called hyperplane [38]. The optimal
hyperplane is the one with the maximum margin,
i.e. the largest distance between the two classes
[38]. This can be represented in a function using
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support vectors [38]. In addition to linear classifi-
cation, SVM can also classify non-linear based on
kernel functions [38, 43]. For the preprocessing of
datasets for this ML method, Z-Score normalization
is conventionally used, as in Random Forest [35]. In
addition, HE methods such as AGCWD or CACHE
are often used [35]. Furthermore, in medical im-
ages, such as computed tomography images, Con-
trast Limited Adaptive HE (CLAHE) is generally
used to improve the contrast and thus process the
images in advance [43]. In this case, SVM is used
to train various sample features [43]. In contrast
to Random Forest, both the conventional Z-Score
normalization and HE methods work well for SVM
to pre-process the images [35].

3.3. Application areas

ML based computer vision approaches to image
enhancement are becoming more and more relevant
and important [16, 17, 24, 51]. One reason for this
is the broad spectrum of possible applications of the
individual forms of development. In the following,
the areas of application recognizable from the re-
search are presented and the relevance is illustrated
by means of examples.

3.3.1. Low-Light Image Enhancement. The areas
of application of image enhancement are as diverse
as the methods already presented. The most fre-
quently mentioned application area is that of low-
light image enhancement [14, 18, 20, 22]. In this
case, little light during acquisition leads to image
noise and low contrast, which makes further pro-
cessing with computer vision methods such as im-
age splitting, object recognition or tracking difficult
[18, 20, 22, 22]. This is where image enhancement
comes in and aims to make the images both more vi-
sually appealing and more suitable for the mentioned
computer vision [18, 22]. This becomes clear, for
example, in the domain of monitoring public places,
traffic management and driver assistance systems
[14]. It is not appropriate to simply brighten the
low-light image, since the brighter domains will be
saturated, which in turn leads to a loss of detail [22].
In this field of application, HE and Retinex are used,
which are increasingly applied in addition to CNN-
based methods [14].

3.3.2. Rainy Image Enhancement. In addition to
insufficient light during image acquisition, rain can
also severely impair the visibility of outdoor systems
[26, 52]. Due to the increasing interest in improving
images with rain impairments, numerous methods
have been proposed in recent years [26, 52]. Some

work concentrates on eliminating rain in video se-
quences, while others try to remove the effects of
rain on a single image [26, 53]. In both cases,
the main goal is to remove rain streaks from the
images [26, 53]. Since the previous methods have
had varying degrees of success, [26] presented a
solution that uses the so-called Dark Channel Prior
method to remove the rain stripes first and then the
fog [26].

3.3.3. Image Dehazing. Images shot in a hazy en-
vironment such as haze, fog, or smoke often suffer a
significant loss of quality in the form of low contrast
or color change [21, 24, 52, 53]. This occurs because
photons are reflected, scattered, and absorbed by the
object surface as they move in the direction of the
camera [21, 24]. As a result, it is more difficult for
the human eye or outdoor computer vision systems
to detect individual features of the objects in the im-
ages [24, 53]. For this reason, Image Dehazing is an
important topic in the computer vision domain and
has been extensively researched in recent years [24].
In contrast to the classical image enhancement meth-
ods of noise reduction and contrast enhancement,
Image Dehazing aims to reduce or even remove
the haze in the image to achieve satisfactory visual
results [24]. This is achieved by various methods
of HE, such as Adaptive HE or Contrast Limited
Adaptive HE or by Retinex-based algorithms [24].

3.3.4. Lane Detection. According to the European
Accident Research and Safety Report 2013, more
than 90% of driving accidents are caused by human
error [37]. As a result, there is great potential for
the application of ML based computer vision ap-
proaches to image enhancement in connection with
lane detection on roads [37]. An example is the ”fast
learning method” based on CNNs using the Extreme
Learning Machine (ELM) by [37]. In general, lane
recognition consists of preprocessing, detection, and
tracking. The non-improved input images are often
considered unreliable due to the complexity and il-
lumination in road scenes, for example in cases with
shadows, occlusions, and curves [37]. CNNs are
implemented to enhance the input images and extract
the regions of interest (ROIs) before application to
ensure optimal input to the lane assistance software
[37].

3.3.5. Underwater Research. In recent years, un-
derwater research has become more active [54]. For
example, through the study of marine species, the
exploration of wrecks, the inspection of underwa-
ter cables and pipelines, the analysis of underwater
scenes and the search and rescue of human lives
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[17, 55]. Due to the often-limited time and the
limited functionality of the underwater technology,
image recordings are used to carry out the activi-
ties. Scattering and absorption occurs under water
and the images normally have a weak clarity, weak
contrast, blurred or cloudy details and color varia-
tions [17, 55]. [17] addressed these problems using
the Multi-Scale Retinex Framework with advanced
filters and offer approaches for the use of ML.

3.3.6. Military. Image enhancement is also a cru-
cial technique in the domain of infrared filters [6].
Infrared images are mainly used in the military
domain and are of enormous relevance for area
surveillance and target acquisition [6]. Low contrast,
noise, blurred image boundaries or compression ar-
tifacts are unavoidable in images captured with in-
frared technology [6]. Therefore, [6] have developed
an image enhancement method based on HE and
supplemented by a so-called ”cellular automaton”.
This combined application turned out to be a very
effective method for improving infrared images [6].

3.3.7. Manuscript Improvement. Ancient, discov-
ered manuscripts are essential for mankind to re-
construct human history and to understand what and
especially why events happened in the past. Since
the records of the past are usually several thousand
years old, they show considerable damage and are
therefore hardly legible and must be improved for
examination [41]. The damages include, for exam-
ple, deterioration of contrast and general quality of
the paper, which contribute to the unrecognizable
nature of the characters [41]. Therefore, [41] propose
a method for image enhancement based on the Ratio
Rule algorithms in combination with the ”K Nearest
Neighbors” (KNN) algorithms. This application re-
stores the natural colors of the manuscript [41]. The
method described does not lead to an improvement
in the quality of the manuscript, since the paper
logically remains damaged, but it does lead to a
significant improvement in the readability [41].

3.3.8. Medical diagnosis. Liver cell carcinoma is
the most common form of liver cancer caused by
cirrhosis of the liver [35]. Approximately 60% of
liver tumors are diagnosed at a later stage with a
survival time of 6 months [35]. In contrast, tumors
detected at an early stage have a 5-year survival rate
of 70% [35]. For this reason, image enhancement
plays a very important role in the medical diag-
nosis domain [8, 35, 43, 56–58]. The most used
diagnostic method for hepatocellular carcinoma is
computed tomography (CT), which cannot be used
to confirm the diagnosis alone due to gray scale

intensity factors [35]. To counteract this problem, CT
images are enhanced by HE methods such as Con-
trast Limited Adaptive HE or Modified Histogram-
Based Contrast Enhancement. These HE methods
are becoming more and more important nowadays
and are therefore frequently used to improve medical
images [8, 35, 58]. After the images have been
successfully enhanced, they can be trained using the
Support Vector Machine or decision trees to classify
the different sample features [7, 8, 35, 57]. In ad-
dition to the classical algorithms, DL methods such
as CNN are used to classify the features [8]. These
ML methods are currently popular for the analysis of
medical datasets since the classifiers already learned
can also be used to diagnose new patients [7]. For
this reason, ML has become indispensable in the
domain of medical diagnostics [7].

3.3.9. 3D Reconstruction. 3D reconstruction is an
increasingly important topic in computer vision with
numerous applications, for example in the domain
of robotics or augmented reality (AR) [51]. Im-
ages captured by an RGB-D camera often have too
low a resolution for 3D reconstruction because they
are noisy and incomplete, which is where image
enhancement comes in to improve the quality of
the camera image [51]. Numerous researchers have
investigated how DL-based methods can be used to
improve the resolution of depth images [51, 59].
For example, Riegler et al. [59] proposed a method
that combines the advantages of DL with a variable
method to restore the high-resolution depth image
[51]. Consequently, [51] propose a new method
implemented in the DL Framework to achieve a
satisfactory depth improvement.

4. Discussion

In the field of ML-based computer vision ap-
proaches to image enhancement, future attention
will be focused on increasing efficiency in terms of
enhancing individual images, increasing flexibility
of algorithms, as well as decreasing power require-
ments on hardware. When image enhancement is to
be performed, it cannot be directly assumed that
the application used will also produce the desired
results [16, 26, 28, 41]. This is due to the hetero-
geneous initial situation of the individual use cases.
Furthermore, it is often unclear in advance which
methodology will provide the best result, and time-
consuming experimentation with different methods
is used to find the optimal solution [16, 26, 28, 41].
Potential time savings can be seen in terms of in-
creasing efficiency in selecting the appropriate meth-
ods. A large number of the presented methods work
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excellently in their specific application area, but they
are only designed for this one purpose and usually
cannot be applied to different problems. Thus, there
are a large number of methods that solve specific
problems well, but consequently are not adaptable
and transferable to other application domains. This
can be proved, for example, with an algorithm which
was developed for color images and therefore has
a different basic framework than an algorithm for
infrared images [6, 16, 28, 49, 51]. Therefore, there
is a great potential to develop algorithms in the
future that cover a wide range of applications, are
adaptable, and can independently solve different
problems.

The methods presented in this literature review
in the area of ML-based computer vision approaches
for image enhancement often have the problem that
they place high demands on hardware resources and
are thus not usable for the masses [28, 37, 49]. This
is especially the case when real-time applications
are involved [37]. Among other reasons, this is due
to the fact that the individual algorithms have to
perform elaborate computations in order to be able
to deliver the desired results. These high system
requirements can severely limit the application, but
this can be compensated for by advances in com-
puter systems, although it will also be a task in the
future to make applications more resource-efficient
without losing speed and effectiveness. The issues
described should be adequately addressed in the fu-
ture to ensure progress in a forward-looking area of
computer vision. As the field is developing rapidly,
such as in autonomous driving, the development of
the addressed areas turns out to be a basic building
block for a technological future [60].

4.1. Limitations

The limitation of this study was often the trans-
parency of the works to be compared, as not all
of them provided the complete information needed.
Moreover, it was limited to the selected essential
and, from our point of view, most relevant proce-
dures and models, which means that in the future
it may be necessary to analyze other and innovative
procedures, which is very likely due to the immense
development of the research field, also related to
the progress of technology in the field of image
recording.

5. Conclusion

We considered all major peer-reviewed journals
and conference papers - supplemented by a forward
and backward search - on ML-based computer vision

approaches to image enhancement and conducted
a comprehensive literature review. First, the basic,
classical image enhancement methods were consid-
ered, then the relevant ML models, and finally the
potential applications of these. The structure results
from the fact that in practice the ML methods are
often based on the classical methods, evident among
others in the example of HE and Support Vector
Machine and Random Forest, respectively. It also
highlighted research gaps for future research in this
area. Since we limited this analysis to peer-reviewed
sources, it is possible that potentially interesting
work was not considered in this research. Future
work should systematically address the research gaps
formulated.
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