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A significant minimization of Pearson’s 
𝜒2 statistics in 2x2 contingency tables: 
preliminary results for small samples

ABSTRACT 

The Pearson’s chi-square test or 𝜒2 test represents a nonparametric test more used in Medicine, Biology and Social 
Sciences, but it introduces some error for 2x2 contingency tables, therefore Yates introduces a continuity correction. 
This correction produces a very conservative result of 𝜒2 statistics with overestimation of p-value and consequently a 
type II error is very likely. The goal of this paper is to define, with a statistical approach, a significant minimization of 
Pearson’s 𝜒2 statistics for small data sample, based on the concept of the arithmetic mean, that could be a possible 
efficient statistic for reducing the type II error in the calculation of p-value.
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INTRODUCTION 

Frequently in Biomedicine and Social Sciences, the 
researchers applied both parametric and nonparametric 
statistical tests, to define the best diagnostic tool or 
therapy. The nonparametric test commonly used, is the 
Pearson’s chi-square test or 𝜒2 test. This test is based on 
the calculation of Pearson’s 𝜒2 statistics from a sample of 
a population characterized by two o more dichotomous 
variables. For two dichotomous variables, it is possible 
to define a 2x2 contingency table with the frequencies of 
occurrence of all combinations of their levels, considering 
a sample size equal to N. Table 1 shows a generic 
scheme of 2x2 contingency table.

The most convenient formula to compute Pearson’s 𝜒2 

statistic is [1]: 

	          (1)

where r1, r2, c1 and c2, i.e. the totals across rows 
and columns are generally called marginal totals. Using 
the 𝜒2 distribution to interpret Pearson’s 𝜒2 statistic requires 
one to assume that the discrete probability of observed 
binomial frequencies of 2x2 contingency table, can 
be approximated by the continuous 𝜒2 distribution. This 
assumption is not entirely correct and introduces some 
error. To reduce the error in approximation, Yates F. 
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[2] suggested a correction for continuity that adjusts the 
formula for Pearson’s 𝜒2 test by subtracting the value 0.5, 
from the difference between each observed value and its 
expected value for 2x2 contingency table. This correction 
reduces the 𝜒2 value obtained and consequently increases 
its p-value. The formula to compute Yates’s 𝜒2 statistics in a 
2x2 contingency table is [1]:

        (2)

The effect of Yates’s correction is to prevent 
underestimation of statistical significance for small data 
samples. This formula is chiefly used when at least one cell of 
the table has an expected count lower than 5. Unfortunately, 
Yates’s correction may tend to overcorrect of p-value; this can 
implicate an overly conservative result, i.e., the null hypothesis 
(H0) is accepted when it should be rejected (type II error), as 
reported by several other authors, [3-8].

The continuity correction of original Pearson’s 𝜒2 

statistics for 2x2 contingency tables, could be done 
considering a minimization of Pearson’s 𝜒2 statistics. In this 
paper we propose a significant minimization of Pearson’s 
𝜒2 statistics obtained with the numerical and statistical 
approach and based on the concept of the arithmetic 
mean, considering only small samples in this step. This 
study represents the first step to define an optimum 
continuity correction of Pearson’s 𝜒2 statistics for 2x2 
contingency tables.

METHODS

The approach to defining a minimization of Pearson’s 𝜒2 
statistics, is based on the observation that the denominator r1 
r2 c1 c2 of (1), can be interpreted as a geometric mean (G):

	      	          (3)

It is noted that the geometric mean is less or equal to 
arithmetic mean ( X ), [9] 

therefore we can write,

           (4)

where: r1 + r2 = c1 + c2 = N. 
Finally, data were expressed as mean ± Standard 

Deviation (SD) or percentage. Multicomparison test among 
𝜒2

P, 𝜒2
Yates  and 𝜒2

min was performed with analysis of 
variance for repeated measures (rANOVA). If rANOVA 
was significant (p-value<0.05), the Bonferroni correction 
of p-value was used in the pairwise comparison 
[10]. The Binomial sign test was performed to test the 
difference between two paired proportions [9]. A value of 
p-value<0.05 was considered statistically significant.

RESULTS

600,000 2x2 contingency tables were simulated 
randomly with Monte Carlo method [11], and only 9547 
were univocal cases and therefore considered. For every 
contingency table we computed Pearson’s 𝜒2 (𝜒2

P), Yates’s 
𝜒2 (𝜒2

Yates) and minimized Pearson’s 𝜒2 statistic (𝜒2
min), 

assigning to a, b, c and d, the random numbers generated 
from uniform pseudorandom number distribution, under 
condition that the sample size was an arbitrary number 
less or equal to 25 (N ≤ 25 = a + b + c +d) and under 
hypotheses of continuity correction. Therefore the simulated 
distributions of 𝜒2

P, 𝜒2
Yates and 𝜒2

min statistic were defined 
and their characteristics were shown in Table 2.

Notably, by 𝜒2
 distribution with one degree of 

freedom and a significant level equal to 0.05 (α=0.05), 
the correspondent values of 𝜒2

P, 𝜒2
Yates and 𝜒2

min for 
significant tests, are higher than 𝜒2

α = 3.84 (table of the 
values of 𝜒2

 distribution). The chi-square distribution is a 
distinct case of the gamma distribution. It is one of the most 
widely used probability distributions in inferential statistics 
[11]. Therefore under this condition, we compared 𝜒2

P,  
𝜒2

Yates and 𝜒2
min for both significant and no significant tests. 

In Table 3, we reported our results.
By Table 3, the 𝜒2

P  test was significant in 24.40% 

TABLE 1. 2x2 contingency table form.

Column variable
Row variable State 1 State 2 Row totals

State 1 a b a + b = r¹
State 2 c d c + d = r2

Column totals a + c = c1 b + d = c2 N = a + b + c + d
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(2329/9547), 𝜒2
Yates  test in 13.79% (1317/9547), 

and 𝜒2
min test in 17.97% (1716/9547). Particularly 

considering only significant tests of 𝜒2
P, it resulted that 

𝜒2
Yates test was significant in 56.55% (1317/2329) and 

𝜒2
min test in 73.68% (1716/2329). Therefore, considering 

only significant tests of 𝜒2
P  statistic, it resulted 𝜒2

min > 𝜒2
Yates 

(73.68% vs. 56.55%, p-value < 0.0001), i.e., there 
was, on a significant test of 𝜒2

P , a considerable presence 
of significant cases of 𝜒2

min in comparison to 𝜒2
Yates, 

considering small data samples, as Figure 1 showed. 
Additional investigations were considered to verify 

that 𝜒2
min is an excellent significant continuity correction, in 

comparison to 𝜒2
Yates.  

For this scope, we performed both qualitative and 
quantitative analysis. By qualitative analysis (Table 4), we 
compared 𝜒2

P, 𝜒2
Yates and 𝜒2

min values for every simulated 
contingency table.

The observed proportions by simulations, expressed as 
a percentage, were subsequetly compared to hypothetical 
pre-specified percentages [12]. These represented 
significant cut-off rates individuated with optimized values 
of significant levels and power tests, according to 
Machin et al. [12]. In other terms, we found by Table 
4, a very high probability that for small data sample, the 
inequalities: 𝜒2

P  ≥ 𝜒2
min, 𝜒2

P ≥ 𝜒2
Yates, and 𝜒2

min ≥ 𝜒2
Yates 

are verified with percentages upper to 99.80%, 80%, and 
70% respectively. 

By quantitative analysis, we tested with repeated 
measures analysis of variances (rANOVA test), if between 
the simulated distributions of 𝜒2

P, 𝜒2
Yates and 𝜒2

min, there 

were significant differences. It resulted that there was 
a substantial difference among 𝜒2

P, 𝜒2
Yates and 𝜒2

min 
distribution (p-value<0.0001). Subsequently, since the 
rANOVA test was significant (p-value < 0.05), we 
performed the pairwise comparisons, where the different 
measurements were compared to each other, using 
Bonferroni correction, as suggested by Bland M., [11]. In 
Table 5 we report the post hoc rANOVA test results and 
power test (1-β) [12].

Finally to confirm our results and verify the efficacy 
of 𝜒2

min test, a comparison among Fisher’s exact test (FET), 
Yates, and 𝜒2

min test was performed. The Fisher’s exact test 
is an alternative to the 𝜒2

P test, based on the calculation 
of marginal probabilities [13,14]. Particularly the Fisher’s 
exact test, actually is considered the “gold test”, used 
when 𝜒2

P test is not appropriate, i.e., if the sample size is 
small and the expected values in any of the cells of a 2x2 
contingency table are below 5 [4,9,11,13] 

For this step, the significant tests obtained with 𝜒2
Yates 

and 𝜒2
min were all cases with 𝜒2

Yates and 𝜒2
min > 𝜒2

α = 
3.84. Conversely, the significant tests with FET were obtained 
considering a two-tail p-value <0.05 [13]. Therefore under these 
conditions, we compared the three methods for both significant 
and no significant simulated cases, as showed in Table 6.

By Table 6, FET was significant in 17.72% 
(1692/9547), 𝜒2

Yates test in 13.80% (1317/9547) 
and 𝜒2

min test in 17.97% (1716/9547). Particularly 
considering only significant tests obtained by FET, 
it resulted that 𝜒2

Yates test was significant in 77.84% 
(1317/1692) and 𝜒2

min test in 88.59% (1499/1692). 

TABLE 2. Characteristics of simulated distributions of 𝜒2
P, 𝜒2

Yates and 𝜒2
min

Parameters 𝜒2
P 𝜒2

min 𝜒2
Yates

Sample size 9547 9547 9547

Lowest value 0.00 0.00 0.00

Highest value 17.63 17.57 14.43

Arithmetic mean 2.60 2.01 1.53

95% CI for the Arithmetic mean [2.53; 2.66] [1.95; 2.06] [1.48;1.58]

Median 1.27 0.84 0.38

95% CI for the median [1.22; 1.34] [0.80;0.89] [0.35; 0.41]

Variance 10.23 7.49 5.57

Standard deviation 3.20 2.74 2.36

Standard error of the mean 0.033 0.028 0.024

TABLE 3. Test results, for 𝜒2
P, 𝜒2

Yates and 𝜒2
min, considering a significant level α<0.05. 

Pearson’s 𝜒2 statistic
Yates’s 𝜒2 statistic Significant test No significant test Minimum’s 𝜒2 statistic

Significant test 13.01% (1242/9547) 0.00%(0/9547) Significant test

Significant test 0.79% (75/9547) 0.00%(0/9547) No significant test

No significant test 4.96% (474/9547) 0.00%(0/9547) Significant test

No significant test 5.38%(538/9547) 75.60%(7218/9547) No significant test
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Therefore in this case, with 𝜒2
min statistic there is a 

considerable increase about 10.75% in comparison to 
𝜒2

Yates, (88.59% vs. 77.84%, p-value < 0.0001), with 
a probability greater to 99.99%. Instead, no significant 
differences there were between the percentages of 
significant tests obtained with FET and 𝜒2

min test (17.72% 
vs. 17.97%, p-value > 0.05). In other words for small 

samples, 𝜒2
min is less conservative in comparison to 𝜒2

Yates 
statistic, confirming the previous results.

DISCUSSION

The 𝜒2 statistic defined, is a minimization of Pearson’s 
𝜒2 statistics, significant statistically, efficient and very simple 

TABLE 4. Results and percentages on simulation data, among 𝜒2
P, 𝜒2

Yates and 𝜒2
min distributions and cut-off rates with significant 

levels and power tests.

Results Proportion (%) Hypothesis (H1) Significant level Power test 
𝜒2

P ≥ 𝜒2
min

100% (9547/9547) 100% ≥ 99.80 % * (Z) α < 0.0001 % 1-β>99.999%

𝜒2
P ≥ 𝜒2

Yates
86.78% (8285/9547) 86.78% ≥ 80.00% * (Z) α < 0.0001 % 1-β>99.999%

𝜒2
min ≥ 𝜒2

Yates
79.18% (7559/9547) 79.18% ≥ 70.00%* (Z) α < 0.0001 % 1-β>99.999%

* = significant test; Z= Z-test; cut-off percentage = percentage in bold 

TABLE 5. Pairwise comparisons test, after the significant multicomparison rANOVA test (p-value < 0.0001) among distributions of 
𝜒2

P, 𝜒2
Yates and 𝜒2

min with power test.

Hypothesis H1
Mean

difference Std. error p-value 95% C.I. Significant level Power test

𝜒2
P ≥ 𝜒2

min
0.59 0.010 p<0.00001* 0.57-0.62 a < 0.0001 % 1-b>99.99%

𝜒2
P ≥ 𝜒2

Yates
1.07 0.001 p<0.00001* 1.04-1.09 a < 0.0001 % 1-b>99.99%

𝜒2
min ≥ 𝜒2

Yates
0.48 0.007 p<0.00001* 0.46-0.49 a < 0.0001 % 1-b>99.99%

p-value was computed with t-Student test with Bonferroni correction for multiple comparison; 
* = significant test; p =p-value

FIGURE 1. Values of 𝜒2
P, 𝜒2

Yates and 𝜒2
min statistic, for significant simulated cases of 𝜒2

P
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to compute (4). By statistical tests, we observed that for 
small samples, the minimized Pearson’s 𝜒2 statistic in 2x2 
contingency table, reduces the Pearson’s 𝜒2 value, but it 
provides to active correction in comparison Yates’s 𝜒2 value. 
In other words, it seems to be more conservative compared 
with Pearson’s 𝜒2 statistics, reducing the type I error and less 
cautious in comparison to Yates’s 𝜒2 statistics, reducing the 
type II error. Consequently, it increases the power of the test. 

These results were confirmed, comparing Fisher’s exact 
test with Yates, and 𝜒2

min test. Considering only significant 
tests, we observed no significant difference between FET and 
Minimized chi-square test (17.72% vs. 17.97%, p-value > 
0.05) while a significant difference was found between FET 
and Yates chi-square test (17.72% vs. 13.80%, p-value < 
0.0001). Notably, there was 2.3% (217/9547) of cases that 
were significant with FET but not with 𝜒2

min test. In these cases, 
we observed that the 𝜒2

min test fail if in contingency table there 
was in any of the cells an expected value less than 2. 

Vice versa in 2.03% (193/9547) of cases, we had 
a significant 𝜒2

min test, but not FET. In these cases, no 
evidence was observed from the data. In both cases, more 
frequently were found, for a statistical analysis that fails 
between 𝜒2

min and FET, values of 𝜒2
min and p-value near 

to significant level (𝜒2
α = 3.85 and α=0.05 respectively). 

We conclude that for small samples, the performance 
of Fisher’s exact test and 𝜒2

min test were statistically 
equal. Therefore, based on the results obtained here, the 
𝜒2

min statistic, could be used to define an efficient 𝜒2
min 

distribution, to minimize the continuity correction problem.
The objective of further developments will be oriented, to 

define a minimum 𝜒2 distribution, to improve the approximation 
of the discrete probability of observed binomial frequencies in 
2x2 contingency tables with 𝜒2 distribution.
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