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ABSTRACT

Background: It is never easy to make sample size calculation for two-arm, non-inferiority studies with a primary
proportion outcome not only because the different parameterisations involved in the difference, ratio, and odds ratio
models lead to different non-inferiority margins and different sample size results, but also because of the different
efficiency of the respective sample size formulae.

Methods: According to a formal statistical approach, we showed how fo express the non-inferiority margins of the three
models by keeping the probability (success or failure) of the standard treatment fixed (considered as “known” in the
planning phase of a frail), and equal under the null and allernative hypotheses as the statistical basis for sample size
caleulation.

Results: We have obtained the sample size formulae and their respective power formulae for the three considered
models both for success and failure probabilities. A sample size table for non-inferiority success studies is reported
for illustrative purposes. In addition, we have compared the sample sizes from the three models by means of graphic
and theoretical approaches and we have shown their asymptotic relationships.

Furthermore, we have obtained the formulae for switching among the three considered models. Finally, we have
correct some previously published formulae for sample size calculations.

Conclusion: The clearly separate approach to the probabilities of success and failure of the three considered
models shown in this paper makes it possible to switch among them consistently and equivalently and to choose the
probability formulation for the most parsimonious model.

Key words: Clinical frials, Sample size calculation, Non-inferiority studies, Success and failure probabilities,
Difference, ratio, odds ratio models
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1. INTRODUCTION

Non-inferiority controlled clinical trials having the proportion of success or failure as the primary outcome are increasingly
being carried out particularly in the fields of cardiology, oncology and antibiotics and their ethical nature [1,2] nowadays
has fo be taken for granted.

The opposite roles of the null (H,) and alternative hypotheses (H,) makes their rationale a little counterintuitive and their
statistical testing not easy as it has been showed firstly by Dunnett and Gent [3], as a formal statistical significance test or
from the exact confidence intervals of the odds ratio according to Gart [4].

Furthermore, the choice of the maximum difference that is not clinically/biclogically relevant leading to an Experimental
drug being considered “non-inferior” (i.e. the Non-Inferiority Margin: NIM]) is central to the scientific and ethical plausibility
of a non-inferiority trial and the validity of its conclusions.

We cannot consider in detail the suggestions about the choice of the NIM given by regulatory guidelines [5,6,7,8,9],
the discrepancies between the FDA and the European Medicines Agency ([EMA|] guidelines for trials in diabetes mellitus
[10,11] and in infectious diseases [12,13,14] together with the methodological attempt to reconcile them by Réhmel [15],
and the several proposals, based on a percentage of the expected difference between the standard and the placebo,
suggested, among others, by Holmgren [16], by D'Agostino et al. [17] by Snapinn [18] or by Pigeot et al. [19]. Finally,
further recent insights are in Hung et al. [20,21], Wiens [22], and Tsong et al. [23].

At least, it has to be stated that the choice of the NIM has to be based on clinical and statistical criteria, that the NIM
has to be lower than the smallest difference between the Standard and placebo, and the NIM has to be justified, on the
fact that the Experimental (which is expected to be non-inferior) clearly has a real advantage over the Standard (easier
administration, fewer adverse events because of its biclogically welldocumented mechanism, lower cost, etc.) [24].

In addition, the choice of the NIM in two arms frials (without a placebo for ethical reasons) has to fulfil “assay sensitivity”
(the Experimental is efficacious in the sense that it would be superior to placebo or the previous standard) and the “constancy
assumption” [the Standard effect remains the same) [17].

A second aspect is the parameterisation of the NIM. The odds ratio scale has been supported by Julious [25], Garrett
[26], Senn [27], Tu [28], Siegel [29], Kaul and Diamond [30] by Wang et al.[31], by Chow et al.[32] who showed some
sample size calculations for equality, non-inferiority /superiority and equivalence frials in the context of parallel and cross-over
designs, and, finally, by the FDA guideline [8], but only in the case of a lower event rafe, or when the reference treatment
is expected to have response rafes near 0% or 100% according to the CPMP guideline [6].

However, it is necessary fo consider the impact of odds ratio parameterisation on sample size calculation and, in the
words of PASS®[33] “As a rule of thumb, the difference is best suited for those cases in which 0.20<P< 0.80", taking also
info account that this scale is more familiar to clinicians.

In this paper, we consider the parameterisation of the difference (D, the most familiar to clinicians), the ratio (R), the
natural logarithm of the ratio [LR], and the odds rafio (OR) or, better, the natural logarithm of the odds ratio [LOR].

Furthermore, as a third relevant point there is still no agreed opproach to sample size calculation for the case of the
difference between two proportions.

Apart from the papers of Makuch and Simon [34], Blockwelder [35] dealing with the sample size calculation for
the comparison of two proportions of success in non-inferiority studies and the papers of Blackwelder and Chang [36],
Heiselbetz and Edler [37] providing graphs of the sample size and a computer program, respectively, we want to draw the
aftention on the Farrington and Manning's paper [38] owing to its relevance.

Indeed, Farrington and Manning [38] considered three methods of obtaining the approximate variance of the difference
between two proportions under the null hypothesis of a non-zero difference; i) the “observed values” of Dunnett and Gent
[3], Makuch and Simon [34], and Blackwelder [35] [method 1); ii] the values obtained from the “fixed marginal totals”
of Dunnett and Gent [3] and Rodary et al.[39] [method 2); and iii) the values obtained using the “maximum likelihood
estimation” such as the solutions of a cubic equation according to Mietftinen and Nurminen [40], but disregarding the
ferm (N1-1)/N1, which is negligible in large samples (method 3). It has to be pointed out that method 3 has also been
proposed as a means of overcoming some of the serious drawbacks of the first two methods: the poor coverage of method
1, and the fact that the values obtained from the constrained estimation under H; of method 2 have fo satisfy some easily
violated inequalities [38]. Farrington and Manning [38] also showed the sample size calculations for a non-unity relative
risk using the three methods, and included a sample size imbalance that is equal to the ratio between the sample sizes of
the Experimental and the Standard.

However, in Farrington and Manning's paper [38] there is not clear distinction between the probabilities of success
or failure (being positive or negative the noninferiority margin of the difference and more or less than 1 the non-inferiority
margin of the ratio), some of the considered scenarios are better suited to the H, formulation of a “superiority fest” according
to Chow et al.[32] and the sample sizes shown in Tables | and Il [38] are not reproduced by using the PASS® software
[41,42,43] since it is not pertinent to calculate the sample size in the case of the probability of the Experimental greater
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than that of the Standard (compatible situation with a failure probability) with a non-inferiority margin negative instead of
positive and the same applies to some cases with a rafio<1 instead of >1. Finally, the sample size allocation ratio of 3/2,
even if it was chosen for illustrative purposes, it is misleading leading to an unusual situation of a larger number of patients
in the standard group.

Farrington and Manning [38] did not compare the sample size results of the difference and rafio parameterisations of
H,. However, as can be seen from their Table II, method 1 almost always requires a larger sample size for the rafio than
methods 2 and 3, which give similar sample sizes; in the case of the difference, method 3 is generally the most demanding
in terms of sample size, with methods 1 and 2 (when feasible] being similar to each other.

Farrington & Manning's approach [38] has been implemented by Machin et al.[44,45,46] instead of the Makuch and
Simon’s approach [34] previously adopted [47]; however, the sample size calculation Formula 5.4 [44] and Formula 9.10
[45] and the sample size values reported in Tables 5.1[44] and 9.3 [45] are correct only in the frivial but most frequent
case of an equal allocation rafio (see Appendix 1, paragraph 1.1). However, the above formuloe have been corrected in
the last (4") edition of Machin et al.’s book [46].

Furthermore, Laster and Johnson first considered sample size calculations for non-inferiority trials with quantitative outcomes
[48], and then, together with Kotler, for the rafio between Experimental and Standard probabilities [49]. They compared
the results obtained from the parameterisation of the rafio with those obtained from the parameterisation of the difference
as proposed by Blackwelder [35] and showed the conversion formula from the H,, of a ratfio info that of a difference for
both success and failure probabilities. However, in the case of success probability, the conversion formula is sensibly based
on the probability of the Standard since it has to be considered as absolutely known at the sample size calculation step:
whereas, in the case of failure probability, the conversion formula is based on the probability of the Experimental according
fo a not shareable approach, in our opinion, since the NIM depends on the probability of the Standard. Then, by inverting
the rafio (the Standard divided by the Experimental probability), they obtain a ratio of <1, thus leading to sample sizes that
are smaller than those obtained for the difference parameterisation (the problems related fo this questionable approach is
discussed in Appendix 1, 1.2 paragraph). Furthermore, their sample size tables (Table | for success probability and Table I
for failure probability] show rafio values of >1 between the frue probabilities, thus leading to an expected superiority of the
Experimental in the case of success probabiliies, which is, obviously, not suitable for a non-inferiority trial. The same is true
for rafio values of <1 in the case of failure probabilities.

Other papers on particular aspects of non-inferiority sample size calculations that are worth mentioning include those of
Julious and Owen [50] even if the formulae attributed to Farrington and Manning's [38] maximum likelihood estimates and
the confidence inferval of Wilson's score [51] are not correct, leading to much larger sample sizes, Julious” book [25] in
which it is used the Blackwelder's approach [35], Chan [52], Rohmel and Mansmann [53], Chan and Zhan [54], Kang
and Chen [55], Chan [56,57] with exact methods for calculating exact significance levels, de Boo and Zielhuis [58] with
their approach for obtaining the smallest total sample sizes when using the exact method for unequal sample sizes in both risk
difference and relative risk situations, and, finally in the confext of failure probability, Hillon [59,60] provided an algorithm
for identifying the optimal imbalance between experimental and standard groups in order to obtain a minimum total sample
size, although it has to be pointed out that a standard ratio of, for example, 2:1 or 3:2 is preferable.

However, there are no published comparisons of switching among the three models of difference (D), rafio (R] with
its logarithm (LR), AND odds ratio [OR) with its logarithm (LOR|, taking into account the different parameterisations of their
statistical hypotheses and non-inferiority margins.

The aim of this paper is to show how to switch among the models of the difference (D), rafio of two probabilities (R),
logarithm of the ratio [IR], and the log transformation of the odds ratio [LOR] for the probabilities of success and failure,
and to switch from the probability of success to the probability of failure for the sample size calculation and the power of
statistical significance tests.

In accordance with general methodology, we have consistently and equivalently formulated the different NIMs pertinent
to the parameterisation of the models by starting with the probability of the success or failure of the standard treatment, which
is assumed fo be known during the planning phase of a study and, unlike the probability of the experimental freatment, is
independent of the non-inferiority margin fixed by the researcher. We have used the same approach to switch between the
probabilities of success and failure. Then, we have compared the different sample sizes calculated for the considered models
in order to choose the most parsimonious.

2. METHODOLOGICAL BACKGROUND
2.A. Success probability

let us consider two independently binomially distributed probabilities, with 715 and 71 as the true success/
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favourable outcome parameters: the subscripts “S”, “St" and “Ex” respectively stand for Success, Standard treatment and the
Experimental new treatment, which is expected to be “not inferior” to the Standard.

T l=a
s m= El.i"ll[.ﬂ'j .'.':!"I_'II__.!I]'] with cI'E = -ﬁ.—_s'.l_{. _E:EE_}

fig o
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In order to adopt a unified approach to the statistical significance test and sample size calculation, let us define T, the
statistic of inferest: i.e. the difference between two success proportions (D), their rafio (R) and its natural logarithm (LR), their
odds rafio (OR) and its natural logarithm (LOR), and assume that the distribution of T, can, under suitable conditions, be
approximated to a Gaussian distribution with mean value (Mg ) and variance (62, ). F|no||y as the expecfed value and
the variance of T, are different under H, and H,, the subscript * ?{ “and "H," will be’used: i.e. purg 1, and % 1o under
Hy, and prg p, and % Ha under H,.

2.A.1 Formulation of the H_ and H, hypotheses

With 0, the parameter of interest and 6, ¢ the maximal clinically/biologically irrelevant threshold (the nonvinferiority
margin), the non- inferiority hypotheses are:

H,:0<6

o_sfor inferiority

H,:65>0

o_sfor non-inferiority

2.A.2 Statistical significance test

Given the above formulation of H,, the non-inferiority stafistical test will always be one-sided (on the right) with an
approximate test function given by:

=10 5 2(0;1) (2.A.2)

Defining t, as the sampling value of T, and with a significance level of a = 0.05 two-sided (or, equivalently, 0.025 one-
sided), H, will be rejected if 2>z, , ort >TC where t_is the quantile delimiting the critical region: te =iy 1, + 2102075 g
However usually, the non- mfenomy H, hypothesw is rejected if the lower limit of the 95% confidence mtervoP@C the difference
standard minus experimental is greoter than the positive non-inferiority margin. The rejection of the null hypothesis would
make the non-inferiority of the Experimental the most plausible conclusion.

It should be mentioned, in accordance with the definition that H, is greater than or equal to the non-inferiority margin,
that statistical significance occurs when the test statistic is greater than the corresponding quantile of the Z distribution;
however, in the case of continuous variables, this clarification is pragmatically irrelevant.

2.A.3 Sample size calculation

The rationale underlying the sample size calculation requires the simultaneous occurrence of two events: a stafistically
significant result under H ) and the rejection of H, under H, (defined as the power of the fest):

PIT, >tlH \<a/2 and P|T, >1lH, }21-8

Solving the basic inequalities for t_ gives:
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and:
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Note that z, has been replaced by -z, because of the symmetry of the Z distribution.
Finally, by equating the above expreSS|ons fo t, the sample size can be calculated using the following general pivotal
formula:

then :

SO,y T E1- 0T 0, S Mr w, ~Ho w, (2.A3

which has to be explicitly solved for the sample sizes of the Experimental (n, . ) and the Standard [n, ).
Affer having put n, ¢, = kn ., the following quantities can be defined in a convemenﬂy simplified form’ [n
included because it is the solution of the sample size formulal):

s b IS explicitly

L]

""J'.» o By F.-ﬂi". P Vi, iy =My T g
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In this way, the general equation becomes:
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| = =
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which, resolved by n; ., gives the general formula for the sample size calculation of the Experimental:

{-"'1 " u“"':,n, +I .:l*.,l"".r,,rf,}

{-"—"r R _.'r.)

(2.A.3.1

L

This formula has to be appropriately adapted to the parameters of the considered models and, in order to allow for an
unequal allocation, the ratio of the two sample sizes (k = ng ¢ / ng .| has to be calculated, with ng ¢ being calculated as
k-ng ¢, rather than by using an ad hoc equation similar to 2.A.3.1.

2.A.4 Power of the statistical significance test

Given that =g g * 1.5z u,, the power (1-B) of the stafistical test under H, is given by:
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In oddition, the power of the test can be more intuitively obtained by means of the sample size calculation formula resolved
by z,,, and then by calculating its corresponding probability value (1-):

% ,r-qlll"".;; i, = I:i'rrI ", _-Hll_ i, ?'J:_:I-J J".II"'.I:J My =
- [—
o Mt Rl oy 1 gl ) s
\ﬁr;. I,

2.B. Failure probability
The failure probabilities of the Standard and Experimental are respectively indicated by 11, ¢ and 11, ., and the sample

proportions (p;) are independent, random binomial variables. The theoretical derivation is very similar and, consequently,
has been moved to the paragraph 2.1 of the Appendix 2 of the supplementary material.

3. MODELS FOR THE COMPARISON OF TWO PROPORTIONS
3.A. Success probability (the corresponding treatment of the failure probability is shown in the supplementary
material, paragraph 2.2 of the Appendix 2.).

For each Model, we give the null (H,] and altemative (H,) hypotheses, the sample distribution, and the formulae for
festing H, and calculating the sample size and power.
3.A.1. First model (Model 1): Difference between two success probabilities:
3.A.1.1 Null (H ) and alternative (H,) hypotheses

s becomes Drue_s=Dr_s=Ps_gx—Ps_gas the difference between the two true probabilities,
is the non-inferiority margin (the Greek lower case letter is adopted because it is widely used in the sfafistical

The general parameter 6
and 8, ¢
literature).

The non-inferiority hypotheses are:

H P < 05— DT_S <5

0 Pse " Tog 0.s

Hy Pse Py >0,5 D> 0,

where O < 0y < |

As 6, ¢ is positive, a negative value 8, ) is given as it is expected that 1T . < 71, 1. In addifion to these theoretical
limits, the upper limit of 6,  depends on 11 ¢ and is the value of “no clinical/bioclogical difference” compatible with the
non-inferiority model. If the lower limit is too near to zero the sample size would be so large that the study would become
unfeasible.

The null hypothesis {H) is the hypothesis that the difference is less than a negative non-inferiority margin (-6, ¢), and the

alternative hypothesis (H,) is the hypothesis that the difference is more than the nonvinferiority margin, and can consequently
be pragmatically considered as clinically or biologically irrelevant.
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3.A.1.2 Sampling distribution

It is necessary o consider that, under H, the sampling disfribution of D; is shifted: &= w - #s 544 s . Under suitable
conditions (generally, large sample sizes) it can be approximated to a Gaussian disfribution with mean value and standard error:

fﬁs_ﬂr{l '”S_E-r]l +?f.¢_34'[1 '*‘1':.'_&]

1| ”ﬂ.s_ﬁ_': g &

Hpe =&g p—xg g+ 5 and op. =

lts expected values and variances are different under H, and H,, as will be emphasised by using the subscripts _H
and _H,. Under H,, we have:

0

Bpe g =85 B Ho~%5 & Hy —f"n_s={ﬂﬁ_m_ﬁu—ﬁ1_.~']—ﬂs_5r_ﬂu+§u_.5-='3'
0
arad
a2 _ﬂ'ﬁ'_ﬁr_uﬂil'”5_&;._#.;}4_”’3_5_1':'“.[:*'H:r_s.-_H“}
o5y oy ks flog @

and under the nonvinferiority H,, we have:

Hpg g, =%8 B Hy %5 5 Ha 0 §=85 o~ Fe 5wyt g>0

e

3 BN H_;{I_#S_E.r__u_q}'_'f.? .S“r'[l_'*'s 5 ﬂﬂ

iy =
3 _Hy
o Dy g Aoy &

As also pointed out by Farringfon and Manning [38], it has to be remembered that the unknown probabilities 77

and Ti., in the formulae of the variance under H, have to be replaced by the estimates obtained using the observed values
(method 1), the values obtained by fixing the marginal totals (method 2), or the maximum likelihood estimates (Method 3).

3.A.1.3 Significance test

The inferiority H, is rejected at the a/2 significance level if:

Dy - i, Hy Ps B=Ps sty s {‘TS_E:_HU s &B_Hy "‘iu_.i']
--—E-r ------- =P Eogz l. R— = * T ara
Oy Hy Hr_,::_ﬁ,,{l '-’f.'.-_ﬁx_.lf"_] A H.H'_.\T_H{.{_I ‘?T.n-:_::r_H"}
oy E fos =

or:

Ps gc—F5 % -|:-*-".'._ & Hg -ffs_sr_:f,}

Ty Ex_Hp [l_mﬁ'_f-'_""'_ﬂ}_'_"-'-'_#'f..lﬂ:!“ — &g .\T_Jlﬂ!

Aoy mx Moy g

L )

However, a general and easier approach fo all of the models is to consider H, rejected when the lower limit of the
95% confidence inferval is >0, , (the non-inferiority margin).

3.A.1.4. Sample size calculation

let us define the sample sizes in the two treatment groups as Ny~ and Ny with | = n, /n and:

s _E
- = S st D

s -t S _Ex
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Applying formula (2.A.3) at an a/2 significance level and (1-8) power gives:

-

F‘;'I.'i My =}IT..E'_H| [l_ﬂ-"-‘ £x H1]+
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The denominator of the second term is due to the fact that the expected value of Hbs_y is zero.

In the case in which Ts_gx_ny =Ts_ex_Hp =Ts_ex, and Ts_g¢_py =Ts_st_ny =7Ts_st, the calculation formula is even
simpler:

=
{fj-.zz"'zt-.uf[ns :i'r'{kﬂ'.-: 5:]_‘_:5 E:{l'ffs &]]

o = (3.A.1.4 Bis)
0 &~ 2
{-’r:f_n- — &y gyt ﬁ;,__..-]l

A further simplification is obtained when k = 1 and Ts_ex =Ts_st, because the denominator is given by 8, ; squared.
The pertinent probability estimates for the sample size calculation have to be entered in the formula. )

Formula (3.A.1.4) allows different expected success proportions for the Experimental and Standard, and both Formulae
(3.A.1.4) and (3.A.1.4.Bis) allow a different sample size for any k, although k <1 in clinical research as the imbalance is
due to randomising more patients o the Experimental in order to obtain more precise estimates.

Once again, it is necessary to use the estimates in accordance with one of the three approaches described by

Farringfon and Manning [38].
Example 3.A.1.4. [the estimates are calculated using the Farrington and Manning's method 3 [38])

Assuming 1T, o = 0.65 and 11 e o, = 0.65, and hovmg fixed the nonvinferiority margin (6, ;) at 0.075, with a
twosided 5|gn|f|conce level (a) of 0. 05 leading to z, ,,= 1.96, and a power (1-f] of 0.90 |eoo||ng o a z, ~1.2816
with (z1 w27 )2 =10.507971, the sample size for the exper|mento| group, which is equal fo that of the sTondord group
k=1)is eomfy obtained from Formu|o 3.A.1.4 asny . =849.98 = 850.

It is worth repeating that, in non-inferiority settings, a very sensible starting point is to put Tg ¢ =TT ¢, thus assuming
that the Experimental is at least as effective as the Standard, because this is in line with the equipoise position that allows
ethically feasible randomised controlled trials. If the effectiveness of the two drugs is considered to be different, adding the

nonvinferiority margin (9, ) could lead to a clinically relevant total difference that is unsuitable for a nonvinferiority study.
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3.A.1.5. Power calculation

Under the alternative hypothesis that D, ¢ > the power of the above fest is:

OS’

# e Y
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Alternafively, solving z, ; and then calculating the probability value of this quantile, we have:

{"T.'\- £ _'#:'C_.\.' W, +§II ] }."IJT_.;. ] l"'llllﬂ-': i _if, {I_#.'h Xy ll'lj"' ‘T"'.__‘5_"|'- |:l F;T.:-k-"-’}

k
Ty, (1= ) (3.A.1.5.Bis)
&

L=

then, |- F=d(z )

3.A.2. Second Model: ratio between two success probabilities (the term “relative risk” should be restricted to the ratio
of two failure probabilities).

3.A.2.1.1- Null (Ho_s) and alternative (H A_S) hypotheses
_Ts
The general parameter 6, becomes Rr_s= e o With Ry ¢ the non-inferiority limit of R
hypotheses are: - )

¢ s and the null and alternative

As it is expected that 11, . < 1T, ¢, we have O <R, (<1.
The null hypothesis (H, ) s the hypothesis of |nfer|or|ty given by a ratfio that is less than the non-inferiority margin R, ,

and the alternative hypothesw (H,) is the hypothesis of a ratio that is more than the non-inferiority margin and, consequently,
a clinically or biologically imelevant value.

3.A.2.1.2. Sampling distribution

p

It is necessary o consider the sampling distribution of Rr_s=="== and, in accordance with the second formulation of the
above H; and H,, we consider a sampling distribution of Rs= ps B Ro_sPs_g with an expected value E,) and standard
deviation (o respechve|\/ given by:
. AF

. Ty h“‘-”"‘. r ~ my omll-wy g
E(Ry;) =M T ®g gy My o 4 aread Dpp = _—_::I*'H_n_.'. #
s m &5 &

Under suitable conditions (generally, large sample sizes), the statistical test can be referred to a standardised Gaussian

distribution [Z(O: 1)]:
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R - e e w— T T
5 = Mg #E[ﬂ.i]—} F5 _Ex Rn_:aﬁ’a._:u {E_r_: Ru_.s a:_xr]

o - .
Ry Ty g7y E:] : fg gyll-xg sr}
' n

=Z(0,1)

"Rs By Ry

3.A.2.1.3. Significance test

H, at an a/2 level of significance is rejected if:

Re —Hpe iy i
—aF
Ty _Hg

Ps g~ .TPE__.ﬁ'{‘T.E Fx Hu‘Hﬂ 555 .';r_rm] S8, s (3.A.2.1.3)
=T

|[ﬂ'.l: Ex H[,{l-ﬂ'.n' Ex H.]} Ty & H..;,{]-’fs 5 H,;,]'

+Elu F;
R3% B N By @

3.A.2.1.4. Sample size calculation

let us indicate the sample sizes of the two treatment groups as ny . and nge o with k = Ne, /M and:

l--'j.l =n, "G:'. =y, .__[I'.I':. [1'-' #5_?,}1_,1"_«3#_7_,,{[“#5_5:]]:

Ry Ana

=5 o 1-5, ﬂ}m;__:w

k

which, under H; and H,, respectively become:

l_"’:_aﬁ.}
k

» {I “'ﬁ B, {l“’fs_.ﬂ_u,}
Y, s ma, \1= ’Is_sr_ﬁ,} & ?

Ty |
T 1 W3,
Yo v, = T mon, {‘ X o i, ] + Ry

Using Formula (2.A.3), we have

l;, ...-a-,‘l:r.é‘, L ur*'jr. M -.JTI

|
i [‘.l'i g Mg nll}l

r - = Ii T (B.A2.1.4)
|i;"”'i" T L P ._nl.!"* -.a) i .r'lln T L T LT j"'u“a .ol

T
|:’|'J = ..-."-"i ¥y .'nul_..f

In the case of #5 & my=% @ p, %5 & and T % w4, =%% & w, =% &, Formula 3.A.2.1.4 becomes:

5 5 {]—Fs_.s'r}]

{zl—.;*'ft—f}z "5'_5;'[1_*"3_&]*&2&‘.3 k

PRy &= (3.A.2.1.4.Bis)

{53 e —fg s75 .'.#]2

where krﬂﬂs_.ﬁ' -"'H_!I,.__E: _}EE.'Z_.'E! =k-n35._£&
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Example 3.A.2.1.4 (the estimates are calculated using Farrington and Manning's method 3 [38])

Assuming T o = 0.65 and 11, . = 11, = 0.65 [or R, .=1], and hoving fixed the nonvinferiority margin as R, ¢ =

O 8846154, the two-sided signiﬁco_nce level () at 0.05 leading z,,,, = 1.96, and power (1 = p] = 0.90 leading to a
= 1.2816 with [z, ,+2, )* = 10.507971, the sample size for the Exper|mento| which is equal to that of the Standard
(k = 1) is easily obtcuned from Formula 3.A.2. 4 as Ny ., = /57.52 =~ 758.

It should be noted that the above conditions correspond to those of Example 3.A.1.4 for model 1 as R,  is obtained
from 8, ; by means of the conversion formula: R, ¢ = (1T ¢ -0, o / T . In this case, the sample size of 758 in each treatment
group is much lower than the 850 obtained using model 1.

Finally, it should be pointed out that, if R ¢ is rounded to 0.885, n, . = 762.89 = 763: i.e. an increase of just
fourfenths of a thousand in the nonrinferiority margin expressed as the ratio leads to an increase of five subjects in each
tfreatment group.

3.A.2.1.5. Power calculation

Under the alternative hypothesis that R; ¢ >R, ¢, the power of the above test is:

1- = IH:l[F'IQ'cl'l',.| J"i'ﬁ"l'lll'll.ln'h His A

ey
i it

1 k]
b Rt M 5w n 1 75 s ma) =1 smll-msml| (34075
| L "R &

=g

| lf'. Ec M I.{-I -85 ln,}_-'z': fl ""_I_I:I' L |r|:|

|
i "‘.I;, i gy & |

Alternatively, by solving z,, and then calculating the probability value associated with this quantile, we have:

— Ty w =g
[-f.'. o T I |.l_4:|-,,||"'-"!1 [ '-'1q.':."||-"'.'. Kr u;.{‘ s .'.-_nuﬁ'ﬂalr_'. : "ql:‘: B hu]l

="|j' |
x: 1-m
R i 1=F5 g ﬂa]"""'?n 4 £ -“”.l[“ L E'J'fl_:

(3.A.2.1.5.Bis)

1.l'-""-l'-"11|.-I

3.A.2.2.1. Second Model Extension: (natural) logarithm of the ratio between two success probabilities.

With R, =In(R; o) and LR, =In(R, ), the previous null and alfernative hypotheses conceming the ratio between two
success proboblhhes are re-writien with he log-transformation as:

Ho:LRr s<LRg s
Ha:LRr s>LRy s

As O< R, <1, we have IR, 5 <O.

3.A.2.2.2 Sampling distribution

It is necessary to consider the shifted sampling disfribution of [Re=In(P;  n(Ps GHR,  The following formulae show the
expected value E(IR ], with the standard deviation (o) being calculated using the de|to method
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1/2
T=mg & 1-x
‘E[LRS:I':FLH‘S H!"{‘T.T_Et]_hiﬂs_g}—fﬂn_s e cruj, = 3 £ & 55t

MRe 5 "F B MiRig o5 &

For large sample sizes, this distribution can be approximated to a standardised Gaussian formula

LRy ~B(IRs) _;0,9) -, Lo ~[n(Bs m) (s 5)Lho 5], 4
T ' I

1—.?!'.5' Ex ; 1—?[;.- e

Rrog g5 i PRy o758 &

3.A.2.2.3 Significance test

The null hypothesis is rejected at a a/2 level of significance if:

LRy ~Miry #, i By LRy _["" {HT_S}_ LRy _5]

3 = 1 - =gz
Tike 1y J — 85 _Ex Hpy 4 —Ay & Hy

LRy g5 _Ec_Hp

TRy &S % _Hy

3.A.2.2.4 Sample size calculation

let the sample sizes of the two treatment groups be n

ks And Ng o with k= N /M, and:
- FIe” = 1"#“:1 + 1"'"1'.-:.-n _1"’Tse£-r+1_fs&
F"'EJ _nul F =1 bRy T Hr"":. = o k
[T 'E.r_a:-. ”r.r, - 'H.'.'__'n Ej:_m 'n.'.'_.'a-
which, under H; and H, respectively become:
A -y 1 Ty & R,
LR
e Tyeeom, LEE
: =y mn, 1 =Fsgu,
By gy
LN '#31.1!{ *-'ES.E:IH_‘
From the general formula 2.A.3, we obtain:
{21 c?’?yllpfﬂ'v ag T ﬂ\‘]lvz-ﬁ's Ha
Pikg & =7 T
('u”’ﬂ Mg LS Hﬂ}
o - «& 3.A224
1-r5 & Hp 1-%5 @ i |['l By B 1-%5 oow
T4arl —— R 7 4 4 == 4
W5 _Ex_ Mg t'-'fs'_.ﬁ_ﬂn

e,

1|,| 5 _Ec_ily "'ﬂs_sr_fr,f

B2
[Fﬂ{ﬂ: ity )-infas_ -"’l'”:l] LR"-"]

Again, in the case of Ts_Ex_Hg =Ts_Ex_Ha =™s_ex, and mtg g w, =Ts s_n, =Ts_g it is sfraightforward to obtain
the simpler sample size calculation formula.

Example 3.A.2.2.4 (the estimates are obtained using Farringfon and Manning's method 3 [38].)

e1326512
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Assuming TTg ¢ = 0.65 and 11 =TT o = 0.65 [or R, ¢ = 1), and having fixed the non-inferiority margin L,  =-0.1226,
a significance level (a) at 0.05 twossided leading to z, ,, = 1.96 and a power of 0.90 leading to a z ;= 1.2816 with
(z,. w2t z,,)* = 10.507971, the sample size for the Experimental group, which is equal to that of the Standard group [k =
1), is easily obtained from the formula 3.A.2.1.2 as Ngs ¢, = /52.80 = 753.

It has to be noted that the above conditions correspond to those of Exomple 3.A.1.4 of model 1 insofar as R,
obtained &, ¢ by means of the pertinent conversion formula: R, ¢ = (1T ¢ b, (/T i and Ly ¢ = In(R, o) = In[O. 884()45)
0.1226. In this case, the sample size of 753 in each treatment group is a litlle lower than the 758 reqU|reo| by Model 2,
and much lower than the 850 required by model 1

3.A.2.2.5 Power Calculation

Under the alternative hypothesis that L, ¢ > L, o, the power of the above test is:

R
Hik ~Hikg 24 a%LR g '
1= fuo [._*".-‘."_* 5.-1”."] a” A8 _Hg
I:Fu'l'. ."I"l.'I _JI
| 1-a 1-= 3A2.25
['E-'E Ex_#q—Rg_5Ts .-'.-]'—:f_,rJ Tty Lt (3.A.2.2.5)

’ Rike %8 _Ex MRy 575 %

| %5 5w, 1—-'2’5_;-

1|I”.I.R_-. ETE D iy Toee 55 m

Alternatively, Formula 3.A.2.1.4 can be straightforwardly solved using z,, after which the corresponding probability
value can be calculated.

3.A.3. Third Model: Odds ratio (OR,) of two success probabilities and its (natural) logarithm (LOR).

The comparison of two success proportions can also be expressed using the odds ratio (OR), with the true odds ratio

(OR; )

w . ) e
(ORr_s): ORp = I -
* mg g/ 1Ay g

and OR, ¢ as its nonvinferiority margin.

3.A.3.1 Null (H) and alternative (H,) hypotheses

The non-inferiority hypotheses in terms of the odds ratio are:
Ho:OR; s<ORy s
Ha:ORr s>ORy s
with O< OR, ¢ <1 as it is expected that 11, . <TT
Of course, The actual limits are the values compatible with the non-inferiority seftings and, consequently, the “clinically

or biologically irrelevant difference”.
The sample odds ratio (OR,) is given by:

ORs = Ps_ex / Ps_ s _ pS_Ex/pS_St
1-ps 5/ 1-Ps ¢ Us ex/ Us_ s
However, it is better fo consider its natural logarithm, given by LOR, = In[OR,] because of its more suitable distributional
properties: consequently, we have LOR; ¢ = In[OR, (] and LOR ¢ = In(OR (| with the hypotheses:
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Ho:LOR; g<LOR; g
Ha:LOR; s>LOR; g
As O< OR, <1, LOR  is < O.

3.A.3.2 Sampling distribution

It is necessary to consider the shifted sampling distfribution of:

LORg =In{OR;)~ LORy g =In(ps g)=In(gs g )-in(ps s)+in(qs 5)-LORy s
“m-"?j'_&‘_'ll'PE_E: anel ‘1'_':_&-=1‘F5_5:r

The following formulae show the expected value E[LOR,), with the standard deviation (o
delta methed:

ors) Peing caleulated using the

E(LORg)=pyopg =in(ms_g ) -ta(1=a5_g)—in(mg g )+in(1-m5_g5)-LORy

142
T, = 1 i 1
LR
: BLORs po®g {1 —33_5:] "*'ﬂﬂr_.:rﬂ's_m{"—fs ; .':‘r}

By expressing 7t . from the known parameters of the model (OR ¢ and 7t (), we obtain:

S_St
ORy sy 5
1"" #E_S{QRT_ ¥ _1}

Assuming that the distribution of the LORs for a large sample size can be approximated using a standardised Gaussian
curve [Z(0,1)], we have:

Ty &=

LEWR — B[ROy )

=201 =
'jl'.l'.\'?‘-
LLR; —[I'rrii'.».-_k-f}- !-'I‘{1 —ifg. w}_h [-'I's_'u]' I'I'I't| —.u.;__-_.]-.'.'.[_.i'ﬁu__-i] = (01}
Y eosg w5 1=y 5]"11:!!:; R ]
3.A.3.3 Statistical test

The null hypothesis is rejected at the a/2 level of significance if:
LORS = Progg - LRy '[-fﬂfﬂ,-r ; h_.ﬁ]_mf1_”$'_l':_ o :I-Iﬂfﬂ-r_.h- h'q.]""-':"{T_".'i_.'h_ ﬂn}—lmﬁ_.'.] 3
T 1 : e

Yiioey g Ex .l.'.;.|:1-ﬂs Ex .l.'.:.:| Fiofy &5 5 .'m[“"-‘.'i = -'-'u:|

3.A.3.4 Sample size calculation

let the sample sizes in the two treatment groups be n o, and n,  with k=n_.  /n , and:

LORg ¢,
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i !

: 1 1
1‘":1.“, =g, . T, ”".u'aﬂ,:,__[ 2 + ; :I}E

Mg, .. "“'55.{1"“': a} Byog, , "H‘m“'”i %
1 1

= 4
T b [1_"[5 a.} k "z.vuﬁ_ﬁ: s.-:l

which respectively become under H; and H,:

e .
LR oy = .#'1 e {1 f, T } LEE ST [1 s w }
1 1

From the general formula (2.A.3), we obtain:

]
f E] eI - |
1-1 p,]l'-'.-'m_hﬁ -..1-"‘.'.14;;,_,|” -

|:|I'l'r|.u_¢ My iy MDII

G T

, ' 3.A3.4
1 1

i
['1_"_3_*.?_:-_._'.'@!1_‘.‘.* R AT U i L (P AL PP ()

E""[‘:r_.'.'u_.'.'..] il 1 ".-:_.::_.-.11] ""["ﬁ_.ﬁ_lr_“'l"'l,1 &5 vy lﬂﬂh__-.-_!

Again, if s g ny =Ts_Ex_Hp =Ts exANd T g py =Ts_s_Hy =Ts_ s, it is easy to obtain a simpler formula.
Example 3.A.3.4 [the estimates are calculated using Farrington & Manning'’s method 3 [38].)

With 11 o = 0.65 and 11 . = 0.65, a fixed noninferiority margin OR, ¢ of 0.728507 (from [0.575.(1 - 0.65]] /
[0.65.(1 - 0.575)] being O. 575 =0. ()5 0.075) or LOR, . = In[LOR, s) = |n(O 728507) = 0.316758, a Tvv05|ded
significance level (] of 0.05 leading to z, ,, = 1.96 and a power of 0.90 leading to a z,, = 1.2816 ‘with (2,02
g = 10.507971, the sample size for the experimental group, which is equal to that of the stondord group [k = 1), is
easily obtained from the formula (3.A.3.3) as nlOR, , = 920.64 ~ 921. This is larger than the 850 calculated using the
difference (Model 1), and much larger than the 758_co|cu|oted using the ratio (R, model 2) or the 753 obtained from the

(R, (model 2.1).

3.A.3.5 Power calculation

Under the alternative hypothesis that OR; ¢ > OR ¢, the power of the above test is:

fefie ~|1-"I.-\.'n.- i, T LAy .\'I el Tl T T !
| YiDdy v, /
e g | 1
|||'ur 18| =g p o, J-WLE [P T L T e | I - -
_El % _||,|‘ 1155 :' |: Eom_ My [ TN _'=] 1 T'L"If-l:_a.-;:'.h_"-:l['-‘r"‘."".""'I] "-'M:-;_q’:-_'-_hg'_"-"'-_'-_-'q# e

| 1 4 1
i !
|l T v T onow, ) Ams o F@ N T

Otherwise (and equivalently), Formula 3.A.3.4 can be straightforwardly solved using z,, after which the probability
value associated with this quantile can be calculated.
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3.A.4. Success probability tables

Table 1 shows the H, ¢ hypothesis, sample distributions and sample size calculation formulae of the three models, with
the second model being divided into the ratfio (R, model 2.1) and logarithm of the ratio models (LR, model 2.2), and OR,
and LOR; being considered together as the third model.

Table 1.1 shows the sample sizes calculated, using the three methods of Farrington and Manning [38] for R, . values
ranging from 0.85 to 1.0 at intervals of 0.05 and 11,  values ranging from 0.1 to 0.9 at intervals of 0.2, assuming that
a =0.025, 18 = 0.80, and the non-inferiority margins (expressed as R, . in order fo be consistent with Laster et al.) [49]
are 0.8, 0.85 and 0.95. B

For example, with 11, = 0.5 and 11, ., = 0.425 (giving R, . = 0.85, 5, = 0.10, « = 0.025 and 1-p = 0.80), it is
first necessary to calculate Ry o = 1-8, / 1, = 1 = 0.10/0.5 = 0.80, and then it is possible to read in the row with
M, 0.5 and R, ; 0.8 and M =1 {for the method) that n = 6,208, n, . = 5,078, n,. . =5,025, and n e = 5,965
in columns 4-8 [corresponding to R, . = 0.85). The subsequent two rows show the sample sizes calculated using methods
2 and 3. It is important fo nofe that, when 11, ¢ = 11, ., = 0.5, giving R, = 1.00, the sample sizes become 392, 322,
315, and 382. ) ) -

4. SWITCHING NON-INFERIORITY MARGINS FROM ONE MODEL TO ANOTHER: COMPARISON
OF SAMPLE SIZES

We propose a general method that allows to switch from one model to another, valid for all four models for both
successes and failures. As a consequence, the hypotheses of a model are re-parametrized in those of another model,
obtaining the corresponding non-inferiority margins. To maintain consistency in definitions and approaches it is necessary to
place the general constraint that the NI margin of the final model is calculated only by the NI margin of the starting model

and by 11 o which is independent of the NI margin and considered “known" in the planning phase of a study.

4.A. Success probability

Switching the calculation of non-inferiority margins from one model to another is based on a fixed 11, ¢, which is
considered as a "known" during the planning phase of a trial in the same way as the true difference (D; ), the true ratio

R, ;) and the true odds ratio (OR; .

- Table 3 shows the switching formulae of the three models.
4.A.1. Switching non-inferiority margins from one model to another
4.A.1.1 Model 1 (difference/delta: D) vs model 2.1 (ratio: R,) and model 2.2 (In ratio: LR,)

Starting from the non-inferiority H, . hypothesis concerning the difference between two success probabilities |

0_S

Hy T g —Tg o <—8, ), the last term of the last inequality is obtained by dividing both terms of the first inequality by T -
e & " 5
U 7 S L P 5 T B s o 3
= = E g & T s M.a g _&

L
Thus, by putting ®a.s=* = it is possible fo calculate the non-inferiority margin for the ratio of two success probabilities.
Ky o
Then, using #r_s ,1: and #o_x=1 ,.-_:,' the statistical hypotheses can be formulated in the terms of a ratio. In the
case of Hy o it can be written: )

Hy g:%g po—Wg 5—dp g > Ho Ry s5hg ¢

Alternatively, starting from the non-inferiority hypotheses of the rafio of two success probabilities (R, o), it is necessary to
fix the value of 11 ¢, in order o obtain the non-inferiority margin in terms of a difference: ;= 1, ¢ (1 - R, (). Obviously, 8, ¢
=T o, [T-expllR, ] in the case of model 2.1 (IR ) ) )

It should be noted that the constraint O<R; <1 implies that 0<d, <71, o and vice versa, thus leading to a 1:1
correspondence between the two models; however, the upper limits are only theoretical, and have no sense in the context

S_St (
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of non-inferiority studies or clinical frials in general.

Example 4.A.1.1. With 11, = M. = 0.7, and §, , = 0.05, it is possible fo obtain the equivalent formulation
by calculating R, s = 1-0.05 / 0.8 = 0.9375 in the case of model 2.1 (RS), or by calculating IR, = In(0.9375) =
-0.064539 in the case of model 2.2 [In(R]]. )

0.8,
8 =

Alternatively, from 11 (=0.8 and R, =0.9375 or IR, =0.06454, it is straightforward to calculate 6, = 0.05 by
inverting the above equation as: 6, ; = T ¢ (1 - R, ;) or 8, ¢ = T [ 1-expllR, J)]. )

In this way, the formulated hypotheses of model 1 (D), model 2.1 (R,) and model 2.2 (IR,) are equivalent and,
furthermore, as (R, ;=In(R, ), it is extremely simple to switch from model 2.1 R, to model 2.2 (IR, and vice versa.

4.A.1.2 Model 1 (D,) vs model 3 (odds ratio: OR, and In(OR,))
let us consider the following chain of inequalities:
Ry g—Mg S0 F Ay p, =S85 y—0p g 175 g "31‘{’75 %~ 3]' =

Fs o . T i Ts _"”J' &, %5 = "% 5 .1‘“.'.-: ]
-7 5 Vms s~ 5) 1M m A e 1-(m5 5-&% 5) %ss

By putting:

= 1-ag
i O
ORy 5= —.

o s B K5 &

and:

s g~ g 1-m m iy g -85

1—{”5_3_35&_5:] Ty & _-‘r.li ] 1_{3.7_5.-‘5&_::}

we can obtain the formulation of the statistical hypotheses in terms of the OR. In the case of H,, we have:

I;':}'EE_ET_HS_.TJ E_ﬁh_s = l’]’u,-ﬂ.ﬁ Eﬂﬂns

Otherwise, from model 3, we can consider the hypotheses for model 1 by putting:

ORr gmg & 5 =-"‘.-.'_.-:.-{ﬂf"n_.-:—1”1—?!.5_.“}
leny o(ORr 5=1) +x5 g(0OR 5-1)

It should be noted that the constraint O< OR, <1 implies O<R <1 and vice versa, and so there is a 1:1 correspondence
between the two models in these intervals. Furtherly, the same applies in the case of the logarithm transformation:

LORy s =In(ORp s)=In(Ry g)+In(1-mg g)-In(1-ng 4 )

Once again, it has to be noted that the upper limits are only theoretical, and have no sense in the context of non-
inferiority studies or clinical trials in general.

T o™

Example 4.A.1.2. With 1 ¢

=0.8, 1., =0.7,and §,, = 0.05, it is possible to obtain the equivalent formulation
for model 3 (OR) by calculating: ) )

OR 1-0.05/0.8)-(1-0.8]/(1-0.8+0.05 =0.75and LOR ¢ = In(0.75)=-0.287682.

o_s=(

Alternatively, from model 3 with 1, = 0.8, OR; 4 =0.58(3), and OR, =075, itis possible to obtain the equivalent

formulation for model 1 by calculating:
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0

(OR, . -7 o) / (1 + 7, AORT_S - 1)) = (0.58(3) - 0.8) / (1+0.8-(0.58(3)-1]) = 0.7 and, findlly:
Ty [OR - 1) (1Tl o) / (T + T - (ORy - 1)) = 0.8:0.75-1) - [10.8) / (140.8-(0.75 - 1)) = 0.05,

SEx

0.S

4.A.1.3 Models 2.1 (ratio: R)) and 2.2 (In(ratio, LR,) vs model 3 (odds ratio: OR, and In(OR,))

let us consider the following chain of inequalities:

R g3Ry g — By 58y oy gandl-ng g 21-Ry grg g

foe  Foste s | Toa VTFs e Rt e 1A s

1-me g 1-Rosrp o T-ag p mz o 1-Rg gvre g 75 5

Ty ik _1‘N.F_J:f£ -7 5
g
-7 g0 75 & 1-Ry 575 &
Te g 1—Rg 1-#¢
with : = T wOR, ¢ and By ¢ = Ol ¢
1-% g ®g & ' 1—Rams &

Consequently, we obtain the following H, formulation in terms of OR;:

Note that the constraint O<R (<1 implies O<OR, <1 and vice versa, and so there is 1:1 correspondence between the
formulated hypotheses of the two models, with the same consideration applying to the upper limits.
It is therefore straightforward fo obtain the statistical hypotheses for model 3.

Example 4.A.1.3.1. With 11, = 0.8, R, = 0.875, and R, s = 0.9375 (model 2.1), it is possible to obtfain the

equivalent formulation for model 3 (ORy] by first calculating:

OR,,=0.8750.2/(1-0.875-0.8) =0.58(3)

and then:

OR, .= 0.9375:0.2 / (1-0.9375.0.8) = 0.75.

Of course, OR, ¢ can also be obtained using the standard formula after having calculated 11, . =R, (71, ( = 0.875.0.8
= 0.7, and then: OR, , = 0.7:0.2 / (0.3-0.8) = 0.58(3). ) -

In the case of model 2.2 [IR(], it is first necessary fo obtain LR, = In(0.9375) = -0.064539, and then LOR,
=0.064539.0.2 / (1-0.9375.0.8) = 0.75. - )

Furthermore, from model 3 to models 2.1 (R)) and 2.2 (IR), the following formulae apply:

OR OR
Ry o= T s and R 5= 0_S
Ts «(ORr s-1) ms «(ORy s—1

Example 4.A.1.3.2. With 1, = 0.8, OR, ;= 0.58(3), and OR,; = 0.75, it is possible to obtain the equivalent

formulation for model 2.1 by calculating:

Ric=OR /1 +7,-(OR - 1)=0583) /(1 +0.8(0.583) - 1
and Ry = Oy / (T + T, - [OR .- 111=0.75 /(1 + 0.80.75 - |

So, within these seftings, the formulated hypothesis in terms of odds ratios is equivalent to that formulated in terms of
relative ratios. Furthermore, the same applies to their log transformations with LOR, ¢ = In(OR; (] and LOR, = In(OR | or,

more explicitly, LOR, = In(R, ¢} + In[1 - 715 o) An(1 - Ry o 77

S_St) .

4.A.2. Comparison of the sample sizes calculated using the models

Comparisons of the sample sizes calculated using the three models with a and 1 fixed require the success probability
values, the nonrinferiority margin, and the method used to estimate the probability of variance under H,. Unfortunately, it is
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not possible to provide a universally valid rule for choosing the approach leading to the smallest sample size, but we have
found a pattern of inequalities in non-inferiority margins that is valid asymptotically and over a clinically relevant interval (see
below).

However, it is very easy fo calculate sample sizes using o computer program that implements all of the formulae, and
therefore choose the most parsimonious approach. To this end, it is useful to use sample size curves in function of 11, ., at
fixed values of statistical significance (), power (1-B), T, ¢, and nonvinferiority margins for the different methods of estimating

probabilifies.

4.A.2.1. Theoretical results of the sample sizes obtained using all of the models together: 1 (D), 2.1 (R), 2.2 (LR,), and
3 (ORS: LOR, = In(OR).

A. Comparison of model 1 (D,) and models 2.1 (R,) and 2.2 (LR,)

Models 2.1 and 2.2 require substantially the same number of patients, and are always less demanding (sometimes
much less demanding) than model 1, as has also been shown by Laster ef al. [49] (see demonstration in Appendix 3.A.2)
of the supplementary material.

Example 4.A.2.1. With a = 0.05 one-sided, power = 1 =0.90, 1, = 0.8, 11, . = 0.7, and 6, = 0.05, we obtain:
Npg g =1267.45~1,267 . Alternatively, in the case of model 2.1 with an equivalent nonvinferiority margin of R) = (1 - 0.05)
/ 08'=0.9375, we obtain: ngg . =1201.08=1201 using Farringfon & Manning’s method 1 [38].

In addition, in the case of model 2.2 with R, = In(0.9375) = -0.064539, we obtain: NiRg g =1220.83 1,221 In
the case of method 2, we obtain 1,274.66 (=1,275) and 1,204.99 (=1,205), with 1211.59 (=7212] for nlR, . . Finally,
in the case of method 3, we obtain 1,271.40 (=1,271) and 1,200.43 (=1,200) with 1,202.50 (=1,203) for n ..

Furthermore, using method 3 and 6, = 0.05, the sample size calculated for the R, model is about 887% of that calculated
for D; when 11, = 0.4, Q0% if 1, = 0.5, and 96% if 11, . = 0.9. Finally, using method 3, the sample sizes for the R,

model are always less than those calculated for the D, model, and always a litle more than those calculated for the R model.

B. Asymptotic behaviour study

When 11, . under H, tends fo its lower limit, which is 11, ( — 6, in the case of model 1 (D), or when the sample sizes
fend fo +co at a fixed k, non-inferiority margin and T1S_St, the following chains of inequalities are valid (see Appendix 3.A.3,
particularly the final paragraph Conclusions; see the Appendix 3.B.3 , particularly the final paragraph Conclusions, for
failure probabilities) of the supplementary material.

B 1) Ngs e = Nigs e < Mos and Mes. X = Nigs £ < Niogs e regardless of the value of T o0

B.2)n n <n < Ny ¢, When T o < (1406,)/2, orn

DS_Ex s = n

< N . <n when 115 o > (1+6,)/2.

RS_Ex = [RS_Ex LORS_Ex RS_Ex = [RS_Ex DS_Ex ~" 'LORS_Ex

C. Graphical comparisons of the sample sizes obtained using the models

Further results can be obtained using sample size curves for fixed values of the other parameters and varying values
of T . over the clinically relevant interval, with the limits given by the extreme values of nonvinferiority (11 o - 6,) and T ¢,
corresponding fo the equipoise condition. )

We only show the sample size curves for 1y = 0.3, ¢ o = 0.5 and 11, = 0.7, with 6,=0.15 [because a large non-
inferiority margin provides a better vision of the sample size curves of the three models) for « = 0.05, 18 = 0.80, using
method 3. In the case of 1, (=0.3, in addition fo the fairly parallel pattern of the sample size curves, it is possible fo see
that: (i) the sample sizes of the D, model are the largest, with those of the LOR, model becoming very similar (about 96%) to
the values of the D, model if 11, (= 0.5, and larger if 11, = O.7; (i) the sample sizes of the LOR, model are always more
than those of the Ry and LR, models; and [iii) the sample sizes of the R.and D, models become very similar at the highest
valves of T .

Figures A.1, A.2, and A.3 show that, in addition to being asymptotically valid, the structure of the inequalities is valid
over a clinical relevant inferval with the equalities being replaced by approximations.

In addition, the pattern of relationships remains substantially the same if the non-inferiority margins are changed; what

S_St
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FIGURE A.1. 71, = 0.3 FIGURE A.2. T, , = 0.5
Sample size (Success probabllity) Sample size (Success probability)
é [ ] g i n]
R | A
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— | LOR - LD‘H |
a8 | ag
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2 1 g :
o :: o5 | I ||
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"5 _Ex Mg Ex
FIGURE A3. 1. = 0.7 changes is the entity of the differences in sample sizes.
Tose e Finally, changing the methods of estimation does not lead
EHFINI m{Eumm probability} fo any evident changes in the relationships except in the case
of the Ry and [R; models for which ng . < ¢ in the case of

methods 1 and 2, and n . > n. . in the case of method 3,
but the differences are only of a few units.

1500 :mn
|

5. SWITCHING FROM SUCCESS TO FAILURE
PROBABILITIES, AND VICE VERSA

Ny By
1000

In order to be able to enrol as few patients as possible

E ' and ensure the most favourable parameterisation, it must be
- possible to consider that the primary outcome of the frial might

ad be negative, which can be done using the same approach
055 ©0ED 08 070 and assumptions as those used when switching from one

%g Ex model to another.

5.1 Hypotheses and non-inferiority margins
Table 3 shows the conversion formulae for switching from success to failure probabilities. For example, starting from
s =08 7. =08, and R, = 0.9375, the noninferiority margins for the success probability are 6, ¢ = 0.05,
LR =0. 064538 and LOR = —0.287682. Usmg the conversion formulae with the complement to 1 of these probobihﬂes

(7TF =02, and 1, . = 0. 2) and &, , = 0.05, the noninferiority margins for the failure probability are R, =1.25, IR,
=0. 223]43, and LORO_F=O.287(’)82_. - )

5.2 Sample sizes for the different success and failure models

Comparing the sample size formulae for the models of success and failure, we have:

5.2.1 Model 1: D, and D,

It is possible to demonstrate that nyg . = ny. . because, at their respective sample sizes, the following expressions at
the numerator:
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-'F-.-_.I:vr{“f.';_ m}%"*“r_.t:.][" 1o, _.L?.] =?fr_z'r{““+'_£-]

g .h'l::""-'s .-ar]=[1—"[r .m}[1'1"-'fr .m}=5.r wl1-%¢ -:.]

and at the denominator:

¥ oyl
[*ﬂ'_f;:_.':_d &g & My *‘3'1}1 =|:‘|:*TI-_£;T_HJ —8F & My "ﬂ'l:l}J =

={#F_.E:=_H_, —TE & Hy —511]'2

are the same.

5.2.2 Model 2: R, LR, and R, LR,

s . the denominators of the sample size formulae are equal, but the numerators are
different because R, ; <1 <R .. Therefore, except in the non-sensible case of R, . =R, = 1, we have n,, . < n. ., which
means that a successbased approach is preferable.

In the case of the LR models, given that n

In the case of the models R. and R

Nes &, ANd N n it can be concluded that n <n

IRS_Ex ~ ''RS_E IRF_Ex ~ TIRF_Ex/ [RS_Ex [RF_Fx

5.2.3 Model 3 (LOR,) and OR, (LOR))

It is possible to demonstrate that n n because, by definition:

LORF_Ex — "ORS_Ex

OR, ; =1/OR, , and OR, , =J/OR, ,

and, consequently, n n

LORF_Ex — "ORS_Ex®

5.3 CONCLUSIONS

In the case of models (D) and OR (LOR|, the sample sizes are equal regardless of whether we are considering the
success or failure probability; in the case of model R (and [R), lower sample sizes are obtained by using success probabilities.

Given the sample sizes calculated in function of 6 . varying over the clinically relevant interval, the following inequality

chains apply:
o - * _ * _ * *
') 'f Ty = (1+0,)/2, nRS_Ex<* Mies e Mosex = Morex < Mors_ex = Morrix < Mir_x *< NiRe_x
i) if Tl >(1+6,)/2, Mes < Mirs_ex<Mors_x = Morrex < Mos_ex ™ Morex < Merex < Migrece

(<*means that the difference is only a few units).

It has to be stressed that the above inequalities (with model R, as the best followed by IR, come from method 3
(constrained MLE|, which performs better than method 1 of Blackwelder [35] or method 2 of Dunnett and Gent [3] in terms
of controlling the type | error probability, power, and confidence inferval coverage. Furthermore, the difference between
these two models is practically eliminated using method 2, and reversed using method 1 (model RS is the best, even if by
only a few units).

Example 5.3.1. A case with 11, (>(146,)/2

S_St
Using method 3, if @ =0.05,  =0.2 and k=1, 11, (= 0.7, 11, . = 0.6, and 8, ; = 0.15 for the success probability,
and 1, = 0.3, 1M, ., = 0.4 and 6, . = 0.15, for the failure probability. )

The table below shows the sample sizes for the four models.
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nD nR nl.R nlOR
Success 1,105.047~1,105 Q14.107~914 924.168~924 1,331.724~1,332
Failure 1,105.047~1,105 1,733.555~1,734 1,753.843~1,754 1,331.724~1,332
Figures 5.3.1.1 and 5.3.1.2 show the sample size curves relating fo the example above, which confirm the inequality

chains for the success and failure probabilities separately.

FIGURE 5.3.1.1. Sample size curves of the Example 5.3.1. FIGURE 5.3.1.2. Sample size curves of the Example 5.3.1.
Samplo size (Success probability] Sample size (Fallure probabiliny)
s - g .
=1 — D | -1 ] L
1 1
= R | g R i !
B LB | - LA 1132 4 !
5 g LOR | 1B LOR '||n'. "
i , | : e
e ! =SS T '
I I : = 1
0.8 (- (T2 1.1 LR 035 CET .43
e py 87 s
Example 5.3.2. A case with 1 <(1+6)/2
Using method 3, if a =0.05, p=0.2 and k =1 =04, 1 . =0.3, and §, ;= 0.15 for the success probability,
and 1M, = 0.6, M., = 0.7 and 6, . = 0.15, for the f0||ure proboblh’ry -
The fable below shows the somp|e sizes for the four models:
nD nR nl.R nLOR
Success 1,105.047~1,105 730.199~730 745.526~746 887.249~887
Failure 1,105.047~1,105 1,446.498~1,446 1,457.99~1,458 887.249~887

Figures 5.3.2.1 and 5.3.2.2 show the sample size curves relating fo the example above, which confirm the inequality
chains for the success and failure probabilities separately.

FIGURE 5.3.2.1. Sample size curves of the Example 5.3.2. FIGURE 5.3.2.2. Sample size curves of the Example 5.3.2.
Sample size (Success probabllty) Sample size (Fallure probabdligy)
: ’ ey
o " 8] i I
) 2 R )
: " LR b 7
3 B 8 B LOR iph of
i = LR . A -
o ..é il T " -
025 030 035 T 1.6 65 070 075
t e g

DISCUSSION

Biomedical research has to be adequately empowered by appropriate sample sizes for economic, organisational,
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logistic, scientific and, mainly, ethical reasons (even if it is practically impossible to separate the ethical and scientific aspects
of biomedical research). In addition, the feasibility of a trial mainly depends on the sample size that it is possible to enrol.
It is important that a research study is adequately powered with the smallest possible number of subjects, particularly in non-
inferiority seffings in which it is easy fo increase the non-inferiority margin in order fo obtain a smaller sample size. However,
a too small sample size in a non-inferiority setting not only fails to demonstrate that the experimental drug is non-inferior to
the optimal standard treatment, but also fails to demonstrate that it is superior to a placebo or a previous standard as it can
be taken granted that the demonstrated non-inferiority of the experimental drug also leads to the demonstrated superiority of
the experimental drug over a placebo or the previous standard.

The search for a statistical approach that leads fo the most parsimonious but adequate sample size is particularly
important when comparing two probabilities for which different parameterisation models, testing procedure and sample size
calculation formulae are available. We have shown the statistical models, the methods of estimating variance under H,, and
sample size calculation formuloe separately for success and failure probabilities, and described a method of consistently
switching among the models and probabilities in order to choose the most parsimonious approach. To this purpose, the
coherency of the formulations is kept by the general constraint that the NI margin of the final model is calculated by using
only the true probability of the standard (r1y) which is independent of the non-inferiority NI margin and considered “known”
in the phase of planning the study.

We have also demonstrated that, asymptotically, there is a hierarchical structure of inequalities among the sample sizes
of the different models, and verified that it does not change under H, within the range of clinically plausible values for non-
inferiority seftings.

We confirm that the sample sizes for the Rg model are smaller in the case of success probabilities as has been previously
shown by Laster et al. [49]. However, it has to be pointed out that the greater efficiency of the R, model is not maintained
in the case of failure probabilities, for which the sample size of the R. model is greater than that of the D, model, a result
that it is the opposite of that described by Laster ef al. [49]. It has to be said that Laster ef al. [49] obtained their result by
reversing the order of the ratio between Experimental and Standard used in the case of success probability in order to ensure
that it remained less than 1. However, this reversal and a different formulation of H, does not lead to a single inferiority
margin because it depends on 1, ., as shown in Appendix 1.2.

We have also shown that each success model has an equivalent model for failure. In the case of the D, and D; and
LOR, and LOR, models, the sample sizes are the same, whereas. the sample sizes of the R, and IR, models are always
smaller than those of the R. and LR. models. It is thus possible to establish a hierarchical structure of sample sizes for the eight
equivalent models within the clinically relevant inferval of 11 . (11, ) under H, when all of the other parameters are fixed.

Furthermore, the odds rafio model leads to a larger sample size and, consequently, is not to be preferred even if an
effect size or a non-inferiority margin expressed on the basis of this parameterisation might seem to be sensible.

The most sensible approach is to consider each case separately by calculating the pertinent sample size curves over
the pertinent interval of clinical non-inferiority by using the usual parametrization in a particular clinical setting, and then
choosing the one that leads fo the most parsimonious sample size.

TABLE 1. Success Probability. Null Hypothesis (H,) of the three considered Models (M), together with their sampling distribution,
and sample size calculation formulae for the experimental group.
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Table 1.1 Success Probability. Sample sizes for & = 0.025 and 1- = 0.80
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legend: T = true success probability for the Standard drug, R, ;= norrinferiority margin expressed in the ratio scale, M = Method 1, 2, and 3 (see
fext]; R, = true ratio between ihe true success probability for the Experimental drug se ) and 10 ss Ds= Difference, Ry = Ratio, RS = In(RS], LOR,
= In(Odds Ratio). The "=" sign means that it is a case incompatible with non-inferiority and the “.” sign means that the denominator of the sample size

formula is equal to O (sample size tends fo infinity)

Table 2. Success Probability. Formulae for switching from a model to another of the three considered models
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Table 3. Formulae for converting the H, and H, success hypotheses into those of failure.
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APPENDIX 1
1.1. Machin et al.’s formula

Machin et al.’s formula for calculating sample sizes for non-inferiority studies of the difference between two proportions
(5.4, Chapter 4, page 101 [44] and 9.10, Chapter 9, page 109 [45]) needs to be corrected in the case of an unequal
allocation (¢ # 1).

Except for the absolute value of the difference 11 -1, at the denominator, the formula:

| = — _ - — . 2
(Z1-a L= Fip b+ Erp (1= Fan )+ 3 Joom ] '”l|”~':{="':}]

#lm=m|-a]
corresponds to Farringfon and Manning's formula 4 [38, page 1449]
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The term © = n,/n, of Farringfon and Manning’s formula 4 [38] is replaced by ¢ = n/m = n,/n,, where n, is
the sample size of the standard group and n, the sample size of the experimental group; in addition, in Farrington and
Manning’s notation [38], p, corresponds to 11, (1T  in this paper) for the Standard, and p, to 1, (1, in this paper] for the
Experimental. Finally, the maximum likelihood estimates in the formulae are indicated with the subscript of a bar [44,45]
or a filde [38]. Eliminating 6 at the denominator of the second terms under the square roofs in Farrington and Manning's
formula [38] means that its corresponding ¢ is the multiplier of the first terms of the square roots at the numerator and the
denominator in Machin et al.’s formula.

When the denominators of the two formulae are equal, as can be expected in the case of success probabilities, the
numerators are equal and the sample sizes for the Standard drug are the same (n, or m,} but, when the calculation is for
an unbalanced allocation with © = 1 or ¢ # 1, the results are different. This is because Machin et al.’s formula [44,45] for
calculating the coefficients of the cubic equation that gives the maximum likelihood estimates wrongly uses the reciprocal
of ¢ (defined as n/m = n,/n,), as can be seen by the value of the "b" coefficient in Farrington and Manning's equation

(b.,,) [38]:
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R,k p 4 g+ 80, 4+ 2n,)

=—(1+8+p+0p,+5(F+2))=-

n-
On the contrary, the b coefficient in Machin et al.’s formula (bM) [45,46], with & = n,/n,, is

. Ho+ R+ i+ o+ E (R + 20,
s ls0vop et --[Rome s pstnn)
Furthermore, and even more clearly, the “a” coefficients (a,,, and a,,) are:
u*_._.=l+r5"=n M ond 2= l+@ _ 8+,
R, w L

In conclusion, in the case of an unequal allocation and in order to obtain the same results, Machin et al.’s formula
[44,45] has to be used with maximum likelihood estimates calculated according to Farrington and Manning [38] or used
with the reciprocal of ¢ (¢ =n, / n,).

Indeed, in Machin et al.’s equations 5.4 and 5.5 [44, page 101] and equations 9.10 and 9.11 [45, page 109],
what needs to be multiplied by the sample size ratio (¢) is the standard error of the maximum likelihood estimate of the
experimental probability of success (T and 11,,) and not the standard probability of success (T and 11,); finally, ¢ has
to be deleted at the denominator. However, the above formulae have been corrected in the last (4") edition of Machin et

al.s book [46].

1.2. Laster et al.’s approach to failure probabilities

Laster et al.[49] calculated the non-inferiority margin of the difference between two failure probabilities from the non-
inferiority margin of the relative risk (and vice versa) by exchanging the role of 11 . and 11, ¢ and defining R cas 71, ¢ / 77, .
The H, and H, of the failure probabilities are therefore formally equal fo those of The success probabilities ond consequently,
it is necessory fo use the same sample size formuloe as those used for the success probability. The non- mfenonfy margin

defined by Llaster et al. [49] is:

Rﬂl_r=1_ e &5 -r!'::.,_,.={1"q|;_r}f.'-_tr

a formula that corresponds to that used by us in the case of success probabilities, with 11 ¢ being replaced by g
The asterisks at the apex indicate that these quantities are different from those referred to in this paper and are perhnem (s
only this demonstration.

It should be noted that R*, . depends on 71, . which, unlike 71, ¢ or T1¢ ¢, does not have only one welldefined value
under H, and H, as the values of T, ., lor T . ) under H, depend on the non-inferiority margin and the true (optimally zero)
difference between the siandard and exper|mento| proboblhhes under H,. This leads to different sample sizes and powers.
However, it is possible fo obtain a non-inferiority margin for differences (model 1) that only depends on the known values
- 5 lor 1 ), which are equal under Hand H,.
From the H, of the ratio between two probob||mes (model 2.1, appropriately called “relative risk” in the case of failure
probabilities), we have the following chain of inequalities:

ofmm

! ” b ) . 1
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This nonrinferiority margin corresponds to that shown in Table App.2.3 Failure Probability of the supplementary material,
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as R*.=1/R, ., it is possible to see that &, =R, 1) ., (second row, second column, second formula) by straightforward
algebra. ) )

In addition, under H,, this margin is always larger than that shown by Laster et al. [50], thus leading to lower sample
sizes: e.g. according fo laster et al.[50], with « = 0.05, 18 = 0.8, and an equal allocation in the two groups, T, ¢, =
0.1, we obtain: B

R*o=1/R, ¢ giving:

of st

& =(1-F, ,j.q,,_,_ =(1-05)0.125=00625 and n, . =RT6.55=KT7

This result corresponds fo that shown between brackets in the first row of Table Il of laster et al.'s paper [49, page
1124]

However, on the basis of our conversion formula, we obtain:

5

1=K, F1=-05"
& vmm ol =t | a1 1205 ) nt i my o =2090373 5210
E ) RI- 2 LY |‘,|5 4 -

In the case of failure probability, Laster ef al. change their definition and approach [50, page 1116] adopted for the
success probability for which they stated that the non-inferiority margin is “a high percentage or fraction (R ;) of 11 (R <1)".
However, this seems to be inconsistent insofar as (R ;) becomes a high percentage or fraction of 11 {11 ., in our notation)
and, consequently, the nonvinferiority margin 6, ;. of model 1 (D) does not depend on 11, ¢, buton 11, .

It is also necessary to consider that if, under H,, M. =11 (as is very sensible), 6, .= 6%, .. Consequently, it does not
seem fo be consistent that the maximum ratio different from 1 under H, (R,=0.8) and the maximum non-inferiority margin in
ferms of a ratio (R, = 0.5) both translate into the very small difference of 0.0625, and it would seem to be more reasonable
fo obtain our larger difference of 0.1.

Finally, using our approach, it is possible to show that applying the values of the non-inferiority margin obtained directly
from a success model to the failure model or vice versa is consistent. This view is also indirectly supporfed when switching
from success model 1 to success model 2.1 and to failure model 2.1 and, finally, to failure model 1. This consistency cannot
be demonstrated using Laster ef al.'s approach [49] because the settings of success and failure are kept separate.
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SUPPLEMENTARY MATERIAL

Appendix 2: Failure probabilities.

2.1 General Methodology.

2.1.1 Formulation of the Ho and Ha hypotheses

The general methodology is the same as that used for the success probability, except for the
formulation of the Ho and Ha hypotheses, in which the direction of the inequalities is reversed. Using
the subscript “F” for failure, these are:

Hy 16 2 6, for inferiority
H, 6 <6, for non-inferiority
What follows are the differences from the results obtained in the case of success probability.
2.1.2 Statistical significance test

Given the above Hp formulation, the non-inferiority statistical significance test will always be one-
sided (on the left) with the test function given by:

T ME Mo L7 (01) (241.2)
OTr_Ho

With tr as the sampling value of Tr and a significance level of o = 0.05 two-sided (or equivalently,
0.025 one-sided), Ho will be rejected if z<z.2 or tr<tc, where tc is the quantile that delimits the critical
region. The rejection of the null hypothesis indicates the non-inferiority of the Experimental; however,
using the usual approach, the non-inferiority Ho hypothesis is rejected if the upper limit of the 95%
confidence interval is lower than the non-inferiority positive margin.
2.1.3 Sample size calculation
The rationale underlying the sample size calculation is based on the simultaneous occurrence of two
events: obtaining a statistically significant result (under Ho) and the rejection of Hounder Ha:

P{T. <t/Hoj<a/2 and P{T, <t/H,|>1-p5

Solving the above inequalities for t; gives:

t,— t.—
al2>P(T. <t,|Hy)= P[Z<ﬂJ=¢(ﬂj: P(Z<z,,)=P(Z<-2_,,)

[24
GTF 7H 0 O-TF 7H 0

tc My,
then: ———<-z ,, > t.< Hrow, — zl—alzo-TpiHO

O-TF _Ho

t.—
1-B>P(Te <tg|Hp)=P 7 <2 HTE_Ha =P(Z<z_p)
OT _Hp

t_

= LSt HAT 4 gOTE Hp
Ok _Ha
Finally, by equating the above expressions to tc, the sample size can be calculated using the following

general pivotal formula:

4 1207, vy T4 501 1, = Mo v, ~ Hrwy, (2.1.3)
which has to be explicitly solved for the sample size (ns ex) of the Experimental.

Sample sizes for non-inferiority studies based on the difference between two proportions: a unified approach for difference, ratio and odds ratio models



ORIGINAL ARTICLES

The general formula for calculating the sample size of the Experimental is obtained using the algebra

shown in paragraph 2.A.3:
( 1 alzvaTF Z_ ﬁ\/ T HA)

n (2.1.3.1)
e (/JTLH) /JTLHA)

2 2 . 2
where ViH, = Me &0 Hyr V1 v, = e & OT, h,

The above formula has to be appropriately adapted to the parameters of the considered
parameterisations and, in order to allow an unequal allocation, the ratio of the two sample sizes (k =
nF st / NF_ex) has to be calculated. The difference in the denominator is inverted but, as it is squared,
the result is the same as that obtained from Equation 2.A.3.1

2.1.4 Power of the statistical significance test

The equations are similar to Equations 2.A.4.1 and 2.A.4.2:

to— +27_,0 -
1—ﬂ=P(TFStC|HA)=P 7 < C /uTF_HA -p ZS/uTF_HO 1-a%TE _Hp :UTF_HA _
O _Ha OT _Ha

OTk _Ha

_p ZSZlfa/ZO-T_HO_(:UTF_HA_:UTF_H()) s Zl*a/ZO-TF_HO_(ILJ-I—F_HA_/"TF_HO) :2141
OT _Ha

1o (ﬂTF _Ha T M1 _HO)—Zl—a/ZUTF _Hp
OTE _Ha

and
Z1*ﬂ \) V‘?F?HA = (‘UTLHA - ﬂTF7H0 ) nF—EX B 217‘1/2 v-?F*HO -

— 2.1.4.2
21*/3 — (IL‘TPHA _:“TLHO LVZFa ~ 22 VTLHO with 1_[3 247(21%)
Te_Ha

2.2 Models for the Comparison of two Failure proportions

As there are a number of overlaps with the theoretical results shown in section 3A, we shall only
consider the differences. The probability of failure of the Standard and Experimental are respectively
indicated as nir_st and ©tr ex and, as shown above, the sample probabilities are binomially distributed.
2.2.1 Null (Ho) and alternative (Hs) hypotheses.

Although we maintain the convention of writing the failure probability of the Experimental and
Standard in that order, it must be remembered that the inequalities are different. For example, in the
case of model 1 (Df), they are:

Ho 7r _ex—7F_s200_r
HA'7TE _ex—7F_a<00_F
with 0< 50_|: <1—7Z'|:_S
The non-inferiority margin 6o r is a value that is appropriate in this setting, and generally fixed at a
suitable fraction of nr st. The other non-inferiority margins also have different limits: Ro r>1 in the

case of model 2.1 (Rf), LRo >0 in the case of model 2.2 (LRf), and ORg F>1 in the case of model 3
(ORF), which is only considered as LORq r>0.
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2.2.2 Sampling distribution

As in the case of success probabilities, it is possible to formulate the null and alternative hypotheses,
determine sample distributions, and derive the formulae for power and sample sizes for each of the
three models.

The sampling distributions of the failure models are the same as those shown in part 3.A, except for
the fact that model 1 (Df) has -3¢0 _r instead of +d0 F

2.2.3 Statistical testing

In accordance with the null hypothesis, the statistical tests are one-sided on the left tail of the
distribution (instead of being on the right tail as in the case of successes).

2.2.4 Sample size calculation

The formulae for the sample size calculation shown in Table App.2.1 are the same as those obtained
in the case of successes, except for the difference model (Dr), which has -6¢ r instead of +3¢ s

2.2.5 Power calculation

Once the sample size has been established as described above, it is once again possible to calculate
the power by deriving an ad hoc formula as shown in the case of success, or by solving the sample
size calculation formula for z1.3, and then calculating its corresponding probability.

2.2.6 Failure probability tables

Table App.2.1 shows the Ho r hypotheses, sample distributions, and sample size calculation formulae
of the three models, with the second model being divided into Rr (model 2.1) and LRr (model 2.2),
and the third model considering ORr and LORF together. The sample size calculation formulae are
numbered 3.B.1.4, 3.B.2.1.4, 3.B.2.2.4, and 3.B.3.4 to match the corresponding formulae for the
success probability.

Table App.2.2 shows the sample sizes calculated for some values of Rr r (1.18 = 1.00/0.85, 1.11 =
1.00/0.90, 1.05 = 1.00/0.95, and 1.0), and =nr st values ranging from 0.1 to 0.9 at intervals of 0.2,
assuming o = 0.025, 1-p = 0.80, and that the non-inferiority margins (expressed as Ro r) are 1.25,
1.15 and 1.05 (which are considered to be suitable for non-inferiority studies) using the three methods
of estimating probability.

For example, with nir st = 0.50, nr ex = 0.50, giving Rt F= 1.00, 80 F = 0.125, o = 0.025 and 1- =
0.80, it is first necessary to calculate Ro F =1 + 80 r/ nr st = 1 + 0.125/0.5 = 1.25. It is then possible
to read that npr ex = 251, nrr ex = 322, nirr ex = 315, and niorr ex = 241 in the row with #r st = 0.5
and Ror =1.25 and M = 1 (for method 1) in the columns corresponding to Rt r = 1.00. The
subsequent two rows show the sample sizes calculated using methods 2 and 3, and it is possible to
see that, nrr ex = 319 < nirr_ex = 326 using method 3. It should be noted that these sample sizes
become 809, 1,038, 1,018, and 763 when nr gx = 0.555 giving Rt F = 1.11.

2.3 Switching non-inferiority margins from one model to another

It is also possible to calculate the pertinent switching formulae for the failure probability (see Table
App.2.3) following the same theoretical approach as that used in the case of success probability and
starting from their different null hypotheses (Ho); once again it is the standard probability (nF_st) that
plays a pivotal role.

It is worth pointing out that, obtaining the non-inferiority margin of model 2.1 from model 1, we

50_5 é‘O_F

have: Ro s=1- for the failure probability.

for the success probability, and R, =1+
s & - TE &
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1- O -1
The formulae for model 1 converted from model 3 are: &, S:_”S—g( ﬂs—s)( To_s ) for the

1+7s g(ORy s-1)

7e_g(ORy_¢ -1)(1-7¢_g)

1+7:_o(ORy ¢ -1)
2.3.1 Model 1 (difference/delta: Dr) vs model 2.1 (ratio: Rr) and Model 2.2 (In(ratio: LRF).

Example 2.3.1. With =r st = 0.05, nr ex = 0.10, and 8o r = 0.025, it is possible to obtain the equivalent
formulation by calculating Ro r = 1 + 0.025 / 0.05 = 1.5 in the case of model 2.1 or by calculating
LRo F =In(1.5) = 0.405465 for model 2.2.

Alternatively, from nir_st = 0.05 and Ro r = 1.5 or LRo r = 0.405465, it is straightforward to calculate
do_F =0.025, by inverting the above relation as: 6o r = ntr st (Ro_F - 1) or 80 F = ntr_st [eXp(LRo _F)-1]. The
formulated hypotheses of the two models are therefore equivalent.

The same considerations apply in the case of switching from model 1 to model 2.2.

Switching from model 2.1 to model 2.2 only requires changing Ro r to LRg F.

In addition, it is possible to switch from model 1 to model 2.2 (LRr) and vice versa by using:

LR, =|n(1+ o r J and & ¢ =7 o ©P(LR, ¢)-1]

Te g

success probability, and 5, [ = for the failure probability.

2.3.2. Model 1 (Dr) vs model 3 (odds ratio: ORr and In(ORk)
Example 2.3.2. With nr st = 0.05, nir ex = 0.10, and &0 r = 0.025, it is possible to obtain the equivalent
formulation for model 3 (ORF) by calculating:
ORorF=(1+0d0F/mrst) - (1-mrst)/ (1-7Fst+ doF)=154054 and LORo r = In(1.54054) = 0.43213.
Alternatively, from model 3, with nr st = 0.05, ORr F = 2.11111, and a non-inferiority margin of ORo
= 1.54054, it is possible to obtain the equivalent formulation for model 1 (Dr) by calculating:
So_F =-nr st (ORoF-1)-(1-mest)/ (1 +7mest- (ORoF-1))=
=0.05-(1.54054 - 1) - (1 - 0.05) / (1+0.05-(1.54054 - 1)) = 0.024999 ~ 0.025.
It is also possible to calculate:
nF ex = (ORt F- 7 st) / (1 + mr_st(ORt F- 1)) = (2.1(1) - 0.05)/ (1 + 0.05-(2.1(1) - 1)) = 0.09(9) ~0.010.
The switch from ORF to LORF parameterisation needs no explanation.
2.3.3 Models 2.1 (ratio: Re) and 2.2 (In(ratio: LRr) vs model 3 (odds ratio: ORr and In(ORF)
Example 2.3.3.1 With nr st = 0.05, Rr r = 1.10, and Ro r = 1.20 (Model 2.1), it is possible to obtain the
equivalent formulation for model 3 (ORF) by first calculating:
ORrF=1.10(1-0.05)/(1-1.10 - 0.05) = 1.10582
and then:
ORo F=1.20(1-0.05)/(1-1.20-0.05) = 1.21277.

LORr F and LORg f are of course respectively 0.10059 and 0.19290.

The value of ORt r can also be obtained using the usual formula after having calculated nr gx =
Rt rmtr st = 0.05 - 1.10 = 0.055. Finally, from model 2.2, we first calculate LRq r = In(1.20) = 0.18232,
and then LORq r=0.18232 + In(0.95) - In (1 — 1.2 - 0.05) = 0.19290.
The following formulae apply when switching from model 3 to models 2.1 (Rr) and 2.2 (LRF):
RrF=ORtF/(1+mFst- (ORrF-1))and Ro F = ORo F/ (1 + 7r st- (ORo F - 1)).

Sample sizes for non-inferiority studies based on the difference between two proportions: a unified approach for difference, ratio and odds ratio models
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Example 2.3.3.2. With nr st = 0.15, ORt F = 1.05, and ORq r = 1.10, it is possible to obtain the
equivalent formulation for Model 2.1 by calculating: Rt r = 1.05/ (1 + 0.15:(1.05 - 1)) = 1.04218 and
then: RoF=1.1/(1+0.15:(1.1 - 1)) = 1.08374.

2.4. Comparison of the sample sizes calculated using the models

In addition to the general considerations made in paragraph 4.A.2 for the success probability, there
are also some particular results.

2.4.1. Theoretical results of the sample sizes obtained using all of the models together: 1 (Df), 2.1
(RF), 2.2 (LRF), and 3 (ORF by the LORF = In(ORk).

A) Comparison of model 1 (Dg) and models 2.1 (Rr) and 2.2 (LRF).

Models 2.1 and 2.2 require substantially the same number of patients.

Unlike Laster et al. [49], we have found that model 1 (Df) is always less demanding
(nrF_Ex>NDF Ex), and sometimes much less demanding, than models 2.1 and 2.2 (see demonstration in
Appendix 2.B.1.1).

Example 2.4.1. With o = 0.05 one-sided, power =1 - = 0.90, nr st = 0.2, nF ex = 0.2, and 8o F =
0.05, we obtain: nDr ex = 1,099.092 ~1,100. Alternatively, in the case of model 2.1 and an equivalent
non-inferiority margin of Ro r=1+0.05/0.2 = 1.25, we obtain: MRy e = 1,385.76 ~ 1386 which

corresponds to a 26.0% increase from npr_ex; this result is also obtained using maximum likelihood
estimates (method 3) according to Farrington and Manning [38]. In particular, in the case of model RF,
the increase in sample size is about 52% if nr_st = mr_ex = 0.1, about 26% if nr_st = mr_ex = 0.2, and
about 8.8% if tr_st = nr ex = 0.6; it then decreases further as nr_st increases, but always remains more
demanding than model Dr.

The sample size from model 2.2 (LRF) is 1391, which is larger than the 1100 calculated for the D
model.
B) Asymptotic behaviour study
As in the case of success probabilities, when nr gx under Ha tends to its lower limit, which
corresponds to nts s+—0o in the case of the Dr model, or when the sample sizes tend to +« at a fixed k,
non-inferiority margin and nr_st, the following chains of inequalities apply (see Appendix 2.B.1.2).
B.1) nor ex < Nrr_Ex = NLRF_Ex @nd NLorr_Ex < NRF_Ex = NLRF_Ex, regardless of the value of 7tr st
B.2) npr ex < NLorF_Ex< NRF_Ex = NLRF_Ex When 7tr_st < (1-80)/2, or NLorF Ex < NbF_Ex < NRF_Ex < NLRF_Ex
when nte_st > (1-60)/2.
The Dr model is therefore less demanding when nr st £ (1-80 F)/2, and the LORF model is less
demanding when 1tr_st > (1-80 F) / 2.
Finally, the Rr and LRr models are more demanding, but their sample sizes differ by only a few units.
For example, with o = 0.05 one-sided, power = 1 - B = 0.90, nr st = 0.8, nr ex = 0.8, and a non-
inferiority margin of Ro F=1.0625 (corresponding to do F = 0.05), we obtain: pe m 1,175.02 #1175

and n =1,179.84 ~ 1180 using the estimates obtained by means of method 3.
IRF Ex

C) Graphical comparisons of the sample sizes obtained using the models

Further results can be obtained by considering the sample size curves calculated for . = 0.05 and 1-$
= 0.80, using method 3 at nr st = 0.3 (Fig. B.1), nr_st=0.5 (Fig. B.2), and nr_st=0.7 (Fig. B.3), with
00=0.15 (as a large non-inferiority margin allows a better view of the sample size curves) and nr gx
ranging over the interval of clinical relevance given by 7r st to 7tr st + do.

Sample sizes for non-inferiority studies based on the difference between two proportions: a unified approach for difference, ratio and odds ratio models
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In the case of nr st = 0.3, in addition to the fairly parallel pattern of the sample size curves, it is
possible to see that: i) the sample sizes of the Dr model are the smallest, with those of the LORF
model becoming very similar (about 96%) to the values of the Dr model in the case of nr si= 0.5, and
even smaller in the case of nr_st= 0.7; and ii) the sample sizes for the LORr model are always smaller
than those of the Rr and LRr models.

Sample size (Failure probability)
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Figure 2.B.4.1: nr 51 = 0.3
Sample size curves for ns st = 0.3 with 80=0.15 (because a large non-inferiority margin
provides a better vision of the sample size curves of the three models) for o = 0.05, 1-f8 =
0.80 in function of ns ex (ranging from 0.30 to 0.45) using method 3. The curves are for the
Difference (D), Ratio (R), Logarithm of the ratio (LR), and the Logarithm of the Odds Ratio
(LOR).
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Sample size (Failure probability)
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Figure 2.B.4.2: nr 51 = 0.5
Sample size curves for ns st = 0.5 with 80=0.15 (because a large non-inferiority margin
provides a better vision of the sample size curves of the three models) for a = 0.05, 1-p =
0.80 in function of ns gx (ranging from 0.50 to 0.65) using method 3. The curves are for the
Difference (D), Ratio (R), Logarithm of the ratio (LR), and the Logarithm of the Odds Ratio
(LOR).
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Sample size (Failure probability)
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Figure 2.B.4.3: nr st = 0.7
Figure B.3: Sample size curves for ns st = 0.7 with 80=0.15 (because a large non-
inferiority margin provides a better vision of the sample size curves of the three models) for a
= 0.05, 1- = 0.80 in function of ©s ex (ranging from 0.70 to 0.85) using method 3. The curves
are for the Difference (D), Ratio (R), Logarithm of the ratio (LR), and the Logarithm of the
Odds Ratio (LOR).

In addition, the pattern of relationships remains substantially the same if the non-inferiority
margins are changed; what changes is the entity of the differences in sample sizes.

Finally, changing the methods of estimation does not lead to any evident changes in the
relationships except in the case of the Rr and LRr models, which give sample sizes that differ by only
a few units using method 3, are practically equal using method 2, and reverse their relationship with
NRLF_Ex < NRF_Ex Using method 1, but, once again, with differences of only a few units.

Sample sizes for non-inferiority studies based on the difference between two proportions: a unified approach for difference, ratio and odds ratio models
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Appendix 3
3.A. Success: Asymptotic Behaviour

3.A.1. Model 1 (Ds) vs models 2.1 (Rs) and 2.2 (LRs)

It needs to be remembered that, in the sample size formulae, the numerator of formula 3.A.2.4 for
model 2 is less than or (at most) equal to the numerator of formula 3.A.1.4 for model 1, being
R20 s <1 Furthermore, the denominators of the two formulae are equal, as is shown by:

2
(”S_Ex_HA - Ro_s”s_s_HA) =

2

s 2

0_S

| TS_Ex_Hp ~ 1-———— s_s_Hp Z(”S_Ex_HA—”s_a_HA+5o_s)
7S_S_Hp

The conclusion is that nrs_ex < Nps_Ex.

3.A.2. Models 2.1 (Rs) and 2.2 (LRs)
Considering LRs as a two-variables function of ns ex and =ns_st, and applying a first degree Taylor
series expansion, starting from ns_ex_Ho and ns_st_Ho, We obtain:

LRy =In(ps & )-In(ps ¢)-In(Ry s)=

zIn(”SfEx,Ho)_In(ﬂ-sﬁt"'o)_In(R0 S)+ -

1

(ijx_”stfoo)_ (psfs _”sfsfHo)

S_Ex_H, Ts_s_H,

As In(7s o 4, )—IN(7s g 1, )=IN(R, s) @nd 7ig ¢, 4 =Ry §s o 4, We obtain:

LR, ~ Ps &x = 7s e, B Ps s =7s g,

_ Ps &~ RO_S Ps_s =c-R, withc= ]/Ro_sﬂS_S_Ho

R)_S”S_&_HO Ts_g_H, R)_S”S_S_HO
and so:
LR, =c-Rs and
E(LRS) ~C- E(RS) =C-Ug, = C(”s_Ex -R) 75 g )
Var (LR;) = cVar (Rg) — vip =Cvg
In particular:

Hirg , ® c- Hrg o = C(”S_EX_HO - Ro_s”s_a_Ho) =0; Mg, = c- Hrg \y, = C(”S_EX_HA - Ro_s”s_st_HA )
2 2.2 .. ,2 2.2
VLRS_HO ~C VRS_HO ’ VLRS_HA ~C VRS_HA
Including these quantities in the general sample size formula of the LR model, leads to:

2 2
2 2 2 2 2
(Z:L—aIZ\/VLRS_HO + Zl—ﬁ\/VLRs_HA ) c (Z:L—aIZ'\’VRS_HO T2 p\VR _H, )

LRs & 2
) (,U|_R5J-|A _IULRLHO) (C‘#RsiHA)
) (zlfam/vés_Ho +25\V, w, )2 .
(,URS_HA)Z Rs_ex

The conclusion is therefore that nirs ex is asymptotically equal to nrs ex and, in practical terms, the
difference is only a few units.

Sample sizes for non-inferiority studies based on the difference between two proportions: a unified approach for difference, ratio and odds ratio models



W
ORIGINAL ARTICLES

3.A.3. Asymptotic behaviour of the ratio between the sample sizes of the models
A general formula for the sample size calculation of a generic “model T” is:

T RN o R A T
2 - 2

) (1“erA _/uerD) (AT)

S Ex

with:
V‘I?7H0 = rlTsiEx '01?7H0 ; VTszA = nTstx 'O-TszAand 4 = Hrw, = Hrow,
and the ratio between the sample sizes of two generic models (T1 and T2) is:

Mo _ (Aialz\/a—i_ zi’ﬂ\/a)z ,(Arz)z

Mra, e (Zl—a/2\’V$27Ho + Zl—ﬂ'\’V'I%27HA )2 (A”)Z

The asymptotic behaviour of this ratio can be obtained for Ha = Ho (ut1_na and pr2_na, which tend
to their non-inferiority limits of respectively pr1_ Hoand pr2 Ho), and consequently for At1 2> 0 and Atz >

0 (herein At 20):
2
i Nry i (zi-alzﬂszl_Ho +21—/M’V1?1_HA) i (Arz)z
m — = 1lm - 1m
ST (Zl—aIZ\’V'I%27H0 + Zi—ﬂ\/V1?27HA )2 e (Arl)z

=lmA, - lImB;,

4 -0
_ (Zl—a/2\’V$1_HO + Zl—ﬂ\/VTzl_HA )2 B, = (42)2
(Zl—aIZ\, VT22_H0 +Z 4 \ VT22_HA )2 . (41)2

Note that, if 4. —0 :>VT2,HA —>V? Hy then:

2 2 2 2 2
Zl—alZ\’VT7H0 +Z _gVrH, Zl—alZ\’VT7H0 + Zl—ﬂ\’VT7H0 = (21711/2 + Zl—ﬂ)\’VT7H0

2
2 2
I B (21711/2 + Z:L—ﬁ') VTin, V1w,
AT'T) Ayro (”stfoA) = 2 52
(Zl—a/Z + Zl—ﬂ) Vian, T2Ho

The above approach can also be applied to ns_ex Ha Which tends to the non-inferiority limit given
by ns ex Ho, and to ms_st HA = Ts_st Ho
Section 2.A.3.1 gives an example of the application of this formula to the models LRs (T1) and LORs
(T2).

3.A.3.1. Calculus of the limits of the ratio between the sample sizes of models LRs and LORs
2

3.A.3.1.1 Calculus of = (limit of A
VILORs H,

with Arl/TZ

and so:

T1/T2)
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ViRg_Hy _ s Ex_H K-7s g n _
. = =
VLoRrs_H, 1 1

B Ro_sﬂs_g_Ho k”s_s_HO B k(l_ Ro_s”s_s_HU)"' Ro_s (1_”5_3_»40) <1
- 1 1 B k R s
F‘)o_sﬂ's_s_n-|0 (1_ Ro_s”s_s_Ho) " kﬂ's_s_H0 (1_ ”s_s_Ho) 1- Ro_s”s_s_H0 ! 1- Ts_a_H,

As the numerator is always less than the denominator, the ratio is <1.

2
(4r:)
Remembering that At -0 is equivalent to nts_ex Ha = Ts_ex_Ho = Ro_s:ms_st_Ho (and also to ns_st va =2
7s_st Ho) and applying Hopital’'s theorem, we obtain:

i A [In(Rs)-In(R <) ]

——=1lim

0 Alog, “T*O[In(ORTis)—In(ORois)TZ

2
3.A.3.1.2 Calculus of the limit of BLrs/LoRs: BTI/T2 —(AT—Z)

= lim ln(”S—EX—HA)_In(”s_&_HA>_|n(RJ_s)

7s_ex_Ha > Ro_s7s_s_Hg In (ﬁS_EX_HA ) — |n (1— 7[s_Ex_HA ) + |n [l_ﬂS_S_HAJ - In (ORJ—S)

s s H,
2 2
1 1
_ lim TS Ex_H, _ Ro_s”s_a_HO _
Zs_ex_Ha>Ro_s7s_a_ng 1 + 1 1 + 1
S_Ex_H ~/*s Ex_H s’*s s H “ o ss s H
V4 . 1z X R, s7 . 1-R g7 ,

= (1_ Ro_s”s_sr_H0 )2 <1

3.A.3.1.3. Calculus of the limit of the ratio nirs_ex/NLors_ex: LNLRs/LORSs
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. n v2 . A k(1- v + 1-x 2
LnL or. = |Im£:M lim R — ( R(Ls sfsfHo) RLLS( stiHD) (1_% s o ) _
R/LORs 4o z 40 A K . R_s ni

1- R)_S”S_S_HU 1- Ts_s_H,

LORs g VLORS _Hp

K+ Ro_s(l_”s_s_Ho)

B (1_ Ro_s”s_s_Ho) 1

- 1-R o )<
Kt R075( _sTs_s_H,

:I-_”s_sx_H0

and so nr is asymptotically smaller than nior.

3.A.3.2. Limit of the ratio of the sample sizes of models nps/nrs (LNpsirs), NRs/NLRs (LNRs/Rs), and
Nps/NLors (LNps/LoRs).
Following a similar approach, it is possible to obtain the following results:

L _ kRofs (1_ &75”5737H0)+(1_ﬂ5787H0)
Mo /r, = KRy s(1-Ry o7s ¢ 1, )+ RS s (1— s s w,)

RD_S (1_ Ts_s_H, )

(1_ Ro_s”s_sr_Ho)

>1 LRSILRSZ:L;

k +

Ln <1

LRs/LORg —
K Rofs (1_ R075”5737H0)
+
(1_”5_3_H0)
K+ (l_”s_s_HO)
Ln L L L B RcLs (1_ Rofs”sfsfm,)
Ds/LORs — "Dg/Rs = —Rs/LRs ~ —LRs/LORg —
K Ro_s (l_ Ro_s”s_s_Ho)
(1_”5737%)
with Lpsiors 2 1 if ts_st Ho < (1+80)/2 and Lps/iors < 1 if ts_st Ho >(1+80)/2.

Conclusions

The ratio limits do not depend on a or B, but only on =s_st, k, and the non-inferiority margin.
Therefore, having fixed k, the non-inferiority margin, and ns_st, the following relations apply:

Losrs>1, Lrsitrs= 1 and Lirsiors<1, from which it is possible to obtain those relating to sample sizes:
1)- NRS_Ex = NLRS_Ex < NDS_Ex and NRS_Ex = NLRS_Ex < NLORS_Ex, regardless of the value of TS_St;

2)- NRs_Ex = NLRS_Ex < NLORS_Ex < Nbs_ex When 7ts st < (1+80)/2, Or Nrs Ex = NLRS_Ex< NDS_Ex< NLORS_Ex
when ns st > (1+30)/2

3.B. Failure: Asymptotic Behaviour

3.B.1. Model 1 (Df) vs. model 2.1 (R)
It needs to be remembered that, in the sample size formulae, the numerator of formula 3.B.2.4 for
model 2 is greater than or (at most) equal to the numerator of formula 3.B.1.4 for Model 1, as

R?, ¢ > 1; furthermore, the denominators of the two formulae are equal, as is shown by:
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2

50 = 2

= TE_ex_Hp |1 ——=——|TF_a_H,p =(”F_Ex_HA—”F_a_HA—5o_F)
TF_S_Ha

The conclusion is that nrr_ex > NpF_Ex.
3.B.2. Models 2.1 (Rr) and 2.2 (LRF)
Following the same approach as that used in section 3.A.2, it is possible to demonstrate that: n.r r =
NR_F.
3.B.3. Asymptotic behaviour of the ratio between the sample sizes of the models.
Following a procedure similar to that used for the success probability (section 3.A.2), the following
results are obtained:
kR)_F (1_ RO_F”F_S_HU ) + (1_”F_S_Ho)
LnDF/RF = 2

kR)fF (1_ %7F”F7&7H0)+ R;LF (1_7ZF7517H0)
Ro; (1_ ”FiﬁfHo)
(l_ RO_F”F_Q_HO)

<L Lng . =1

K+

Ln = B

LR: /LOR: - RO,F (1— %7FHF73,H0)
1_7Z-F73,H0
. (1— ”Fia,Ho)

R = v

D¢ /LOR, ] R ¢ (1— R37FEF737H0)

+
(1_ ﬂ-F_S_Ho)
with Lnpriiorr <1 if 7te_st Ho 2 (1- 80)/2 and Loior >1 if e st Ho <(1- 80)/2.

Conclusions

The ratio limits do not depend on a or B, but only on =tr st, k, and the non-inferiority margin.

Then, having fixed k, the non-inferiority margin, and =ns_st, the following relations apply:

Lorre>1, Lrere= 1 and Lirrilore<1 from which it is possible to obtain those relating to sample sizes:
1)- NbF_Ex < NRF_Ex = NLRF_Ex @Nnd NLoRF_Ex < NRF_Ex= NLRF_Ex, regardless of the value of nr_st;

2)- NpF_Ex < NLORF_Ex< NRF_Ex = NLRF_Ex When ©tr st < (1-80)/2, or NLorF_Ex < NDF_Ex < NRF_Ex < NLRF_Ex When
nE_st > (1-80)/2

Sample sizes for non-inferiority studies based on the difference between two proportions: a unified approach for difference, ratio and odds ratio models
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Table App.2.1 Failure Probability. Null Hypothesis (Ho) of the three considered Models (M), together with their sampling distribution, and
sample size calculation formulae for the experimental group.

Ho Sampling Distribution e = (nl g =Kn) o,
— D, = - -6 2
M. Tem fra 50} . fj‘f“ v ;f TE s (1—;;: s H.,) N (1’”: s HA)
1 with & >0 Hor “Tre e e Zo i e e, (1’”F,Ex,Hn)+ — K A ”;p,m(lfnpigx,m)Jr Tk
i o _eallomea) mra(lomes) 0o 3B.14
=" m T oo e e = -5
o nD; ¢ nD: o ) (”F,Ex,HA BTN ’50f )2
M T R =Pre-RoPra P
’ 2 ; =— = - L Te gl H
2.1 Re2RriRs Teg Ho = e (1R7 F”F; o) [nfarz\}ﬂgsxﬁo (1-7e g )+ R e —— O(k — 0)'*ZLﬂ\/”F;x,HA(l’”F,Ex,HA)*Ré,o; ool K A)J
- 2 7”F,Ex — Tk & 2 Trall=7e g
Re>1 TR, R R o "Re £ 5 3B24
- (”FiExiHA’RLF '”FiﬁiHA)

(or: e & — RyTe 320)

M. L > L Zin| Peec|_ 2
R ¢ Rr LR =In pa) o [17 Te gen, |, 17 an, [1_ Te gen, 177 am,
2.2 with LR, =In(R, ) . Zqi2 + K +Z., + K
F F ;,m(:\n(”‘rj}u&,‘:In(&p)—ln(Rﬂ) n \I TE Ex Ho e g H, V TE Ex Hy “TE sH, 3B.2.14
and LR, >0 o iee im. e (I0(7¢ o, /7 o)~ LRor )
%% MR pom o TR o7 o F ExHy/TF S H, F

M. OR; ¢ 20R, ¢ LOR. =In(OR.)~In(OR, ;) = [ 0 I I I T 2

with OR, , =2k [ Tsa =1n(Pe &) =In(G &) =In(Pr o) z, + +z +
3 - 1’7'59/1’”59 +In(6 o)~ LOR. o IE\I”EEXJ,, (1_”&5“40) K-7e g, (1_”&33—4“) ”V”EE&HA (1’”F757HA) K7 g, (1’”&8;“)

and OR, ; >1 " Mok o, > 3B.34

or tion, =IN(OR; )~ LOR, - (In(;rEEx’HA)—In(l— ”:,Ex,HA)*ln(”:,s,H,)Jf In(l— ”F,s,m)’ LORU)

LOR  >LOR, 1

with LOR , =In(OR, . )
and LOR, , =In(OR, )>0

Ol =F————————— ¢
% NLOR: o 7o e (17 &)
1

R T
ROR, - 7an(1 71 2)

The sample size calculation formulae are numbered as: 3.B.1.4, 3.B.2.4, 3.B.2.1.4, and 3.B.3.4 for consistency with the corresponding for

the success probability.
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Table App.2.2 Failure Probability. Sample sizes for o = 0.025 and 1-3 = 0.80

Rre=1.1] 1.18* 1.18* 118 [ 1.118 1118 1118 [ 1118 | 1.05# 105# | 105# | 1.05# 1.00 1.00 1.00 1.00
8

nrs Ror | M| Dr Re LRr LORr Dr Re LRr LORr Dr Re LRr | LORe Dr Re LRr LORr
01 .25 |1 [28135| 35485 | 35237 | 34,206 | 7,681 9,740 9618 | 9348 | 3711 4731 | 4651 | 4524 2,260 2,896 2,837 2,762
0.1 2 28119 | 35321 | 35398 | 34,333 | 7673 9,655 9,691 9406 | 3707 4671 | 4694 | 4559 2,258 2,849 2,865 2,784
0.1 3 |28178 | 35312 | 35409 | 34,333 | 7,706 9,650 9,697 | 9406 | 3730 4668 | 4698 | 4559 2,277 2,847 2,868 2,784
01 |15 |1 - - - - 97,967 | 11,3030 | 11,2747 | 11,0798 | 15,248 | 17,651 | 17,550 | 17,257 | 6,279 7,292 7,233 7,115
0.1 2 | - - - - 97,948 | 11,2844 | 11,2932] 11,0946 | 15243 | 17,578 | 17,607 | 17,304 | 6,276 7,245 7,260 7137
0.1 3| - - - - 98,018 | 11,2834 | 11,2945 11,0946 | 15271 | 17,574 | 17,612 | 17,304 | 6,296 7,242 7,263 7,137
01 .05 |1 - - - - - - - - - - - - 56,512 | 59,408 | 59,349 | 59,022
0.1 2 | - - - - - - - - - - - - 56,509 | 59,361 | 59,377 | 59,045
0.1 3| - - - - - - - - - - - - 56,529 | 59,359 | 59,380 | 59,045
03 25 |1 [7071 | 8977 [ 8898 7,898 | 1,954 2,488 2452 | 2,187 954 1,218 | 1,196 | 1,071 586 751 736 660
03 2 |7055 | 8937 | 8952 7924 | 1,947 2,468 2476 | 2,199 950 1,205 | 1210 | 1,078 583 741 745 665
0.3 3 |7.060 | 8932 | 8967 7,924 | 1,950 2,465 2484 | 2199 952 1,203 | 1215 | 1,078 585 739 749 665
03 15 |1 - - - - 24,924 | 28,830 | 28,739 | 26,826 | 3919 4542 | 4513 | 4224 1,628 1,890 1,875 1,758
0.3 2 | - - - - 24,906 | 28,784 | 28,801 | 26,857 | 3914 4525 | 4532 | 4233 1,625 1,880 1,884 1,763
0.3 3| - - - - 24912 | 28778 | 28818 | 26,857 | 3916 4523 | 4538 | 4233 1,627 1,879 1,888 1,763
03 .05 |1 - - - - - - - - - - - - 14,651 | 15402 | 15387 | 15,060
03 2 | - - - - - - - - - - - - 14,648 | 15392 | 15396 | 15,065
0.3 3| - - - - - - - - - - - - 14,651 | 15390 | 15400 | 15,065
05 .25 |1 [2858 | 3675 | 3,630 2,685 809 1,038 1,018 763 402 516 505 382 251 322 315 241
05 2 |2842 | 3660 | 3663 2,701 802 1,031 1,033 771 398 512 514 387 248 319 321 243
05 3 |2843 | 3662 | 3684 2,701 802 1,031 1,044 771 398 512 521 387 248 319 326 243
05 .15 |1 - - - - 10,316 | 11,989 | 11,938 | 10,089 | 1,653 1,920 | 1905 | 1622 698 810 804 687
0.5 2 | - - - - 10,297 [ 11,972 [ 11,975 | 10,107 | 1,648 1915 | 1917 | 1627 695 807 809 690
0.5 3| - - - - 10,297 | 11,973 | 11,998 | 10,107 | 1,648 1915 | 1926 | 1627 695 807 815 690
05 .05 |1 - - - - - - - - - - - - 6,279 6,601 6,594 6,269
05 2 | - - - - - - - - - - - - 6,276 6,598 6,600 6,271
05 3| - - - - - - - - - - - - 6,276 6,598 6,605 6,271
07 25 |1 [1053 | 1403 [ 1373 556 318 416 404 172 166 215 209 93 108 138 135 62
07 2 [1037 | 1399 | 139 590 311 415 415 186 162 215 215 101 105 138 139 67
07 3 1051 | 1418 [ 1435 590 316 423 433 186 165 219 226 101 107 141 147 67
07 115 |1 - - - - 4,055 4772 4,737 [ 3,038 682 797 788 517 299 347 344 230
0.7 2 | - - - - 4,036 4,767 4764 | 3,074 677 796 796 527 296 348 348 235
0.7 3| - - - - 4,049 4,786 4,805 | 3,074 681 802 811 527 298 351 357 235
07 .05 |1 - - - - - - - - - - - - 2,691 2,829 2,826 2,502
07 2 | - - - - - - - - - - - - 2,688 2,829 2,830 2,507
07 3 | - - - - - - - - - - - - 2,690 2,833 2,839 2,507
09 25 |1 - - - - 45 71 63 - 35 47 44 - 28 36 35 -
0.9 2 | - - - - - - - - - - - - - 38 38 -
0.9 3| - - - - 73 107 115 - 48 67 73 - 36 48 54 -
09 J.15 |1 - - - - 577 763 737 - 143 173 167 - 78 % 89 -
0.9 2 | - - - - - - - - 137 175 174 - 75 92 92 -
0.9 3| - - - - 694 899 913 - 168 207 214 - 89 107 112 -
09 .05 |1 - - - - - - - - - - - - 698 733 733 417
0.9 2 | - - - - - - - - - - - - 695 736 736 440
E (s |1 -1 -1 -1 -"1T1-:-171 - | -] - [ - - - 713 756 762 440

Legend: nir_st = true failure probability for the Standard drug, Ro ¢ = non-inferiority margin expressed in the ratio scale, M = Method 1, 2, and 3 (see
text); Rr_r = true ratio between the true success probability for the Experimental drug (nr_ex ) and =nr_si; Dr = Difference, Rr = Ratio, LRr = In(Rr), LORr
= |n (Odds Ratio). 1.18* = 1.00/0.85;1.11$ = 1.00/0.90; 1.05# = 1.00/0.95. The “~“ sign means that it is a case incompatible with non-inferiority and the

«n

.” sign means that the denominator of the sample size formula is equal to 0 (sample size tends to infinity)
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Table App.2.3. Failure Probability. Formulae for switching from a model to another of the three

considered models

From To the Model:
the
Model:
Model 1 | Model 2.1 Model 2.2 Model 3
TE Ex T _TF Ex'l_”FS

TF_Ex RT_F = pn = LR £ =In F_Ex ORr e g 1-7¢ g

TE st F3 ) TF s 5 1-

5 - 50 - OR, ¢ —[1+ 0_F J 7F &

0_F Ry p=1+—= LRy ¢ =In| 1+ 50_F B e g )| 1-(7e g+ 50 F)

_ = E=
FS - TE & LOR; ¢ =In(ORy ¢ ); LOR ¢ =In(OR, ¢ )
Model Model 1 Model 2.2 Model 3
2.1
e st e ex=Rr F7F g LRr ¢ = In(RT_F) OR ¢ =R N
1-Rr g 7r g
Rrr -l dor=(Ror-17e o LRy r =In(Ry ¢ ) 1oz o
R - - OR(LF = R)l ~
0F -Ror7r g
LOR ¢ =In(ORy ¢); LOR, ¢ =In(ORy ¢ )
Model Model 1 Model 2.1 Model 3
2.2
=exp(LR; ()7 Rr £ =exp(LR _ "7r e
Te st | 7F_Ex p F)7F. s F p(Lhr F OR: ¢ =exp(LRy F).1 oo(LR )

- - N - F)'7F.s
LRy 6 ¢ =[eXp(|—Po_F)—1J'”F_3 Ro F =exP(LR07F) ORe - = ep(LFo ¢ 17 o
LRO_F -F -F 1—exp(LR07F)-7rF73

LOR; ¢ =In(OR; ¢ ); LOR, ¢ =In(OR, )
Model 3 | Model 1 Model 2.1 Model 2.2
TE st | 7g gy = : ORl'fF(‘)”FfS - Rrp= — O?&; 1) LR = In(ORTiF)—In(1+ TE g (ORU: —l)
- + - T -
OR; - 7e s (ORr ¢ -1) FS\TF LRy ¢ =In(ORy ¢ )—In(1+7¢ 5 (ORy ¢ —1)}
- e o (ORy F ~1)(1-7¢ &) - ORo ¢
ORy F | o p=—5 = = Ror= 1 0 1
- - 1+ 7 5 (ORy ¢ -1) +7¢ 9 (ORy £ -1)

17
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