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1. Introduction 
The personality of a person has two components: temperament and character [1]. Temperament 

reflects propensity, while character reflects the configuration of habits. Furthermore, temperament is 

an innate human trait, while character arises because of the interaction between temperament and the 

environment. Detecting the temperament of a person can be a useful tool for detecting personality 

traits, which not only describe individual’s behaviour, but also include ways of thinking and feelings that 

affect motivations, preferences, emotions, and even health [2]. The study of a person's personality traits 

is importance in psychology and personality recognition [3]. It can also benefit many other applications, 

such as depression and mental illness detection [4], cyberbullying detection [5], sentiment analysis [6], 

help match people to ideal job [7], and so on. The most performed temperament detection is the filling 

out of a questionnaire test. However, this leads to error-prone results because people might not seriously 

answer the questions or might give the question a random answer; hence, the answer does not reflect 

her or his temperament. One possible solution to this problem is based on social media data. Social 

media use a personal and private account, where each social media user can express herself or 

himself to the virtual world. Doing so reflects the person’s personal life and daily life [8], which expresses 

the temperament of the person. The activities of users on their social media, such as Twitter, are similar 

to user activities when they interact in the real world. Twitter is often used as a medium to publish their 

activities via short messages (tweets) which can be in the form of text, photos, or videos [9]. This shows 

ARTICL E  INFO  

 
ABSTRACT  

 

Selected paper from The 2020 3rd 
International Symposium on 
Advanced Intelligent Informatics 
(SAIN’20), Nanjing-China (Virtually), 
25-26 November 2020, 
http://sain.ijain.org/2020/. Peer-
reviewed by SAIN’20 Scientific 
Committee and Editorial Team of 
IJAIN journal. 
 
Article history 
Received November 16, 2020 
Revised July 17, 2021 
Accepted November 17, 2021 
Available online March 31, 2022 

 Deep learning has shown promising results in various text-based 

classification tasks. However, deep learning performance is affected by the 

number of data, i.e., when the number of data is small, deep learning 

algorithms do not perform well, and vice versa. Classical machine learning 

algorithms commonly work well for a few data, and their performance 

reaches an optimal value and does not increase with the increase in sample 

data. Therefore, this study aimed to compare the performance of classical 

machine learning and deep learning methods to detect temperament based 

on Indonesian Twitter. In this study, the proposed Indonesian Linguistic 

Inquiry and Word Count were employed to analyze the context of Twitter. 

The classical machine learning methods implemented were support vector 

machine and K-nearest neighbor, whereas the deep learning method 

employed was a convolutional neural network (CNN) with three different 

architectures. Both learning methods were implemented using multiclass 

classification and one versus all (OVA) multiclass classification. The highest 

average f-measure was 58.73%, obtained by CNN OVA with a pool size of 

3, a dropout value of 0.7, and a learning rate value of 0.0007.   
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that activity data on social media users can describe their behaviour, opinions, and interests [10], [11]. 

Behaviour is an element of personality. Therefore, tracing the digital footprint on social media has 

become an effective solution for identifying temperament. 

There are several studies of predicting temperament based on social media data, such as predicting 

temperament and mood using case-based reasoning [12] and predicting temperament using machine 

learning methods [10], [13]–[15]. However, in these studies, the use of classical machine learning is 

generally proposed, such as K-nearest neighbour (KNN) [10], [13], AdaBoost [14], bagging [14], 

decision tree C4.5 [10], [14], naïve Bayes [10], [14], random forest [13], [14], support vector machine 

(SVM) [13]–[15], and multilayer perceptron [10]. The main drawback of classical machine learning is 

the need to craft the representative features manually for each method to obtain the optimal 

performance. Deep learning, however, has shown promising results in various text-based classification 

tasks in which high-level features are automatically learned from data. However, the performance of 

deep learning is affected by the number of data, i.e., when the data are small, deep learning algorithms 

do not perform well, and vice versa. Classical machine learning algorithms commonly work well for a 

small number of data, and their performance reaches an optimal value and does not increase with the 

increase in sample data. Therefore, the aim of this study was to compare the performances of classical 

machine learning and deep learning to detect temperament based on Indonesian Twitter.  Two classical 

machine learning algorithms, i.e., SVM and KNN, were implemented as baseline algorithms. This is 

because both algorithms provide better results than random forest in the study of multiclass classification 

[13]. Meanwhile, a convolutional neural network (CNN) was selected as a proposed deep learning 

algorithm in this study because the deep learning algorithm provided better performance than shallow 

learning in a study on depression detection [16] and situations understanding based on sentiment analysis 

[17] using Twitter data. 

In this study, information from Twitter data was divided into two categories: behavioural and 

grammatical. These two categories produced a corpus of meta-attributes or meta-bases. The grammatical 

category is based on information from the Linguistic Inquiry and Word Count (LIWC) dictionary, 

which is only available in English, Chinese, Arabic, Spanish, Dutch, French, German, Italian, Russian, 

and Turkish [18]. The dictionary target in LIWC is approximately 90 variables related to linguistics, 

where each category is related to psychological aspects. Because Indonesian language data were employed 

in this study, an Indonesian LIWC dictionary was also proposed independently based on the categories 

provided in the LIWC2015 application. In addition, Keirsey’s temperament model was implemented, 

including the guardian, artisan, idealist, and rational types. This model is widely accepted for the 

understanding of professional trends; thus, it is potentially applicable in recruitment and selection 

processes, which are promising areas for social media data analysis [14]. Therefore, the task in this study 

is multiclass classification. However, multiclass classification problems are generally more difficult to 

solve than binary classification problems. Binarization techniques appear to solve multiclass problems by 

dividing the problems into easier forms in the form of binary classification. The binarization technique 

that is commonly used is one versus all (OVA) [19]. Based on this explanation, the performances of 

classical machine learning (SVM and KNN) and deep learning (CNN) were compared for temperament 

detection of Indonesian Twitter users. The performances of both models were also studied in 

multiclass and OVA multiclass classification. In addition, this research utilised categories in LIWC to 

build an Indonesian LIWC dictionary for feature extraction. 

2. Method 
The general process used in this research is illustrated in Fig. 1, which consists of four main 

processes: (i) creation of the Indonesian LIWC, (ii) construction of the dataset, (iii) model generation 

for temperament detection, and (iv) real-time processing of temperament detection for Twitter users. 

The first three processes are batch processing, whereas the last process is real-time processing. Each 

process consists of several subprocesses as inputs to and outputs from other related processes. 
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Fig. 1.  Research methodology 

2.1. Creation of Indonesian LIWC 
The choice of language and words used daily by everyone is a medium to translate their thoughts and 

emotions into a form that can be understood by other individuals. This choice of language and words 

that are spoken or written is used by cognitive, personality, clinical, and social psychologists as material 

to try to understand humans [20]. LIWC was proposed in 1993 and continued to be developed in 

2001, 2007, and 2015. In this study, LIWC2015 was employed as a reference. The LIWC2015 is one 

of the most versatile, easy-to-master instruments for converting any text into data, and helping 

psychologists who would normally not be good at data science [21]. Based on LIWC2015, only 68 

categories out of approximately 90 categories were used because there are only 68 categories that have 

word examples in the LIWC2015 documentation. The first subprocess is a translation process from 

English to Indonesian for the collected words. Furthermore, the second subprocess is used to enrich 

vocabulary using two approaches: (i) an approach based on word synonyms (http://sinonimkata.com) 

and (ii) one based on the thesaurus (http://tesaurus.kemdikbud.go.id/tematis). This process is 

expected to increase the number of word samples for each category. 

2.2. Dataset Construction 
The first subprocess of this process is data collection. Data were collected by searching the usernames 

of Twitter users who were grouped based on their type of temperament; then, the crawling process was 
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conducted to obtain information about those usernames. The information taken from each username 

was the latest 200 tweets, number of followers, following, favourites, and user status. Then, the crawled 

data were labelled on each username based on the type of temperament of the user. The collected data 

consisted of four classes of temperament, i.e., guardian, artisan, idealist and rational, where each class 

contained 200 data. The next subprocess is data pre-processing. Pre-processing is an important stage 

in research using text domain data. This is because raw text data have an unstructured format, 

redundancies, and inconsistencies [22]. Therefore, pre-processing is required to make the data clean or 

make them have the same format. There are several steps in pre-processing, as follows. 

• Deletion of Mention, Hashtag, Retweet, and URL; Deleting the mention, hashtags, retweets, and 

URLs is done because most mentions, hashtags, retweets, and URLs do not have a correlation with 

the meaning of a tweet and are also not used in the next process [23]. 

• Translating Expression Symbol; A tweet usually not only contains words but also symbols, commonly 

called ‘emoticons’ and ‘emojis’, which clarify the emotional description of a tweet. The process of 

translating expression symbols is performed to translate symbols into words that can be processed at 

a later stage. In this study, the symbols contained in the tweet were translated into five classes of 

emotions: anger, sadness, joy, fear, and surprise [24]. 

• Case Folding; Case folding involves changing words in text into uniform lowercase letters to facilitate 

further processing [23]. In this research, folding was carried out for all words in the dataset so that 

the same word, but with a different letter format, is not detected as two different words. 

• Elimination of Special Characters; The elimination of special characters is the process of removing 

all characters except for letters and hyphens ‘-’ in the text [23]. This process is carried out because 

the characters to be processed at a later stage are only letters and hyphens ‘-’, while the other 

characters have no meaning. 

• Formalisation; Formalisation is changing the abbreviation in the text into its respective whole word 

representation, or a word that does not contain an abbreviation [23]. In this research, formalisation 

was carried out by creating a dictionary of abbreviations containing abbreviated words and whole 

words. Abbreviations contained in the text and dictionary abbreviations are formalised so that words 

can be processed in the next process. 

• Stemming; Stemming is one of the processes in pre-processing. The purpose is to map word 

variations to their basic word forms. The stemming process is performed by removing the affix 

(beginning and ending) of a word to obtain the basic word [25]. 

The results of pre-processing in this study are clean datasets that are ready for use at the feature 

extraction stage. The third subprocess is behavioural feature extraction, which was implemented for the 

collected raw Twitter data. The number of followers, following, and favourites crawled from Twitter 

users were used as behavioural features. A user tweet contains up to 280 characters, including mentions, 

hashtags, retweets, and URLs. Therefore, the number of mentions, hashtags, retweets, and URLs from 

each tweet were extracted as the other behavioural features. The result of behavioural feature extraction 

from each Twitter user is a feature set represented as a vector of eight elements consisting of the number 

of followers, number of following, number of favourites, status, number of mentions, hashtags, 

retweets, and URLs. These behavioural features were extracted from each of the Twitter users collected. 

In addition, another kind of feature was employed — grammatical features. Therefore, the next 

subprocess is grammatical feature extraction, which uses the results of pre-processing as an input of this 

subprocess. Grammatical feature extraction extracts grammatical information based on the categories in 

Indonesian LIWC. Indonesian LIWC was used as a dictionary to match each word in a tweet with a 

word in a certain category. The number of tweet words in each category of Indonesian LIWC was 

recorded and used as a grammatical feature. Because the number of categories in Indonesian LIWC is 

68, the result of the grammatical feature extraction is a feature set represented as a vector of 68 elements, 

where each element represents the number of tweet words in a category of Indonesian LIWC. 
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The last subprocess is data labelling. The behavioural and grammatical features were combined and 

then used as a feature set for each Twitter user. Therefore, the dataset contained 800 Twitter users, 

where each user had 76 features from behavioural and grammatical feature extraction. Each of the 

Twitter data was labelled to be used in the training process. Two types of dataset were used for 

constructing multiclass and OVA multiclass classification models. The first dataset for multiclass 

classification consists of four class labels, i.e., guardian, artisan, idealist, and rational, with 200 data points 

in each class label. However, the second dataset for OVA multiclass classification consists of only two 

class labels, i.e., respected class and other class. In the OVA multiclass classification, 400 data were used, 

where 200 data points were taken from the respected class and the other 200 data points were taken 

randomly from the non-respected class. For example, the OVA multiclass classification for guardian class 

labels used 200 data from the guardian class and 200 data taken randomly from the other class, including 

artisan, idealist, and rational types. Therefore, there were four types of dataset for building the OVA 

multiclass classification model. 

2.3. Model Generation for Temperament Detection 
The first subprocess of model generation for temperament detection is data scaling. The datasets 

used in classification mostly have a variety of feature values. This means that the value of one feature 

might be too large, while the other might be too small. Data scaling and data normalisation are processes 

that have the same goal, which is to make data be in the same range [26]. The same range data will 

minimize bias in the neural network and speeds up the training process [27]. There are no specific rules 

regarding the selection of certain types of data-scaling dataset. In this study, the min-max and Z-score 

algorithms were selected based on study [28]. The min-max algorithm scales the data into numbers in 

the range of 0–1. The smallest data value is changed to 0, and the largest data value is changed to 1. The 

min-max algorithm is shown in Equation (1).  

𝑣𝑣′ = 𝑣𝑣− 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚−𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

   (1) 

where 𝑣𝑣′ is the division result between the difference in the input data and minimum feature value 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚  

and the difference between the maximum 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 and minimum feature value 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚. Unlike the min-max 

algorithm, the Z-score does not change the dataset value to a certain value of x. This algorithm is a form 

of standardisation that is used to convert normal variants into standard score forms [29]. The formula 

to compute the Z-score is shown in Equation (2). 

𝑣𝑣′ =  𝑣𝑣 − 𝑥̅𝑥
𝜎𝜎𝑥𝑥

   (2) 

where 𝑣𝑣′ is the division result between the difference of input data 𝑣𝑣 and average feature value  𝑥̅𝑥 and 

the standard deviation of the feature, 𝜎𝜎𝑥𝑥. The result of the transformation is data with an average value 

of 0 and a standard deviation of 1. The next subprocess is implementing 10-fold cross validation for 

splitting the dataset into training data and testing data. Ten folds cross validation (k = 10) is the most 

commonly used to evaluate and compare machine learning algorithms [30]. A 10-fold cross validation 

means that the dataset is split into 10 folds and the experiment is repeated 10 times, where each 

experiment uses one different fold as testing data and the nine remaining folds as training data. Because 

the number of instance data in the dataset for multiclass classification is 800, each experiment used 720 

training data and 80 testing data. However, the OVA multiclass classification only used 400 data; hence, 

360 data were used as training data and 40 data were used as testing data. The training and testing 

experiments were repeated 10 times using different folds as testing data. Then, the results from the 10 

experiments were averaged to report the final results of the classification model performance. The next 

subprocess is the training and testing process, where the training process is used to build the 

temperament detection model, and the testing process is used to validate the trained model. Two 

approaches were utilized for the training and testing processes: multiclass classification and OVA 

multiclass classification. Both approaches involved implementing the SVM, KNN, and CNN algorithms. 

An illustration of the training process is presented in Fig. 2. 
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Fig. 2.  Illustration of training process 

Each algorithm applied for multiclass classification and OVA multiclass classification was tested using 

various combinations of hyperparameters to obtain the best classification model. Hyperparameter 

Combination for Deep Learning; As mentioned before, CNN was applied as a deep learning algorithm 

with three different architecture models. The first architecture adopts the architecture proposed in a 

previous work [16], as shown in Fig. 3. Architecture 1 uses one convolutional layer with 250 feature 

maps and a rectified linear unit (ReLU) activation function, global max pooling on the feature map, and 

softmax output activation function for multiclass classification or a sigmoid activation function for OVA 

multiclass classification. 



ISSN 2442-6571 International Journal of Advances in Intelligent Informatics 51 

 Vol. 8, No. 1, March 2022, pp. 45-57 

 

 Ulizulfa et al. (Temperament detection based on twitter data: classical machine learning versus deep learning) 

 

Fig. 3.  CNN Architecture 1 

Architectures 2 and 3 used the same output activation function as Architecture 1, but different 

architectures in the convolutional and pooling layers. Architecture 2 used three convolutional layers with 

128 feature maps and ReLU activation functions, and one max pooling for feature map extraction, while 

Architecture 3 used three convolutional layers with 128 feature maps, a ReLU activation function, and 

two max pooling layers for feature map extraction. In addition to the first architecture, two architectures 

were applied for multiclass classification and OVA multiclass classification. The second and third 

architectures are shown in Fig. 4 and Fig. 5, respectively. 

 

Fig. 4.  CNN Architecture 2 

 

Fig. 5.  CNN Architecture 3 

All architectures used Adam as an optimizer. The hyperparameters for each architecture are listed in 

Table 1.  
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Table 1.  Hyperparameters of CNN 

Architecture 1 Architecture 2 Architecture 3 
Parameters Values Parameters Values Parameters Values 

Kernel 3, 5, 7 Pool size 2, 3, 5 Pool size 2.2, 3.3, 

5.5 

Dropout 0.3, 0.5, 0.7 Dropout 

0.3, 0.5, 

0.7 

Dropout 

0.3, 0.5, 

0.7 

Learning rate 0.007, 0.00007, 

0.0007 

Learning rate 
0.007, 

0.00007, 

0.0007 

Learning rate 
0.007, 

0.00007, 

0.0007 

Feature Map 250 Feature Map 128 Feature Map 128 

Convolutional 

activation function ReLU 

Convolutional 

activation function 

ReLU 

Convolutional 

activation function 

ReLU 

Output activation 

function 

Softmax; 
sigmoid 

Output activation 

function 
Softmax; 
sigmoid 

Output activation 

function 
Softmax; 
sigmoid 

Type of pooling 

Global max 
pooling Type of pooling Max 

pooling Type of pooling 

Max 
pooling 

 
Hyperparameter Combination for Classical Machine Learning; As mentioned before, two 

classification algorithms were applied: KNN and SVM. Both models were trained twice — once for 

multiclass classification and once for OVA multiclass. The hyperparameters of each algorithm are listed 

in Table 2. 

Table 2.  Hyperparameters of SVM and KNN 

SVM KNN 
Parameters Values of Parameter Parameters Values of Parameter 

Scaling Min-max, Z-score Scaling Min-max, Z-score 

Kernel linear, rbf, poly, sigmoid K 1–10 

 
Furthermore, the testing process was performed to evaluate all trained models. An illustration of the 

testing process for both multiclass classification and OVA multiclass classification is shown in Fig. 6. 

 

Fig. 6.  Illustration of testing process 
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The purpose of the evaluation was to choose the best model according to the results of the testing 

process. The evaluation process is conducted by comparing the testing results of various trained models 

in the form of an f-measure. Models of multiclass or OVA multiclass classification with the best f-

measure are selected and stored as models for temperament detection applications, as explained in 

Section 2.4. 

2.4. Temperament Detection for Twitter User 
In this process, input is accepted in the form of a Twitter username, and then crawling for Twitter 

data from related users is done. The next step is to apply preprocessing, feature extraction (both 

behavioural and grammatical), data scaling, and temperament detection processes. These processes are 

the same as those applied to the process of dataset construction and model generation for temperament 

detection, as explained in Sections 2.2 and 2.3, respectively. The temperament detection process was 

performed using the model with the best performance evaluation of the testing process. 

3. Results and Discussion 

3.1. Scenario Experiments 
There were three scenarios for the experiment in this research. In Scenario 1, CNN was implemented 

with three different architectures, as shown in Fig. 3, Fig 4, Fig 5, while, in Scenario 2, classical machine 

learning was implemented, including SVM and KNN. Subsequently, the results of Scenarios 1 and 2 

were compared in Scenario 3. The details of each scenario are shown in Fig. 7. 

3.2. Experiment Results and Analysis 
The best model of multiclass classification in Scenario 1a (Table 3) was obtained when using kernel 

size 7, dropout value 0.3, and learning rate 0.0007 with a 27.46% average value of the f-measure from 

the guardian, artisan, idealist, and rational classes. The best model of OVA multiclass classification 

obtained a 50% average value of the f-measure from the guardian, artisan, idealist, and rational classes 

when using kernel size 7, dropout value 0.7, and learning rate 0.00007.  

In Scenario 1b, the best model of multiclass classification was obtained when using pool size 5, 

dropout value 0.5, and learning rate 0.0007 with a 32.75% average value of the f-measure from the 

guardian, artisan, idealist, and rational class. The best model of OVA multiclass classification obtained a 

57.68% average value of the f-measure from the guardian, artisan, idealist, and rational classes when 

using pool size 7, dropout value 0.5, and learning rate 0.00007. The best model of multiclass classification 

in scenario 1c was obtained when using pool size 3, dropout value 0.3, and learning rate 0.0007 with a 

31.56% average value of the f-measure from the guardian, artisan, idealist, and rational class. The best 

model of OVA multiclass classification obtained a 58.73% average value of the f-measure from the 

guardian, artisan, idealist, and rational classes when using pool size 3, dropout value 0.7, and learning 

rate 0.0007.  

Table 3.  Testing Results in Scenario 1 (F-measure) 

 CNN 1 CNN 2 CNN 3 
Multiclass 27.46% 32.75% 31.56% 

OVA Multiclass 50% 57.68% 58.73% 

 
Table 4 shows the testing results of Scenario 2.  The best model of multiclass classification in Scenario 

2a was obtained when using min-max data scaling and a linear kernel with a 30.38% average value of 

the f-measure from the guardian, artisan, idealist, and rational classes. The best model of OVA multiclass 

classification obtained a 57.27% average value of the f-measure from the guardian, artisan, idealist, and 

rational classes when using Z-score data scaling and a linear kernel. The best model of multiclass 

classification in Scenario 2b was obtained when using Z-score data scaling and one nearest neighbour 

with a 28.89% average value of the f-measure from the guardian, artisan, idealist, and rational classes. 

The best model of OVA multiclass classification obtained a 54.01% average value of the f-measure from 
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the guardian, artisan, idealist, and rational classes when using Z-score data scaling and five nearest 

neighbours.  

Table 4.  Testing Results in Scenario 2 (F-measure) 

 SVM KNN 
Multiclass 30.38% 28.89% 

OVA Multiclass 57.27% 54.01% 

 

 

Fig. 7.  Illustration of Scenario Experiments 

The experimental results of multiclass and OVA multiclass classification in Scenario 1 show that the 

values of precision, recall, and f-measure obtained by using OVA multiclass classification were higher 

than the values obtained by multiclass classification. The best average value of the f-measure of OVA 

multiclass classification from Scenario 1 was obtained by CNN Method 3 in Scenario 1c with an f-
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measure of 58.73% and a combination of parameters: pool size 3, dropout value 0.7, and learning rate 

0.0007. In Scenario 2, the OVA multiclass classifications also reached higher average values of precision, 

recall, and f-measure compared with multiclass classification. The highest value of the f-measure from 

Scenario 2 was obtained by the SVM classifier in Scenario 2a with an f-measure of 57.27% when using 

the Z-score data scaling linear kernel. The experimental results from all scenarios show that OVA 

multiclass classification always achieved higher results compared with multiclass classification. This was 

because, in multiclass classification, the classifier distinguishes four types of class that have high 

similarities, so it is difficult to distinguish the area of each class, resulting in low evaluation results. In 

contrast, in the OVA multiclass classification, each classifier is easier to learn during training because it 

only distinguishes two classes. In addition, the differences in characteristics between classes are higher 

because one class is compared with all other classes. 

Table 5.  Testing Results in Scenario 3 (F-measure) 

 Scenario 1 Scenario 2 
Multiclass 31.56% 30.38% 

OVA Multiclass 58.73% 57.27% 

4. Conclusion 
The CNN deep learning method with OVA multiclass classification was the best classification 

method for temperament detection of Twitter users in the Indonesian language with an f-measure of 

58.73%. The best classifier models were obtained when using OVA multiclass classification, resulting in 

better performance than that of multiclass classification, both with classical machine learning and deep 

learning methods. OVA multiclass classification produced better performance because the formation of 

the model was done in stages by breaking the multiclass problem into four binary problems by 

distinguishing one class from another for each class. The deep learning method obtained better 

performance results than those of the classical machine learning method because deep learning methods 

learn deeper in the mapping of raw input data into feature representation using a layered algorithmic 

structure. 
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