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1. Introduction  

The fairly fast economic development in Indonesia affects the prices of necessities, from the 
agricultural sector, the industrial sector, the development sector and so on. The increasing need for 
clothing, food and shelter due to the influence of economic development has made people look for other 
alternatives to get additional income. Moreover, most Indonesians have a very consumptive attitude that 
requires a large amount of money to meet these needs. One of the things that can increase income is 
investing. Broadly speaking, investment is divided into two, namely investment in real assets and 
investment in financial assets. Investing can be done by everyone (Investor). However, in investing there 
are things that need to be considered, one of which is risk. Such as the slogan which is very popular 
among investors, namely "High Risk High Return". The greater the risk faced by an investor, the greater 
the rate of return that investor will get. There are several types of investors in facing risk, namely, risk-
seeking investors, risk-neutral investors, and risk-averse investors [1]. In addition, the investment 
strategy also needs to be considered, for example, in the portfolio construction. Developments in research 
to determine the optimal portfolio have been carried out a long time ago [2], [3]. Harry Max Markowitz, 
a person who wrote theory about portfolios [4] entitled Portfolio Selection (1952) in The Journal of 
Finance and a book [5] entitled Portfolio Selection: Efficient Diversification of Investment (1959). Since 
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 In this modern era, gaining additional income is necessary to fulfill daily 
needs since inflation is unavoidable. Investing in stocks can give passive 
income to help people deal with the increasing prices of necessities. 
However, selecting stocks and constructing a portfolio is the major problem 
in investing. This research will illustrate the stock selection method and 
the optimization method for optimizing the portfolio. Stock selection is 
carried out by clustering using Self-organizing Maps (SOM). Clustering 
will show the best stocks formed for a portfolio to be optimized. The best 
stocks that have the best performance are selected from each cluster for the 
portfolio. The best performance of the stock can be determined using the 
Sharpe Ratio. Optimization will be carried out using a Genetic Algorithm. 
The optimization is carried out using software R i386 3.6.1. The 
optimization results are then compared to the Markowitz Theory to show 
which method is better. The expected return on the portfolio generated 
using Genetic Algorithm and Markowitz Theory are 3.348458 and 
3.347559975, respectively. While, the value of the Sharpe Ratio is 
0.1393076 and 0.13929785, respectively. Based on the results, the best 
performance of the portfolio is the portfolio produced using Genetic 
Algorithm with the greater value of the Sharpe Ratio. Furthermore, the 
Genetics Algorithm optimization is more optimal than the Markowitz 
Theory.  
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then, the theory of portfolios has grown and the determination of several assets to be invested in order 
to get a profit has been increasingly varied [6]. However, the Markowitz Theory only illustrates how to 
optimize a portfolio and did not illustrate the stock selection itself. 

Stock selection in portfolio construction is necessary in order to get the desired rate of return. The 
stocks chosen are stocks that have the best performance as measured by the rate of return and the risk 
that will be borne by investors. In this research, clustering will be carried out based on the categories of 
stocks to be selected [7]. Clustering in this research will be carried out using the Self-organizing Maps 
method. After the stocks are clustered, several stocks that have the best performance from each cluster 
will be selected to become a portfolio which will later be weighted using the Genetic Algorithms and 
the results will be compared to the Markowitz Theory. Several previous studies used as a reference in 
this research, such as research conducted in Cheong, et al. [8]. They clustered stocks in the Korean 
Stock Market by investor information using k-means clustering and then formed four portfolios based 
on different weighting methods, namely Equal Weights, Market Capital Weights, Minimum Variance 
Weights and Sharpe Ratio Weights [9]. Then they compared the performance of the four portfolios and 
found that the portfolio using the Sharpe Ratio Weights weighting method as a fitness function is the 
portfolio that has the best results [10]. However, they did not compare the results to the Markowitz 
Theory. Based on this, this research will use the Sharpe Ratio Weights weighting method which already 
proved that have the best results between other weighting methods and will compared it to Markowitz 
Theory [11], [12]. Research conducted in Nair, et al. [13]. They used the Self-organizing Maps method 
for clustering high-dimensional data to a lower dimension and obtained 16 recommendation systems 
that can determine which stocks are profitable or not based on time series data information on stock 
prices [14]. Their research only used SOM to determine which stocks are profitable. This research uses 
SOM to determine the best stock in each cluster that will be formed for a portfolio to be optimized. 
The objectives of this research are: (1) Obtain the results of clustering and knowing the best stock from 
each cluster; (2) Determine the proportion of stock weight in the portfolio using a Genetic Algorithm; 
(3) Comparing the resulting portfolio performance. 

2. Method 

The portfolio construction in this research uses the SOM method for clustering and the Genetic 
Algorithm for optimization. 

2.1. Markowitz Theory 

A portfolio is a collection of investments owned by institutions or individuals. The combination of 
these assets can be in the form of real assets, financial assets or both. Portfolios aim to assist investors in 
diversifying stocks to reduce the risk borne by the hope that if one stock value falls while the value of 
other stocks rises, the loss can be offset by the rate of return obtained [15]. The Markowitz portfolio 
theory or commonly known as the Markowitz Model was first put forward by Harry Max Markowitz [4] 
in his article entitled Portfolio Selection (1952) in The Journal of Finance. Markowitz stated that if an 
investor wants a maximum expected return on his portfolio, then that investor must use the funds on 
assets that have a high expected return. However, this does not guarantee that the portfolio will have 
low risk [16]–[18]. Portfolio selection is very important to increase expected return or reduce the risk 
that will be borne by investors. If an asset is added to a portfolio [19], [20], the total portfolio risk will 
be reduced but the expected return remains the weighted average of the expected return of each asset in 
the portfolio. In other words, diversification will reduce the total risk without sacrificing return [21]. 
An investor always wants a high rate of return with low risk. A portfolio that provides a greater 
expectation of returns with the same risk, or provides a smaller risk with the same return expectation is 
called an efficient portfolio and an investor will always choose an efficient portfolio. Meanwhile, a 
portfolio chosen by investors from many efficient portfolios is called the optimal portfolio. The selection 
of the portfolio is of course in accordance with the preferences of investors on the level of profit and risk 
they are willing to bear. 
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2.2. Self-organizing Maps 

Self-organizing Maps (SOM) is a neural network type that is used for data classification. In 1982, 
Teuvo Kohonen introduced SOM for the first time. Unlike other types of neural networks, the structure 
of Kohonen SOM consists of two layers, they are the output and input layer (Fig. 1). 

 

Fig. 1.  Self-organizing Maps (SOM) 

A hidden layer is not required in SOM because every neuron within the input layer is solely mapped 
by SOM onto every neuron in the output layer. So, every neuron represents a cluster in the output layer. 
Every input neuron is received onto the output neuron through a weight that is connected directly to 
the input. So, the weight vector has identical dimensions with the input vector [15]. SOM is 
unsupervised learning and a technique that is efficient for clustering high-dimensional data into low-
dimensional data [13]. The SOM algorithm is performed by initializing the randomly obtained weight 
(wij) for each neuron. After being given a weight (wij), the network is then given input (xi). After the 
input is received by the network, the weight vector is calculated with the input vector. Distance 
calculations can be calculated using the formula: 

𝐷(𝑗) = ∑ (𝑤𝑖𝑗
𝑛
𝑖=1 − 𝑥𝑖)2  () 

After the distance between neurons is obtained, the neuron that has the minimum value of the vector 
distance is selected D(j) and make weight changes wij (t + 1) by using the formula: 

𝑊𝑖𝑗(𝑡 + 1) = 𝑊𝑖𝑗(𝑡) + ℎ(𝑡) ∗ [𝑥𝑖(𝑡) − 𝑊𝑖𝑗(𝑡)]  () 

where h(t) is the neighbor function and ℎ(𝑡) → 0 if 𝑡 → 0. Average width and shape of ℎ(𝑡) 
determine the “stiffness” of the “elastic surface” to be attached to the data points. Fig. 2 is an example 
of the form of the neighbor function: 

 

Fig. 2.  Neighbor Function Topology 
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 Let 𝑁(𝑡) be the set of neighbors at time t. There are tow types of neighboring functions ℎ(𝑡), 
namely: (1) a simple function expressed by ℎ(𝑡) = 𝛼(𝑡) if 𝑖 in natural numbers and the value of ℎ(𝑡) =
0 if 𝑖 is not in natural numbers. 𝛼(𝑡) is the learning rate which is the amount 0 ≤ α ≤ 1. The value of 
𝛼(𝑡) and the radius of 𝑁 is monotonically decreasing with time during the process. (2) other functions 
that are widely applied and "smoother" can be written in the form of a gaussian function as follows: 

ℎ(𝑡) = 𝛼(𝑡). exp (−
||𝑟𝑐−𝑟𝑖||

2

2𝜎2(𝑡)
)  () 

where rc are the winning neurons and ri is neuron to-i. α(t) and σ2(t) as a function whose value gets 
smaller over time t. In general value α(t) and σ2(t) can be calculated using a formula: 

𝛼(𝑡) = 𝛼0𝑒
−𝑡

𝜏   () 

𝜎(𝑡) = 𝜎0𝑒
−𝑡

𝜏   () 

where t is iteration on time to-t, τ is the time constant used to reduce the radius and rate of learning. 
The use of the Gaussian function in SOM is because the SOM process is a process that follows natural 
phenomena so that the distribution of the data will follow a normal distribution. 

2.3. Genetic Algorithm 

The Genetic Algorithm which is part of the Evolution Algorithm is a metaheuristic method used to 
solve an optimization problem. Basic principles of Genetic Algorithm use a natural selection process and 
the principles of genetic science. Individuals in the population compete for survival and reproduction. 
Individuals who survive are “fit” individuals so that they have a higher chance of living and reproducing. 
On the other hand, individuals who do not survive die and become extinct. This principle is called 
"Survival of the fittest". The genetic algorithm was first introduced by John Holland in the 1960s, 
inspired by the concept of Darwin's theory of evolution. By imitating this theory of evolution, genetic 
algorithm is an effective technique to solve optimization problems [22]. In the theory of evolution, each 
individual in the population has different characteristics. Individuals who survive in the population will 
carry out a transformation based on the principles of genetic science to get new individuals. There are 
two types of transformation: mutation, the formation of a new individual by changing the chromosome 
structure in one individual, and crossover, the formation of a new individual by combining the 
chromosomes of two individuals. The new individual is called the offspring who will be evaluated. 
Furthermore, the population is formed from individuals who are more "fit" than the parent population 
and offspring populations [23]. After several generations, the algorithm will get the best individual 
results which will represent the optimal solution to the problem at hand [24].  

2.3.1. Encoding 

The first step that must be taken to apply the Genetic Algorithm is to create an encoding. How to 
encode a solution of a problem into chromosome form is the key to using Genetic Algorithm [25]. 
Holland was first coded into chromosomes using the binary strings representation. This representation 
symbolizes the number zero (0) and one (1) of the elements that are on a chromosome. Each sequence 
of elements has a special meaning that indicates the fitness value of the chromosome in question [21].  

2.3.2. Fitness Function 

Fitness function is the objective function of a problem at hand. In a genetics algorithm, the 
chromosomes in the population will be optimized to find a solution that can solve a problem. Each 
chromosome will have a fitness value that will determine how good or not the solution is. The higher 
the value of the fitness function, the better the solution is [26]. 

2.3.3. Selection 

 Chromosomes in the population whose fitness value has been evaluated will be selected to be the 
parent. Chromosomes that have a large fitness value will become the parent which will produce 
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offspring with a greater fitness value. Furthermore, the chromosomes that have the worse fitness value 
will be replaced by new, better chromosomes. In genetic algorithm, the selection process uses the 
general principle of selection, namely fitness proportional selection, which means that the chances of 
each chromosome being selected are proportional to the fitness value. So, if a chromosome has twice 

the value of another chromosome, then the chromosome has twice the chance to reproduce [15]. In 
1989, Goldberg [26] introduced a selection technique in genetic algorithm. This selection technique is 
called roulette wheel selection. This technique is illustrated as a technique for playing roulette discs. 
Each chromosome will be placed in a slot with a roulette disc with the scale of the slot same to the ratio 
of the fitness value of a chromosome to the total fitness value of all chromosomes. 

2.3.4. Genetic Algorithm Operators 

The use of genetic algorithm aims to get the best offspring which will produce the best solution for 
the problems at hand. In achieving this goal, the thing to pay attention to is to avoid premature 
convergence, where the optimum solution will be reached before the time occurs. That is, the solution 
obtained is the local optimum result. In the formation of child chromosomes, the parent chromosomes 
will carry out a transformation, namely crossing (crossover) or mutation (mutation). Within a 
generation, these processes can occur sequentially or parallel [27]. The meaning of sequentially is that 
the crossing process will occur first and then the mutation process will continue. This process is called 
mutation embedded within crossover. Meanwhile, in parallel it means that the process of crossing and 
mutation will occur separately [22]. 

2.3.5. Crossover 

Moving crossovers is the main operator in genetic algorithm. This operator produces two daughter 
chromosomes by exchanging some elements (genes) on a pair of parent chromosomes. This operation is 
not always performed on all existing individuals. Individuals will be randomly selected for crossing over. 
If crossing over is not done, then the value of the parent will be passed down to the offspring. The 
process of crossing over is carried out with a certain probability, namely Pc. Crossing can only be done if 
a number is random [0, 1) which is raised is less than the value Pc which is determined. Generally, value 
Pc used ranges from 0.6 to close to 1. Determination of value Pc the right one really depends on the 
problem at hand [28]. 

2.3.6. Mutation 

Mutation is the support operator in genetic algorithm that play a role in changing the chromosome 
structure directly. This direct change forms a mutant, which is a new chromosome that is genetically 
different from the previous chromosome. This operator works only on one chromosome. To get the 
optimal solution, mutations are needed to restore the lost genes in the previous generation, and give rise 
to new genes that have never appeared in the previous generation. The mutation probability denoted as 
Pm is the ratio between the number of genes expected to undergo the mutation and the total number of 
genes in the population. Since mutation is a supporting operator, the Pm value used is quite low, ranging 
from 0.001 to 0.2. If the chance of mutation is low, it is less likely that new genes will emerge. Although 
in fact new genes are needed to obtain optimal solutions. Conversely, if the chance of mutation is too 
high, then a lot of mutants will emerge. This will result in many characteristics of the parent 
chromosome which may disappear in the next generation so that the genetic algorithm will lose the 
ability to remember or learn from previous processes. 

2.4. SOM Algorithm 

In this research, the clustering was carried out using R i386 3.6.1 software. After the input data has 
been entered, clustering can be done using the SOM method. The steps for the SOM algorithm are as 
follows; (1) The initial process is to determine the data that will be used as input (xi); (2) Initialize the 
weights of wij, α0, σ0 randomly; (3) For each xi perform steps 4 through 6; (4) For every j count all the 
values of D(j); (5) Determine the value of j such that D(j) is minimum; (6) Update the weights of the 
winning and neighboring neurons; (7) Update learning rate and neighbor function. Test the stop 

conditions, perform steps 2 through 7 if the stop conditions are not met. The condition for stopping 
the test is done by calculating the difference between the t-weight and the weight to-(t+1), if the value 
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changes only slightly, it means that the test has reached convergence so it can be stopped [3], [29], [30]. 
Fig. 3 is the flowchart of algorithm in SOM. 

 

Fig. 3.  SOM Algorithm Flowchart 

2.5. Portfolio Optimization 

The portfolio weights are carried out using the Genetic Algorithm and Markowitz Theory. Portfolio 
optimization using Genetic Algorithm was carried out using R i386 3.6.1 software. Meanwhile, portfolio 
optimization using Markowitz Theory was carried out using the Solver command in the Ms. Excel 
software. The assumptions used when optimizing the portfolio are as follows; (1) There is no short 
selling; (2) No stock split; (3) There is no influence of inflation, exchange rates and economic crises. 

2.5.1. Portfolio Optimization using Genetic Algorithm 
This method will look for the optimal stock portfolio weight. The steps of the Genetic Algorithm 

are as follows; (1) The first step is encoding. In this step, the weight of the portfolio will be represented 
by chromosomes in the form of binary strings. The chromosome consists of several genes which indicate 
the weight of each stock; (2) Initialize population and maximum iteration; (3) Determine the fitness 
function. The fitness function in optimizing the stock portfolio is to maximize the Sharpe Ratio. The 
fitness function can be written as follows: 

Start Initialize the weight 𝑤𝑖𝑗 , 𝛼0, 

𝜎  

       For 𝑖 = 𝑖 + 1, 

𝑥𝑖 = 𝑥𝑖 

for j =1, 2, …, m 
Count the value of 𝐷(𝑗) 

 

Define 𝑗 such that 𝐷(𝑗) 
minimum 

Update the weight 
𝑖 = 𝑛? 

𝑖 = 0 

 

No 

Yes 

Update learning rate and 
neighbor function 

Test termination 
conditions, conditions met? 

No 

Yes 

Finish 
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𝑚𝑎𝑥𝑆 =
𝑅𝑃−𝑅𝑓

𝜎𝑝
  () 

=
𝑊𝑇𝑅−𝑅𝑓

√(𝑊𝑇𝐶𝑊)
  () 

     with constraint 

∑ 𝑤𝑖 = 1,𝑁
𝑖=1 𝑤𝑖 ≥ 0, 𝑖 = 1,2, … , 𝑁  () 

 

where Rp is the portfolio return, Rf is the risk-free rate, σp is the standard deviation or portfolio risk, 
W is matrix N  1 of the portfolio weight, C is the covariance matrix, 𝐶 = |𝜎𝑖𝑗|; 𝑖 = 1,2, . . . , 𝑁; 𝑗 =
1,2, . . . , 𝑁. 

• After the fitness function is determined, then perform chromosome selection. The chromosomes 
that have the best fitness value will be selected as the parent and will carry out the next process, 
namely producing offspring 

• The process of producing offspring using genetic algorithm operators is the main process of 
genetic algorithm. As previously explained, there are two types of genetic algorithm operators, 
namely crossover and mutation. In this research, the probability of a crossover is denoted by Pc 
equal to 0.8. Meanwhile, the chance of a mutation which is denoted by Pm equal to 0.1 

• Calculate the value of the fitness function of the offspring 

• Repeat steps 4 through 6 until maximum iteration. 

2.5.2. Portfolio Optimization using Markowitz Theory 
 Optimizing the stock portfolio in Markowitz Theory will minimize the risk that will be borne by 
investors and maximize the return [31]. The objective function for portfolio optimization using 
Markowitz Theory can be written as follows: 

𝑀𝑖𝑛 𝜎𝑝 = √𝑊𝑇𝐶𝑊  () 

with constraint 

∑ 𝑤𝑖 = 1,𝑁
𝑖=1 𝑤𝑖 ≥ 0, 𝑖 = 1,2, … , 𝑁  () 

where σp is the standard deviation or portfolio risk, W is matrix N  1  of the portfolio weight, C is 
the covariance matrix; 𝐶 = |𝜎𝑖𝑗|; 𝑖 = 1,2, . . . , 𝑁; 𝑗 = 1,2, . . . , 𝑁.  

3. Results and Discussion 

3.1. Data Description 

This research uses secondary data in the form of stock data in LQ45 shares. The data used are 
historical data on daily stock prices (Closed Price) for a year from November 26, 2018 to November 25, 
2019. The data is taken from the websites www.yahoo.finance.com and www.idx.co.id. BI Rate data is 
obtained from the Bank Indonesia website www.bi.go.id. The data that have been obtained from the 
website will then be processed using Ms. Excel to find the value of return, expected return, risk (variance 
and standard deviation), coefficient of variance and Sharpe Ratio.  

3.2. Clustering based Self-organizing Maps 

Before constructing portfolio, the LQ45 shares that have been obtained will be clustered first using 
the SOM method. Before the SOM process begins, a data plot will be created (data plot can be seen in 
Fig. 4). 

http://www.bi.go.id/
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Fig. 4.  Data Plot 

Based on Fig. 4 the green one is the return variable, the cream one is the risk variable, and the white 
one is the variable of the coefficient of variance [32], [33]. Furthermore, authors choose to make three 
clusters from the data so that portfolio that will be produced will have three stocks and the numbering 
clusters can be done freely based on researchers’ preference. The plot of the clustering results can be seen 
in Fig. 5. 

 

Fig. 5.  Data Plot after Clustering 

Based on the results, there are 42 stocks in the first cluster, 1 stock in the second cluster, and 2 
stocks in the third cluster.  

3.3. Portfolio Construction 

The stocks from each cluster that have the best performance will be selected, that is the highest 
Sharpe Ratio of each cluster. In the first cluster, BRPT.JK stock is the stock that have the highest 
Sharpe Ratio of 0.141508151, while for the second cluster which only has 1 stock, AKRA.JK has a 
Sharpe Ratio of -0.00514189, then the highest Sharpe Ratio of the third cluster is UNVR.JK stock 
amounting to -0.00028894. Thus, the resulting portfolio is a portfolio of 3 stocks, those are BRPT.JK, 
AKRA.JK, and UNVR.JK. The resulting portfolio from the clustering results is then optimized using 
the Genetic Algorithm method with the Sharpe Ratio as a fitness function [34], [35]. Optimization 
using the Genetic Algorithm method will find the weight of each stock in the portfolio. The results 
obtained from this optimization can be seen in Table 1. 
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Table 1.  Optimization results using the Genetic Algorithm method 

Stock BRPT.JK AKRA.JK UNVR.JK 
Weight 0.999270409 7.12425E-05 0.000319853 

Based on Table 1, the weights of the portfolio for BRPT.JK, AKRA.JK, and UNVR.JK stocks are 
0.999270409, 0.0000712425, and 0.000319853, respectively. The plot of Fitness Value or prospective 
results from portfolio optimization using Genetic Algorithms can be seen in Fig. 6. 

 

Fig. 6.  Fitness Value (portfolio optimization using Genetic Algorithm) 

The green line is the best fitness value for a certain generation. Meanwhile, the blue line is the average 
of the fitness value. The plot of the return comparison between the results obtained with each stock can 
be seen in Fig. 7. The black line on the plot is the return value resulting from the resulting portfolio 
weights. Meanwhile, the blue, red, and green lines are the stock return lines of BRPT.JK, AKRA.JK, 
and UNVR.JK. On Fig. 7 shows that the black line is almost the same as the blue line. This is because 
the weight generated in the portfolio is mostly allocated to BRPT.JK stock. 

 

Fig. 7.  Comparison of returns between the results obtained with each stock 

The weight comparison between portfolio optimization using the Genetic Algorithm method and 
Markowitz Theory can be seen in Table 2. 
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Table 2.  Portfolio Weight with Different Method 

Method Genetic Algorithm Markowitz Theory 
BRPT.JK 0.999270409 0.999574509 
AKRA.JK 7.12425E-05 0.000425491 

UNVR.JK 0.000319853 0 

 

Based on Table 2, the comparison of the resulting portfolio weights for BRPT.JK stock is 
0.999270409 for the Genetic Algorithm and 0.999574509 for the Markowitz Theory. AKRA.JK stock 
amounting to 0.0000712425 for the Genetic Algorithm and 0.000425491 for the Markowitz Theory. 
UNVR.JK stock of 0.000319853 for the Genetic Algorithm and 0 for the Markowitz Theory. This shows 
that in the Markowitz Theory the resulting portfolio only consists of 2 stocks, namely BRPT.JK and 
UNVR.JK. Furthermore, the comparison of expected return, risk and Sharpe Ratio of the portfolio can 
be seen in Table 3. 

Table 3.  Expected Return, Risk and Sharpe Ratio 

Method Genetic Algorithm Markowitz Theory 
E(Rp) 3.348458 3.347559975 

Variance 560.6248 560.3980032 

Standard Deviation 23.67752 23.67272699 

Sharpe Ratio 0.1393076 0.13929785 

 

Based on Table 3, the amount of expected return on the portfolio generated using Genetic Algorithm 
and Markowitz Theory are 3.348458 and 3.347559975, respectively. The variance of the portfolio is 
560.6248 and 560.3980032, respectively. The standard deviation of portfolio is 23.67752 and 
23.67272699. Meanwhile, the value of Sharpe Ratio is 0.1393076 and 0.13929785, respectively. Based on 
these results, the Genetic Algorithm method produces higher expected return and Sharpe Ratio than 
Markowitz Theory. However, with higher expected return and Sharpe Ratio, the risk of the portfolio 
generated using Genetic Algorithm is higher than Markowitz Theory [36]. This means that the portfolio 
produced by Genetic Algorithm has a better performance and better return than Markowitz Theory. 
Furthermore, optimization using Genetic Algorithm is more optimal than using Markowitz Theory. 

4. Conclusion 

Three clusters are made using SOM to get three stocks for portfolio. The first cluster consists of 42 
stocks, the second cluster consists of 1 stock and the third cluster consists of 2 stocks. The stocks of 
each cluster which have the largest Sharpe Ratio, namely BRPT.JK, AKRA.JK, and UNVR.JK with 
Sharpe Ratio of 0.1411508151, -0.00514189, and -0.00028894, respectively. These stocks will be used as 
a portfolio which will then be optimized. Portfolio optimization is carried out using the Genetic 
Algorithm method and produces stock weighting of BRPT.JK, AKRA.JK, and UNVR.JK of 
0.999270409, 0.0000712425, and 0.000319853 respectively. The expected return and the risk are 
3.348458 and 23.67752, respectively. The value of Sharpe Ratio is 0.1393076. Meanwhile, there are only 
two stocks produced using the Markowitz theory, namely BRPT.JK and AKRA.JK stocks with weights 
of 0.999574509 and 0.000425491 respectively with the expected return, risk and Sharpe Ratio respectively 
3.347559975, 23.67272699, and 0.13929785. Based on the Sharpe Ratio measuring, the portfolio which 
has the best performance is the portfolio that is optimized using the Genetic Algorithm method, which 
is 0.1393076. This means that optimization using Genetic Algorithm is more optimal than using 
Markowitz Theory.  
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