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1. Introduction 
In sports development, talent identification is a key element that aims to evaluate, recognize, and 

position certain sports players with specific skills and competencies to achieve competitive success during 

a game or match [1]. Identifying talents is crucial in developing a team with higher chances of winning 

at a higher level. The process involves predicting performance over a while to ensure consistency by 

measuring physical, physiological, cognitive, and sociological attributes. These attributes are then tested 

during games to see actual athletes' performance under pressure [2]. Overall, talent identification is not 

based on specific skills measured during the evaluation process but on how the skills are executed. 

The era of the Fourth Industrial Revolution (IR 4.0) has begun to promote Artificial Intelligence 

(AI) techniques for automation in diverse work sectors, including sports [3], [4], and is expected to 

change how people live, work, and communicate as well as how values are assessed in the future [5]. In 

Malaysia, sports are still evaluated and managed based on traditional approaches. The coach will manually 

select the first seventh players in the netball team solely based on their own experience and knowledge. 

However, this method sometimes may cause a bias towards players since sometimes the coach has their 

favorite players, hence the potential for conflict of interest. 

Whether in team sports or individual sports, recognizing outstanding at early stages and nurturing 

the talents is highly important [6]. Talent searching is a never-ending process in every association when 

forming a new team. Talent identification is not just assessing the athletes in an athletic event but also 
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 Among the challenges in industrial revolutions, 4.0 is managing 

organizations' talents, especially to ensure the right person for the position 

can be selected. This study is set to introduce a predictive approach for 

talent identification in the sport of netball using individual player qualities 

in terms of physical fitness, mental capacity, and technical skills. A data 

mining approach is proposed using three data mining algorithms, which 

are Decision Tree (DT), Neural Network (NN), and Linear Regressions 

(LR). All the models are then compared based on the Relative Absolute 

Error (RAE), Mean Absolute Error (MAE),  Relative Square Error (RSE), 

Root Mean Square Error (RMSE), Coefficient of Determination (R

2

), and 

Relative Square Error (RSE). The findings are presented and discussed in 

light of early talent spotting and selection. Generally, LR has the best 

performance in terms of MAE and RMSE as it has the lowest values among 

the three models.   
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measuring specific and consistent physical and physiological requirements. Searching based on talent 

identification is better because the coach does not have to force someone to be his/her player in a team. 

Talent means that person already has a skill or ability about something they can do. This way, the coach 

has to focus on practices for their players to maintain momentum at every subsequent match or game.  

Netball is a popular sport played [7] in more than 60 countries globally. The players consist of all 

girls only and have become the favorite game among girls nowadays [8]. Usually, netball matches are 

played between two teams, where each team is made of seven players with a maximum of 12 players per 

team. The seven positions in a netball team are Center (C), Wing Attack (WA), Wing Defense (WD), 

Goal Attack (GA), Goal Shooter (GS), Goal Defense (GD), and Goal Keeper (GK). All position has their 

basic techniques to be at those positions. These needed each other to be as a team to achieve the goals. 

A reference of skills required among netball players is shown in Table 1. These skills and movements in 

netball are high intensity, short bursts of movements but less intense, such as 2 to 3-meter sprints per 

time, jumping, pivoting, and catching. Netball requires the players to focus and maintain a high 

endurance, strength, speed, power, agility, and flexibility. 

Table 1.  Skills Required among Netball Players 

Physical Skills Mental Skills Technical Skills 
• speed 

• strength 

• agility 

• imagery 

• concentration 

• self-talk 

• jumping 

• throwing 

• catching 

• marking 

• sidestepping 

• landing 

• pivoting 

• shoot work 

• shooting 

In netball, seven different positions consist of the center court players (C, WA, and WD), the 

shooters (GA and GS), and the defenders (GK and GD) as follows: 1) Centre (C) is the free player on 

the court. It is because it can play on any court part except in two-goal circles. These positions must be 

played by aerobically fit and have an excellent running ability. One of these centers' roles in court is 

taking the first pass after every second restart. The Centre assists the wing attack to move the ball to the 

goal shooters. The Center must also defend WA and WD, limit their influence, and closely aim to 

pressure the opposition when attacked with WD; 2) Wing attack (WA) must be played by those who 

have good attacking skills and be able to play smart because they must work purely to create scoring 

opportunities for the GA and GS by working as their defender over. The wing attackers are allowed in 

two attacks of thirds of the court, but they are not allowed to enter the goal circle as same as Centre 

(C). Usually, they attack the end of the center pass-through and work closely with the Centre to create 

as much scoring as possible. WA also defends the opposition WD to prevent counterattacks. They act 

as the cornerstone of the attack, a link between the defensive and the attacking of the ground; 3) Wing 

Defense (WD) is the last position in the court, and it works to defend two-thirds of the court without 

entering the defensive goal circle. It is also defending the opposition WA and limiting their influence 

wherever possible. As mentioned before, WD makes the attacking move to pass the ball quickly across 

the court to WA, C, and GA.; and 4) Goal Shooter (GS) only focuses on shooting goals within its 

perimeter. 

Fig. 1 and Fig. 2 show a netball court's layout and schematic diagram. A netball court is divided into 

three equal sections, and only specific players can move in a specific section. Netball is dominant with a 

female sports game played by seven players. A score is counted when the ball goes through the goal ring. 

It is at the top 3-meter-high pole by only a GS or a GA. All players must not hold the ball for more 

than three seconds, and they are not allowed to run with the ball. 
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Fig. 1. The layout of a netball court. 

 

Fig. 2. Schematic diagram of the netball court. 

This project attempts to predict all players' talent identification to determine different positions in 

netball [9], [10]. In achieving the research aim, the following objectives are specified. The first is to 

predict player position for talent identification in association netball. The second is to apply three 

algorithms for netball players' talent identification, which are Decision Tree (DT), Neural Network 

(NN), and Linear Regressions (LR). The third is to evaluate and compare the best model performance 

by calculating the correctness of the prediction models based on the error between the predicted value 

and actual value. This research is conducted by focusing on the player position for talent identification 

in association netball using Decision Tree (DT), Neural Network (NN), and Linear Regressions (LR).  

The remaining of this paper proceeds as follows. Section 2 presents the details about the method or 

technique that has been used in the literature. Section 3 presents the research methodology, Section 4 

presents and discusses the results, and finally, Section 5 concludes the study. 

2. Method 

2.1. Related Work 
This section presents an overview of the existing performance prediction model and the respective 

measurements used to evaluate the models. Research in [11] used data mining techniques such as the 

Cultural Algorithm and Decision Tree to characterize each society's individuals based on their language, 

power, individualism, masculinity, and uncertainty avoidance. Jones et al. [12] employed a Neural 
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Network model has to classify the giftedness among learners and extract the learning path in the distance 

learning environment using the K-Means Clustering algorithm. The results were evaluated by comparing 

the average of students and the gifted students distinguished by the neural network model. The ANOVA 

analysis showed that all p-values are less than 0.001 proving that gifted students are identified with better 

memory, evaluation, and higher cognitive and logic skills. 

Meanwhile, Jantan et al. [13] studied the holistic development profile among the England cricket 

players using a machine learning approach via a classification experiment with Support Vector Machine 

(SVM), Multilayer Perceptron (MLP), Naïve Bayes, and Nearest Neighbor. The study reported that 

SVM produced the highest accuracy of 92.9% and excelled in predicting competitive performance 

categories using developmental features. In another study [14], the researchers predicted and classified 

the employees' performance patterns using the Decision Tree classification algorithm based on the 33 

selected attributes. Their experimental results showed that C4.5 achieved the highest classification 

accuracy, at 95.08%. 

Finally, [15] predicted employee performance using three classification techniques, which were C4.5, 

Naïve Bayes, and Support Vector Machine. The result showed that SVM was the most suitable classifier 

and had the most excellent prediction accuracy, 86.9% using WEKA tools in executing the experiment. 

Table 2 summarizes related works in terms of data mining approaches and techniques. 

Table 2.  Summary of Related Work 

Author(s)  Approaches Method / Algorithms 
Ochoa et al. [6] Classification Cultural Algorithms, Decision Tree 

Bael and Parka [11] Clustering, Classification k-Means Clustering Algorithm 

Jones et al. [12] Classification Support Vector Machine (SVM), Multilayer 

Perceptron (MLP), Naïve Bayes, Nearest 

Neighbor  

Jantan et al. [13] Classification, Prediction Decision Tree  

Nasr et al. [14] Classification C4.5, Naïve Bayes, SVM 

 

2.2. Knowledge Discovery in Databases (KDD) Methodology 
This section presents the methodology used in completing this project [16]. The research 

methodology chosen for the project is the Knowledge Discovery in Databases (KDD) methodology. 

Knowledge Discovery in Databases (KDD) methodology is a type of data mining methodology that 

describes extracting knowledge from the historical dataset using specific data mining methods [17]. Fig. 

3 shows the KDD methodology extracted from [17]. 

The KDD methodology is used in many research areas such as Data Mining, Pattern Recognition, 

Machine Learning, Expert Systems, and Data Visualization. Note that the underlying principle in KDD 

is the step-by-step process of transforming data into knowledge in the context of large databases. Based 

on Fig. 3, the KDD methodology begins with the selection phase, preprocessing, transformation, data 

mining phases, interpretation or evaluation phases, and knowledge. 

2.2.1. Data Selection Phase 

 The netball dataset is selected in the data selection phase. Data selection aims to generate a target 

dataset from the large, initial database [18]. As previously mentioned, the data is organized based on the 

best algorithm analyzed using Microsoft Azure tools. The dataset has been selected for the process from 

a large database. It is usually referred to as target data. It consists average of 500 data of each place that 

was described by age, height, body mass, shooting, marking, catching, throwing, jumping, and landing 

data will be analyzed. All the features in the data are related to netball skills. 
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2.2.2. Data Cleaning Phase 

 In this phase, the dataset is cleaned and checked for missing values. All missing values are replaced 

with the mean value of the feature as provided by the Azure tool. This phase also involved finding hidden 

data correlations among the variables and identifying the most useful variables from the dataset that can 

give the best prediction models [19].  

 

Fig. 3. Knowledge Discovery in Databases (KDD) process [17]. 

2.2.3. Choosing the Appropriate Data Mining Task 

 In this research, the type of data mining task used is prediction using the regression model. The 

prediction task maps the netball datasets to predefine the targets [20]. The prediction aims to predict 

some cases with attributes to classify the objects [21].  

2.2.4. Choosing the Data Mining Algorithm 

Once the data mining task has been chosen, this step is to select the appropriate algorithms to be 

used for building the prediction or classification models [22]. In this project, the Decision Tree, Neural 

Network, and Linear Regression algorithm have been chosen based on the literature reviews and are 

ready for the next steps.  

2.2.5. Implementation of the Data Mining Algorithm [23] 

 Finally, the algorithms are employed to build the experiments' regression models in this stage. 

2.2.6. Evaluation 

In this stage, the performance of the classification or prediction models is evaluated based on the 

error measures by comparing the Mean Absolute Error (MAE), Root Mean Square Error (RMSE), 

Relative Absolute Error (RAE), Relative Square Error (RSE) and Coefficient of Determination (R

2

) 

between the three models. 

2.2. Datasets 
The dataset used in this study is sourced from the international (Thomas) association netball. A total 

of 500 pieces of data have been selected, consisting of 9 attributes: height, body mass, shooting, marking, 

catching, throwing, pivoting, jumping, and landing. The main goal is to find the best algorithm to 

predict the netball player's position with the smallest error measure. The excerpt of the netball players' 

dataset is shown in Fig. 4. 
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Fig. 4. The excerpt of netball players. 

2.2. Algorithms 
This section presents the details of the prediction algorithms used in this research project. In this 

research project, Decision Tree (DT), Neural Network (NN), and Linear Regression (LR) are selected 

for the regression approach. 

Decision Tree (DT). A DT is a collection of nodes that form a tree with a root. A root is a node 

with no incoming edges [24]. The algorithm is based on a sequence of information nodes that will 

branch out to different outcomes, as illustrated in Fig. 5. In such settings, decision trees [25] work by 

predicting each incoming x-data case into one of the class labels for the outcome by traversing the tree 

[26]. It applies to data where the 𝑦𝑦-value is a class label, and the dependent variables use x-variables 

available in the data. 

 

Fig. 5. Example of Decision Tree [19]. 

Neural Networks (NN). NN works by mimicking the human brain. Conceptually, it is inspired by 

the neural networks in human brains, but the implementation in Machine Learning is only an 

expectation and far from reality. Machine learning works by taking multiple inputs and then producing 

a single output, as shown in Fig. 6. 
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Fig. 6. The topology of Neural Network [27]. 

Most Neural Networks (NN) used the layers (three or more) to present the data to produce the 

output in response to a given input. Meanwhile, intermediate laters are used to model other features 

[27]. In machine learning, Neural networks can emerge data as one of the most important for prediction. 

Neural networks in prediction methods in real-life data are challenging due to the massive size of the 

data, high dimensionality, and the presence of seasonal variations [28]. 

Linear Regression (LR). An LR can remember a line or define it as a linear approach [29] to 

modeling the relationship between dependent and independent variables, as shown in Fig. 7. It is based 

on the least square estimation and should be linear. 

 

Fig. 7. The topology of Neural Network [27]. 

LR then creates a trendline based on the data that have been plotted. The trendline can show factors 

apart from the correlation between the two variables [30]. The best fit line is when the errors between 

the predicted and observed values are minimal. 

2.3. Evaluation Metrics 
The evaluation methodology can be categorized based on threshold techniques, probability 

techniques, or ranking techniques [31]. In this research project, evaluation is critical in order to compare 

the performance of all three prediction models, which are Decision Tree (DT), Neural Network (NN), 

and Linear Regression (LR) [32]. The performance of the prediction model is evaluated based on error 

measures in predicting the position of netball players in terms of Mean Absolute Error (MAE), Root 

Mean Square Error (RMSE), Relative Absolute Error (RAE), Relative Square Error (RSE), and 

Coefficient of Determination (𝑅𝑅2).  

To illustrate the formula for all metrics, consider a as the actual target and p as the predicted target. 

Equation (1) to Equation (8) shows the formula for each evaluation metric used in this study. Note that 

the Coefficient of Determination (𝑅𝑅2) is composed of four equations from (4) to (8), which include the 

Sum of Squares Total, Sum of Squares Regression, Sum of Squares Error, and finally, the Coefficient of 

Determination (𝑅𝑅2). 
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• Mean Absolute Error (MAE) 

𝑀𝑀𝑀𝑀𝑀𝑀 =  
∑ | 𝑝𝑝𝑖𝑖 −  𝑎𝑎𝑖𝑖|𝑛𝑛
𝑖𝑖=1

𝑛𝑛
 (1) 

• Root Mean Squared Error (RMSE) [33] 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �∑ ( 𝑝𝑝𝑖𝑖 − 𝑎𝑎𝑖𝑖)2𝑛𝑛
𝑖𝑖=1

𝑛𝑛
 

(2) 

• Relative Absolute Error (RAE)  

𝑅𝑅𝑅𝑅𝑅𝑅 =
∑ | 𝑝𝑝𝑖𝑖 −  𝑎𝑎𝑖𝑖|𝑛𝑛
𝑖𝑖=1

∑ | 𝑎𝑎� − 𝑎𝑎𝑖𝑖|𝑛𝑛
𝑖𝑖=1

 
(3) 

• Relative Squared Error (RSE) 

𝑅𝑅𝑅𝑅𝑅𝑅 =
∑ ( 𝑝𝑝𝑖𝑖 −  𝑎𝑎𝑖𝑖)2𝑛𝑛
𝑖𝑖=1

∑ ( 𝑎𝑎� − 𝑎𝑎𝑖𝑖)2𝑛𝑛
𝑖𝑖=1  

 
(4) 

• Coefficient of Determination (𝑹𝑹𝟐𝟐) 

𝑅𝑅2 =  
𝑆𝑆𝑆𝑆𝑆𝑆
𝑆𝑆𝑆𝑆𝑆𝑆

= 1 − 
𝑆𝑆𝑆𝑆𝑆𝑆
𝑆𝑆𝑆𝑆𝑆𝑆

 (5) 

Where, Sum of Squares Total (SST), Sum of Squares Regression (SSR), and Sum of Squares Error 

(SSE) are given in (6) to (8). 

𝑆𝑆𝑆𝑆𝑆𝑆 = �( 𝑦𝑦 − 𝑦𝑦� )2 (6) 

𝑆𝑆𝑆𝑆𝑆𝑆 = �( 𝑦̀𝑦 − 𝑦̀𝑦�)2 (7) 

𝑆𝑆𝑆𝑆𝑆𝑆 = �( 𝑦𝑦 − 𝑦𝑦 ̀ )2 (8) 

3. Results and Discussion 
This paper focused on the Decision Tree (DT), Neural Network (NN), and Linear Regression (LR) 

algorithm. The performance analysis is done to find the error measures of the models. Experiments were 

carried out using the Azure Machine Learning tool on 500 data with 9 different attributes, and the 

results were compared. The error measures used are Mean Absolute Error (MAE), Root Mean Square 

Error (RMSE), Relative Absolute Error (RAE), Relative Square Error (RSE), and Coefficient of 

Determination (R

2

). 

The best outcomes for Decision Tree were obtained when the instruction was split by 60% 

instruction and 60% research by achieving the lowest RMSE, and it means MAE since performance is 

most accurate when the errors are low. The decision tree is considered the best model for this method, 

as shown in Table 3 and the Error Histogram in Fig. 8. 

The best performances for Neural Network were obtained when the instruction was split by 60% 

instruction and 60% research. It has the lowest possible to get a significant error. It is more accurate in 



ISSN 2442-6571  International Journal of Advances in Intelligent Informatics 92 

 Vol. 8, No. 1, March 2022, pp. 84-96 

 

 Jasni et al. (Prediction of Player Position for Talent Identification in Association Netball) 

predicting the position of netball players, as shown in Table 4 and the Error Histogram in Fig. 9 as the 

best result for this methodology. 

Table 3.  Result for Decision Tree Algorithm 

Split MAE RMSE RAE RSE 𝑹𝑹𝟐𝟐 
(50, 70) 12.449931 15.83025 0.971146 1.079859 -0.079859 

(60, 60) 12.126708 15.747484 0.992057 1.154336 -0.154336 

(70, 50) 12.747655 16.3529 1.12261 1.429377 -0.429377 

Table 4.  Result for Neural Network Algorithm 

Split MAE RMSE RAE RSE 𝑹𝑹𝟐𝟐 
(50, 70) 12.693134 15.162538 0.990117 0.990684 0.009316 

(60, 60) 12.008018 14.289889 0.982347 0.950534 0.049466 

(70, 50) 12.835259 15.64378 1.130377 1.308099 -0.308099 

 

 

Fig. 8. Error Histogram for Decision Tree in split data 

(60, 60). 

 

Fig. 9. Error Histogram for Neural Network 

in split data (60, 60). 

The linear Regression algorithm is the most accurate algorithm when predicting using a split at 70% 

of instructions and 50% of research. It has achieved the best result for this methodology at the lowest 

MAE and RMSE. Table 5 and Error Histogram in Fig. 10 show the result for the Linear Regression 

algorithm. 

The Linear Regression algorithm performs better than the Decision Tree and Neural Network. 

Linear Regression is best because it is the least complex to compare with other algorithms that only try 

to find the relationship between the independent and dependent variables. Using Linear Regression 

proves that it is more accurate for predicting the model than other algorithms, as shown in Table 5. 

Linear Regression has the lowest possibility for error because the MAE, RMSE, RAE, RSE, and 

Coefficient of Determination (𝑅𝑅2) are the lowest value, as shown in Fig. 10. 

Table 5.  Result for Linear Regression Algorithm 

Split MAE RMSE RAE RSE 𝑹𝑹𝟐𝟐 
(50, 70) 11.971853 14.423889 0.933854 0.896512 0.103488 

(60, 60) 11.755705 14.216148 0.961706 0.940749 0.059251 

(70, 50) 11.529811 14.212382 1.015408 1.079670 -0.079670 



93 International Journal of Advances in Intelligent Informatics   ISSN 2442-6571 

 Vol. 8, No. 1, March 2022, pp. 84-96 

 

 

 Jasni et al. (Prediction of Player Position for Talent Identification in Association Netball) 

Neural Network results are higher than Linear Regression but lower than the Decision Tree 

algorithm. It is proven that the possibility of error when predicting the model using a Neural Network 

is high, as shown in Table 4. It may cause the accuracy in predicting the model is decreasing and may 

get a bad result. The result is shown in Fig. 9 when used in split data (60, 60) using Neural Network 

Regression. Decision Tree comes with the result of the highest performance when testing a Mean 

Absolute Error (MAE), Root Mean Square Error (RMSE), Relative Absolute Error (RAE), Relative 

Square Error (RSE), and Coefficient of Determination (𝑅𝑅2). It is mean; the result shows the lower 

accuracy when predicting using a Decision Tree because the possibility of having an error while used is 

big because of the highest Mean Absolute Error (MAE), Root Mean Square Error (RMSE), Relative 

Absolute Error (RAE), Relative Square Error (RSE) and Coefficient of Determination (𝑅𝑅2) rather than 

using Neural Network Regression and Linear Regression. It is proven in Fig. 8, Error Histogram when 

the frequency for having an error when using Decision Tree Regression is 65. 

 

Fig. 10. Error Histogram for Linear Regression in split data (70, 50). 

Note that the primary purpose of this experiment is to obtain a comparison of performance between 

Decision Tree Regression, Neural Network Regression, and Linear Regression the result are presented 

in Table 6 shows the difference in Mean Absolute Error (MAE), Root Mean Square Error (RMSE), 

Relative Absolute Error (RAE), Relative Square Error (RSE) and Coefficient of Determination (𝑅𝑅2) to 

train the model using Throwing, one of the dataset's training modules. Overall, Table 6 shows the final 

performance comparison between DT, NN, and LR.  

Table 6.  Comparison of Performance between DT, NN, and LR 

 MAE RMSE RAE RSE 𝑹𝑹𝟐𝟐 
DT 12.126708 15.747484 0.992057 1.154336 -0.154336 

NN 12.008018 14.289889 0.982347 0.950534 0.049466 

LR 11.529811 14.212382 1.015408 1.079670 -0.079670 

An additional technique for summarizing the performance of a prediction algorithm is given in Fig. 

11 and Fig. 12, which gives a better understanding of different types of errors across all three algorithms 

used. The comparison between the three algorithms proves that Linear Regression is more accurate than 

other algorithms used in this experiment because it has the lowest MAE and RMSE values. 
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Fig. 11. Comparison of Coefficient of Determination (𝑅𝑅2) 

  

Mean Absolute Error (MAE) Root Mean Square Error (RMSE) 

  

Relative Absolute Error (RAE) Relative Squared Error (RSE) 

Fig. 12. Comparison of MAE, RMSE RAE, and RSE 

4. Conclusion 
This work presented three regression models designed to forecast netball players' positions during 

matches. To be more specific, this netball dataset has been used to predict whether talented players' are 

suited to their position in netball. The challenge while doing this experiment is the dataset that must 

clean before testing the dataset. Then another challenging part is choosing the prediction algorithm for 

this research suitable for the netball dataset. The comparison using three different algorithms, Decision 

Tree, Neural Network, and Linear Regression, could be used to define the best algorithms that work 

with datasets. Thus, the result confirms that the Linear Regression algorithm may apply in predicting 

the position of netball players in association netball in terms of error measures. This research may help 
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the coach choose the player for the position in netball. The presented framework also has the potential 

to be extended into other team-based sports such as badminton or basketball. 
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