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Abstract

Cauchy Combination Test with Thresholding
Under Arbitrary Dependency Structures

Junsik Kim
The Department of Statistics
The Graduate School

Seoul National University

Combining individual p-values to aggregate sparse and weak effects is a substantial
interest in large-scale data analysis. The individual p-values or test statistics are often cor-
related, although many p-values combining methods are developed under i.i.d. assumption.
The Cauchy combination test is a method to combine p-values for arbitrary dependence
structures, but in practice, the type I error increases as the correlation increases. In this
thesis, we propose a global test that extends the Cauchy combination test by thresholding
arbitrarily dependent p-values. Under arbitrary dependence structures, we show that the
tail probability of the proposed method is asymptotically equivalent to that of the Cauchy
distribution. In addition, we show that the power of the proposed test achieves the optimal
detection boundary asymptotically in a strong sparsity condition. Extensive simulation re-

sults show that the power of the proposed test is robust to correlation structures and more

i



powerful under a sparse situation. As a case study, we apply the proposed test to GWAS of

Inflammatory bowel disease (IBD).

key words: Combining p-values, Cauchy distribution, Global hypothesis testing, GWAS

Student Number: 2016-30092
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Chapter 1

Introduction

In the field of large scale multiple testing, detecting sparse or/and weak signals is a major
interest problem. Jin (2008) presents following three interconnected topics for testing a

large number of signals of particular interest in this field.
(a) Global testing : Is there any signal at all?
(b) Estimating the proportion of signals: How many signals are there?
(c) Simultaneous testing : Which are signals and which are noises?

For the large scale multiple testing setting, testing of signals, or significant factors, among
many hypotheses, is a well-known topic and the plenty of research is under way. If it is
confirmed that there is a signal through global testing, we need more information on how
many signals there are, which is the second topic. Then, in the third topic, studies can be
conducted on which are the signals and which are the noises. The first topic has been studied
in Tippett (1931), Berk and Jones (1979), Donoho and Jin (2004, 2008) and Hall and Jin

(2010). The second topic has been studied in Meinshausen and Rice (2006), Langaas et al.



(2005), Jin (2008) and Storey (2002). And the third topic related to FDR methods has been
studied in Benjamini and Hochberg (1995), Efron (2010), Storey (2002) and Genovese and
Wasserman (2004).

In this thesis, we mainly consider the first topic and investigate the second topic inci-
dently. Specifically, we combine p-values as a component for the global testing and use the
combined statistic to verify the existence of weak or/and sparse signals.

For motivating example, in genome-wide association study (GWAS), there are hun-
dreds of thousands of single-nucleotide polymorphisms (SNPs). The SNP is a variation of
a single nucleotide at a specific position in the genome. Although most SNPs do not affect
on diseases or phenotypes, some of these genetic differences have proven to be very signif-
icant in the study of diseases. They can act as biological markers that are associated with
a certain type of disease. The goal in GWAS is to test if any of these SNPs are associate
with some disease or a phenotype of interest. In GWAS, a commonly used method is the
set-based analysis which partitions the SNPs into genes based on the biological information
and then tests associations between the disease and each gene. Each gene consists of sev-
eral SNPs, and the global testing of the SNPs of the gene can be used to determine whether
each gene affects a certain disease.

In this thesis, we use the data of a Crohn’s disease GWAS as in Duerr et al. (2006) for a
real-data application. The goal of the case study is to find genes that have associations with
inflammatory bowel disease (IBD). We test each gene whether each gene itself affects the

IBD.



1.1 Combining p-values

In this thesis, we address methods combining p-values as a way to solve the problem as-
sociated with the first topic, the global testing. Combining p-values involves an averaging
of transformed p-values by means of specific transformations of p-values, such as the log-
transformation (Fisher, 1934) and the probit transformation (Stouffer et al., 1949), as well
as the minimum p-value (Tippett, 1931), in that they utilize informations of p-values. Com-
bining p-values aggregates non-detecting signals, thus increasing the testing power. There-
fore, methods for combining p-values are ongoing research tasks, and several methods have
been proposed.

First, consider the case where p-values are independent. By denoting p-values obtained
from the null distribution as the null p-values, the null p-values follow the i.i.d. uniform
distribution, U0, 1]. As a result, it is a relatively easy case and many methods have been
proposed. Methods such as the Higher criticism (Donoho and Jin, 2004, 2008), the Berk-
Jones test (Berk and Jones, 1979) in addition to the minimum p-value (Tippett, 1931) and
averaging type methods (Vovk and Wang, 2020) can combine p-values. The Higher criti-
cism and the Berk-jones test actually measure the distance from the uniform distribution
by using the order statistics of random variables obtained from the uniform distribution.

In contrast, practically, the assumption of independence between p-values is too strong,
since in most real data, p-values are often correlated. The dependence between p-values
keeps p-values from following an independent distribution or the uniform distribution. In-
deed, if p-values are not independent, especially there is a certain type of the dependence in
data from which p-values are generated, the parametrically calculated p-values can not be

uniformly distributed or unknown sometimes, making it particularly difficult to combine



p-values. If the dimension of the given sample data is not large, the sample can be used to
estimate the dependence structure of the data and we can decorrelate the data to apply the
global testing methods that are developed for an independent case. But in many cases as
in GWAS, the dimension of the data is very large, and in some cases, even worse, only p-
values are provided rather than raw data. The Higher criticism and the Berk-Jones statistics
defined under the independence assumption in which p-values follow the uniform distri-
bution are also disabled. Hence combining the dependent p-values is not easy, and some
methods of combining the p-values have been proposed for cases where the correlation
structure is given as a certain form.

Although the Cauchy combination test that combines arbitrarily dependent p-values is
proposed recently, the Cauchy combination test has the disadvantage for controlling the
type I error when correlations between p-values increase as we can see this in simulation
studies. Therefore, to reduce the effects of correlations, we propose a more robust and
powerful testing method by thresholding null effect signals or equivalently p-values and

using only small p-values.

1.2 Main Contributions

In this thesis, we propose a global test statistic for detecting the signals by combining p-
values when the dependence between p-values exists. Specifically, arbitrarily dependent p-
values are thresholded and then transformed to follow the uniform distribution marginally.
Thereafter the p-values are Cauchy transformed by using the tangent function then com-
bined with weights. We show that the tail probability of the proposed statistic is equivalent

to that of the Cauchy distribution. The equivalence holds non-asymptotically for finite di-



mension case and also asymptotically for infinite dimension case. To choose the threshold-
ing value, we use 271, where 7 is an estimate of the proportion of non-null hypotheses. To
estimate 7, we propose to use the Storey method (Storey, 2002) which uses the fact that
large p-values are obtained from the null distribution. We extend the Storey’s method to
the case of arbitrary dependent p-values. The proposed method is adaptive to the observed
p-values in contrast to the methods that are developed for the theoretical null distribution,
U0, 1]. Extensive numerical simulations show that the proposed method estimates the pro-
portion of non-null hypotheses more stably than other competing methods.

We propose a more powerful and robust p-value-based testing procedure by thresh-
olding null p-values under arbitrary dependence structure. We prove that the power of the
proposed method achieves the optimality in the asymptotic sense under a strong sparsity
setting. In general, the thresholding method improves the power when high-dimensional al-
ternative hypotheses are tested since it uses only significant data. Moreover, for the highly
correlated case where the effective sample size is small, the thresholding method using a
small amount of data improves the power. Despite these enhancements, test statistics based
on the thresholding are restrictively used in practice, in that the null distribution of thresh-
olded data is hard to find or the convergence rate of the null distribution of thresholded
data is very slow. For example, Fan (1996) uses the adaptive Neyman test by threshold-
ing data, however, its convergence rate of the test statistic under the null is very slow. Fan
(1998) presents a table that shows the finite sample distribution for the adaptive Neyman
test statistic under null hypotheses. On the other hand, the thresholding method proposed in
this thesis has a self-contained null tail probability. The tail probability of null distributions
for the thresholded test statistic is equivalent to that of the un-thresholded test statistic. The

fast convergence rate of null distribution allows the proposed method to be well applied



even in the high-dimensional setting.

Extensive simulation results in Chapter 5 present that the type I error of the proposed
combining method is well controlled with respect to the correlation between p-values than
the Cauchy combination test of Liu and Xie (2020). Analyzing the testing power of the
proposed method implies that as the dimension of data increases, the power to separate
the null and alternative hypotheses increases. By using a small proportion of significant
p-values, numerical studies show that the proposed method tends to be more powerful than

other p-values combining methods.

1.3 Outline of the Thesis

The remainder of this thesis is organized as follows. In chapter 2, we review the methods
that combine p-values to aggregate information for the global test. Methods developed un-
der an independent case are briefly reviewed as well as those under the dependent case.
The Cauchy combination test under arbitrary dependency structure is reviewed in detail.
The Cauchy combination test with thresholding is presented in chapter 3. In analyzing the
Cauchy combination test with the thresholding method, establishing the threshold value
contains the problem of estimating the proportion of non-null hypotheses, and it is pre-
sented in chapter 4. We present extensive simulations results of type I error and power in
chapter 5. In chapter 6, We use our method to demonstrate the effectiveness by applying
real data of SNPs of Inflammatory bowel disease. We end up this thesis with concluding

remarks in Chapter 7. The proofs of the main theorems are in Appendix.



Chapter 2

Literature Review

Combining of p-values is a common method in a high-dimensional setting that combines
individual p-values to integrate weak signals that cannot be detected to increase power for a
global test. When the dimension of data is much larger than the number of sample subjects,
such as in the case of GWAS, by combining the information contained in individual p-
values, a powerful testing procedure can be constructed.

Suppose that d-dimensional data follow the normal distribution with a covariance ma-

trix 3. Define g = (g, ..., iq)” as an effect of signal.
X ~ Na(p, 2). (2.1)

If there are no signals in the data, the mean of each covariate is zero. The main concern
of this setting is to test that if there are any signals in the data. It can be expressed as a

hypothesis testing as follows.
Hy: X ~ Nyg0,%) vs. Hy: X ~ Nyg(p, ) (2.2)

Testing the hypothesis (2.2) is equivalent to test the effect of signals is zero or non-zero

7



under the setting (2.1) which is a two-sided hypothesis testing,
Hy:p=0 vs. Hy:p#0. (2.3)
For such a two-sided test procedure, p-values, py, . . ., pg, are defined by
pi=2[1—-o(X;))], i=1,...,d,

where @ is the cumulative distribution function of the normal distribution.

To alleviate the condition (2.1) which is the normality of data, we assume that the
p-values are obtained from z-scores. For example, if we use a two-sample 7-statistic to
compare the means of two samples, the test statistic follows the ¢ distribution with some
degree of freedom, say df. Let ¢; be the 7 test statistic for i-th covariate. Then the z-score of
X, is defined by

Xi = &7 (Fy(ty),

where Fy is the cumulative distribution function of the ¢ distribution with df degree of
freedom. In general, for observed data Y of some certain form, let 7;(Y), i = 1,...,d
be the -th test statistic of Y for testing hypothesis for the mean comparison and F' be the

cumulative distribution function of the test statistic. Define

as the z-scores. Then by z-scoring the test statistic, under the null, X; follows the standard
normal distribution. Then we can use the z-score X; to construct a valid p-value, p;. By the
constructing, the null distribution of the test statistic must have a known distribution. As
a consequence, we can always standardize each test statistic so that Var(X;) = 1. From
now, without loss of generality, we assume that diagonal elements of > in (2.1) is 1, which

implies that X is a correlation matrix.



Combining py, . . ., pg to test (2.2) is the main topic of this thesis. This chapter provides
the detailed review of methods that combine p-values in the weak and/or sparse signal
setting. In Chapter 2.1, we review methods that combine p-values where the independence
between p-values is assumed and in Chapter 2.2, methods of combninig p-values under an

assumption of the dependence between p-values are reviewed.

2.1 Combining p-values Under Independence Structure

Suppose that p-values are independent that is, > = [; in (2.1) and (2.2), where [; is a
d % d identity matrix. In this case, the independent p-values, obtained from null, follow the
independent identically uniform distribution, ¢/[0, 1], that is, under the complete null which
ispu =0,

iid.
Piy---0a ~ U0, 1].

This implies that the null p-values follow the i.i.d. uniform distribution. Using the prop-
erty of the uniform distribution, we can combine p-values to proceed with a global testing
procedure by measuring the distance between the null and alternative. In other words, the
effect of alternative can be determined by measuring how far the combining statistic of the
complete null p-values are compared to those of the actual observed p-values.

For that reasons, the combining statistic of the p-values constructed under the null must
be obtained in a form that is easy to use or implement. A common method to combine p-

values when the null p-values follow the i.i.d. uniform is the empirical distribution function,

S|

Falu) = 5 > 1 < ),

where /(A) is an indicator function that is one if the event A is true and zero otherwise. If



the null p-values follow the i.i.d. uniform distribution, d- F;(u) follows a binomial distribu-
tion, B(d, u), which can be used to measure the distance between the null and alternative.
On th other hand, from the fact that the null p-values follow a uniform distribution, we can
consider a method using the ordered statistics of p-values which follow a beta distributions
marginally.

In Chapter 2.1.1, we review methods that use the empricial distribution function of

p-values and in Chapter 2.1.2 we review methods that use the combination of p-values.

2.1.1 Based on Empirical Distribution of p-values

Donoho and Jin (2004) proposed the Higher criticism method that is closely related to func-

tionals of the standard uniform empirical process. Define the uniform empricial process,
Ug(u) = Vd(Fy(u) —u), 0<u<1,

and the normalized uniform empirical process

Ud(u) '
Vu(l —u)

Then the Higher criticism statistic, HC} is defined by

Wd(u) =

HCy = max Wy(u),

O0<u<ag

for some ag € (0,1). If all p-values are the null p-values, for fixed u, W, (u) follows
the standard normal distribution asymptotically. Accordingly, a limiting behavior under the
alternative is expected to be different to that of the null. Let p(;) be the i-th order statistic of

p-values in the increasing order, H C); can be expressed as follows.

HC% = max Va/d - po) 2.4)

0<i<agp-d p(l)(l — p(z))

10



Donoho and Jin (2004) proved that for fixed o > 0, under the null,
P(HC: > h(d,a)) < a,

where h(d, «) =~ \/2loglog(d). Donoho and Jin (2004) also proved that the Higher criti-

cism has a full power to detecting signals that is, under the alternative, as d — oo,
P(HC} > h(d,ay)) — 1,

where h(d, ag) = \/2loglog(d)(1+ o(1)).

From the properties of the sorted null p-values including the asymptotic normality,

DP(i) ™ approx N(i/dv Z'/d(l - i/d))7

Donoho and Jin (2008) defined a different type of the Higher criticism such that

.- Vd(i/d - pg) _
o<i<aod \/i/d(1 — i/d)

Similar to (2.4), the large discrepancy between the expected behavior under null and the

HC =

observed behavior reflects the distance between the null and alternative.

However, Barnett et al. (2017) pointed out that the Higher criticism which is viewed
as a supremum of the normalized empirical process converges asymptotically to a Gumbel
distribution with a very slow rate. Ditzhaus and Janssen (2017) also showed that the Higher
criticism test has a trivial power that is, no power on the boundary for various settings.

Another global testing procedure is the Berk-Jones statistic (Berk and Jones, 1979)
which is based on the likelihood ratio statistic. For the uniformly distributed null p-values,

the Berk-Jones statistic, B.Jy, is defined by

BJy;= sup K(Fy(u),u), (2.5)

—oo<u<oo

11



where

T 11—z
K(z,y) =xlog—+ (1 —x)log )
(@) = alog -+ —

Wellner and Koltchinskii (2003) represented the Berk-Jones statistic (2.5) by using the
liklihood ratio statistic. Since d - Fy;(u) ~ B(d, u), the likelihood ratio statistic is expressed

as follows.

o L(F(w) _ ( Fd(u>>d-Fd(u) (a__—%)du—mu))’ 06

where L is the likelihood function and U(u) = P(U < w) for an uniform distribution
random variable U. By taking the log function to A4, the Berk-Jones statistic (2.5) can be

expressed as follows.

1
BJy = sup —log\g(u).

o<u<1 d

Using the sorted p-values as in the Higher criticism (2.4), the Berk-Jones statistic also can

be expressed by

e E o () (20}

Wellner and Koltchinskii (2003) proved that, under the null, the Berk-Jones statistic con-

verges to the null distribution Y}, such that
d 4
nRg—ps— Ya~ E,

where E2 = P(Y; < z) = exp(—4 exp(—x)) and pg = log, d+(1/2) logy d—(1/2) log(4r).
Li and Siegmund (2015) showed that over a wide range of sample sizes, the Berk-Jones

statistics are much powerful than the Higher criticism to detect a sparse mixture setting.

12



2.1.2 Based on Combination Statistic of p-values

For the independent and identically uniformly distributed p-values, we can consider the
order statistic of the p-values. The order statistic uses all informations of p-values in that
it requires orders of each p-value. For py,...,pg Wy [0, 1], it is known that for each

i=1,....d,

Dy ~ Beta(i, d+1— Z) 2.7

Tippett (1931) proposed to use the minimum p-value, that is, p(;). Using the minimum
p-value is equivalent to using only the maximum test statistic. Arias-Castro et al. (2011)
refered to the procedure using the minimum p-value as the Max test and proved the opti-
mality for using the Max test.

Combinating informations by weighted averaging p-values, in general, can be expressed

as follows.

d
S =Y wif(p), (2.8)
=1

where w;’s are weights and f is a certain type of transformation of p-values. This form of
combination statistics include Fisher’s method (Fisher, 1934), Pearson’s method (Pearson,
1933) and Stouffer’s method (Stouffer et al., 1949). The Fisher’s method is defined by
w; = 1 and f(p;) = log(p;) forall : = 1,...,d in (2.8). If the p-values follow i.i.d.

uniform distribution, the Fisher’s statistic,

d
Sp = -2 Z log p;
i=1

follows the Chi-square distribution with 2d degree of freedom. The Pearson’s statistic and
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Stouffer’s statistic are defined by
d d
Sp ==Y log(1—p), Sr=Y o '(p),
i=1 i=1
following the Chi-square distribution and the normal distribution, respectively.
If the p-values are uniformly distributed, the null distribution of such summation type
statistics is obtained by a known distribution, so the test statistics can be used to proceed
with the global testing procedure. According to Heard and Rubin-Delanchy (2018), the

Fisher’s method and the minimum p-value are sensitive to the smallest p-value, and the

Pearson’s method is sensitive to the largest p-value.

2.2 Combining p-values Under Dependence Structure

Methods reviewed in Chapter 2.1.1 and 2.1.2 are based on the fact that the null p-values
follow the uniform distribution independent and identically. Under a dependence structure,
the assumption of uniform distribution is not valid anymore. Unlike the methods reviewed
in Chapter 2.1, if the p-values are dependent on each other, the null distribution of com-
bined test statistics is hard to obtain so that these methods are difficult to use practically.
Instead, many methods such as decorrelating or estimating the dependence structure meth-
ods are used. In addition, a testing method using the Cauchy combination has recently been
proposed for arbitrary dependency structures, which will be introduced in the following

chapters.
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2.2.1 Based on Decorrelating or Estimating Correlation Structure

Suppose that > in (2.1) is known. Hall and Jin (2010) proposed the innovated Higher criti-
cism to test (2.3). Specifically, the goal of the innovated Higher criticism is testing follow-

ing two hypotheses.
Hy:p =0 vs. Hp:pisasparse vector .

To represent a sprasity of the mean vector p, the number of nonzero entries of p can be ex-
pressed as d”, where v € (0, 1/2). Denote the inverse matrix of Cholesky factorization of
as U = (u;x)1<jk<a- Then the innovated Higher criticism is a standard Higher criticism for
the decorrelated data by using U with a fixed bandwidth b; depending on the dimension d,
which is used to construct a decorrelating matrix. The resulting innovated Higher criticism
statistic is defined by

o
iHC:; sup {\/E il = pg) }

2bg — 1 j:1/d<p(;<1/2 p(j)(l - p(j))

The innovated Higher criticism can be viewed as a supremum of the normalized empirical
process as the Higher criticism and Barnett et al. (2017) pointed out that the innovated
Higher criticism converges asymptotically, under the null, to an extreme value distribution
with a very slow rate of O((log d)~'/?).

If X is unknown, an estimate of > can be used to define the innovated Higher criti-
cism. However, for the setting in this thesis where only z-scores of test statistics are given,

estimating . is not possible since we only have 1-sample data.

2.2.2 Based on Merging p-values

Wilson (2019) proposed the harmonic mean of p-values to combine dependent p-values. If
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p-values are independent and identically distributed, the harmonic mean of p-values,

converges to a Landau distribution which is the stable distribution by the generalized central
limit theorem. Wilson (2019) showed that the approximation of the null distribution using
the generalized central limit theorem is robust to dependencies between the p-values. An
average of reciprocals of p-values weights a large value to the small p-value and small
value to the large p-value so that the harmonic mean statistic, Ry is a valid global testing
statistic. However, Goeman et al. (2019) pointed out that the harmonic mean statistic loses
controlling type I error under an arbitrary dependence structure.

Vovk and Wang (2020) generalized the combination of p-values using the combining
function given by

T r\ 1/r
p—1+"'+pd)/ 2.9)

MT’K(p17-.~,pd) = ( d

forr € R\ {0} and where K is a combining function. The harmonic mean is a specific

form of (2.9) when r = —1. Limit cases of (2.9) include that

4 1/d
Moo kpr,pa) = max(pi,...,pq), asST — 00
M_ oo K(pr,pa) = min(pi, ..., pa), as r — —oo.

Vovk and Wang (2020) proved that the merging functions M. i (p, ... p) A0 d-M_o k(1. pa)
are precise and e - My g (p,,... p,) 18 asymptotically precise.

Now, consider a compound symmetry correlation structure,

Cov(X;, X;)=p, fori#yj, i,j=1,...,d,
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where —1/(d—1) < p < 1. Hartung (1999) proposed the weighted inverse normal statistic

under the null, which is given as follows.

d
t(p) = 2y N =~ N(0,1) under Hy.
\/ (=p) T X+ (L v)

Hartung (1999) also defined an estimator of ¢(p) by

S X

\/Zz 1 H z 1)‘>2_Z?1>‘?} {P Tk \/;(1 ﬁ*)}’

where p* = max{—1/(d — 1), p}, K > 0 and

. 1<
-t (i)

which is an unbiased estimator of p. Then, under the null, ¢(/*, ) is approximately standard

(2.10)

normally distributed so that it can be used as a global testing procedure.
Demetrescu et al. (2006) extended (2.10) to allow for a certain type of correlation ma-

trix. Let ¥ = (Cov(X;, X;))ij=1,..a = (pij)ij=1,. 4 and assume that

. 1 -
(}LI?od(d—UZZ””:p’

where p € (0,1) and that

im 2 _122% -

1#]
Demetrescu et al. (2006) proved that if \; = A forall : = 1,...,d in (2.10), then ¢(p*, k)

is still approximately standard normally distributed. When there are a finite number of
outliers and the average of elements of the correlation matrix > converges to a constant
as the dimension grows, the Hartung’s weighted inverse normal method can be used as a

global testing procedure.
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2.3 Cauchy Combination Test

Recall that the weighted averaging of transformation of p-values, (2.8),
d
S=> wif(p).
i=1

Weighted averaging methods such as the Fisher’s method, Pearson’s method and Stouffer’s
method reviewed in Chapter 2.1.2 are all the global testing procedures under an indepen-
dence assumption. These methods may not only be difficult to control type I errors but also
hard to obtain the null distribution of test statistics unless the independence assumption
is satisfied. Recently, Liu and Xie (2020) proposed a global testing procedure that uses
a Cauchy transform as f in (2.8) under arbitrary dependency structures. Pillai and Meng
(2016) showed that when Y = (Y7,...,Yy) T and Z = (Zy,..., Zy)T are ii.d. Ng(0,X)

where ¥ is an arbitrary correlation matrix, the convex combination of Y;/Z;, that is,

d
> wYi/Z;,
=1

where 0 < w; < 1fori =1,...,d and Zle w; = 1, follows a standard Cauchy distri-
bution. The idea behind the Cauchy combination is that since the Cauchy distribution has
heavy tails, it is robust to arbitrarily dependent random variables. In other words, in that the
tail behavior of Cauchy combination applied to arbitrary dependent p-values is analogous
to that of standard Cauchy distribution, Liu and Xie (2020) proposed the Cauchy combina-
tion test procedure. Despite the robustness of the Cauchy combination, as seen in Chapter
5, it can not control the type I error well for strongly correlated p-values. In the following
chapters, we review, in detail, the Cauchy combination test procedure which is the one of

main ingredients in this thesis.
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2.3.1 Cauchy Combination Test Under Independence Structure

Let > = I, to consider the case of independence structure, where /; is an identity matrix
of size d x d. Note that the independence between p-values implies that, under the null,

iid.
Piy---0a ~ U0, 1].

Define a Cauchy transformation, h : [0, 1] — R, of each p-value, by

h(p;) = tan{(1/2 —p))7}, i=1,...,d.

By the definition of h, note that each h(p;) follows a standard Cauchy distribution. Williams
(1969) showed that the convex combination of independent h(p;) fori = 1,. .., d follows

a standard Cauchy distribution exactly.

Lemma 1 (Williams, 1969). Let min,<;<qw; > ¢o/d and Zle w; = 1. Then the convex
combination of h(p;) = tan{[1/2 — p;|7}, fori = 1,...,d, follows a standard Cauchy

distribution,
d
T(P) =) _w;h(p;) ~ Cauchy(0, 1). (2.11)
=1

Proof. If the a; possess no finite limit-point then for U ~ Cauchy(0, 1),

d
1 .
Zwi T aZUU ~ Cauchy (0, 1).
i=1

a; —

If a; = oo, then
d d

1+0JZ'U
;le — E w auchy(0, 1)

a
v i=1

]

Using the above lemma 1, the global testing prodecure using 7'( P) under the indepen-

dence structure can be applied by rejecting the null hypothesis if
T(P) > to(),
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where t¢(«) is the a-quantile of a standard Cauchy distribution.

2.3.2 Cauchy Combination Test Under Arbitrary Dependency Struc-

ture

For arbitrarily dependent p-values, Liu and Xie (2020) studied the behavior of the convex

combination of Cauchy transformations. By the definition of p-values, that is,
pi=21-0(X)])], i=1,....d,
the Cauchy transformation function h(p;) is equivalently expressed in terms of X; such that
h(p;) = tan{(1/2 — p;)w} = tan{(2®(| X;|) — 3/2)7}.

Now we denote h,, as the Cauchy transformation function in terms of p-values and hx as

the Cauchy transformation function in terms of statistics X7, . .., X, that is,
hp(pi) = tan{(1/2 — p;)m}

hx(X) = tan{(20(|X.]) - 3/2)7}.

Using the Cauchy transformation function h x, let 7'y be the convex combination of hx (X;)

for: =1,..., X as follows.
d d
Tx(X) =) wihx(X;) =Y w;tan{(2®(|X;|) — 3/2)7},
=1 =1

. d
where min;<;,<qw; > co/dand ) ;_ w; = 1.

Liu and Xie (2020) showed the tail probability of a standard Cauchy distribution is

proportional to the reciprocal of a critical value asymptotically.
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Lemma 2 (Liu and Xie, 2020). Let Wy have a standard Cauchy distribution. Then
1 -3
PWy>t)=—+0(t).
tm

Under the arbitrary depdendency structures, Liu and Xie (2020) proved that the tail
probability of T'x, which is P(Tx(X) > t) for large ¢, is equivalent to that of a standard

Cauchy distribution if the bivariate normality assumption holds.

Definition 1 (Bivariate normality).

Forany 1 <i < j <d, (X;, X;)" follows a bivariate normal distribution.

Theorem 1 (Liu and Xie, 2020). Under the bivariate normality assumption, if the correla-

tion matrix of X is positive semi-definite, then

. P(Tx(X) > t)
1 —1
v P(Wy > 1) ’

where Wy denotes a generic standard Cauchy random variable.

Liu and Xie (2020) also proved that as the dimension d increases, the tail probability of

T'x 1s equivalent to that of a standard Cauchy distribution asymptotically.

Theorem 2 (Liu and Xie, 2020). Under the bivariate normality assumption and additional
regular conditions of the arbitrary correlation structure, for d = o(t°) for any constant

0<ec<1/2

_ P(Tx(X) > t)
1 ~1
ivee P(Wo > 1) ’

where W, denotes a generic standard Cauchy random variable.

While the Cauchy combination test is somewhat robust to arbitrary dependence struc-

tures, simulation results in Chpater 5 show that the Cauchy combination test fails to control
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the type I error when p-values are strongly correlated. In addition, although, under the
sparse alternative, the asymptotic power of the Cuacy combination test converges to 1 for
any significance level, for highly correlated case with a finite sample, the power is shown
to decrease. Therefore, in the next chapter, we propose a more robust and powerful method

than the Cauchy combination test by adaptively thersholding p-values.
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Chapter 3

Cauchy Combination Test with
Threshold Under Arbitrary Dependency

Structures

Again, consider a hypothesis testing problem such that
Hy: X ~ Nyg(0,%) vs. Hy: X ~ Ng(p,Y).

As mentioned in Chapter ??, we consider X as a normally distributed data or z-scored test

statistic

where T;(Y') is a test stastistic standardized to have variance 1 and F' is the cumulative

distribution function of the test statistic. Based on X, define p-values as follows.

Suppose that sparse signals are concentrated in few locations, say first m covariates
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are signals and let m be much smaller than the dimension d. The Cauchy combnation test,

which is defiend by
d
Tx(X) = wh(X;),
j=1

can be decomposed into a signal part, S, and noise part, N, as follows.

Tx(X) = Zm:wth(X]) + Z U)jhx(Xj) =: S+ N.

j=m+1

In the noise part N, X;’s follow a normal distribution so that p-values are uniformly dis-
tributed marginally. Without a priori information about weights w;’s, let the weights be
equal, that is, w; = 1/d for ¢ = 1,...,d. For small m, since the test statistic T’x is an
average of the noise part and the signal part, the noise part /V that has a negative effect on
T'x tends to dominate the signal part S, which implies that the power of T’x for detecting
the signals would decrease as m decreases. Moreover, if X;’s are highly correlated, the
effective sample size decreases and using all X;’s is not conducive to the statistical power.
Therefore, by thresholding X; or equivalently p;, we can enhance the power of the Cauchy
combination test. This is a main motivation of the proposed method.

In general, there are different types of the thresholding method. The first type is thresh-
olding data or statistics X;’s which are larger than some critical value. The second type is
thresholding first few sorted data. The former thresholding is called the hard thresholding
and the latter type is called the Neyman’s truncation (Neyman, 1937). Fan (1996) showed
that hard thresholding X;’s ourperforms the Neyman’s truncation method and proved the
stastistic constructed by hard thresholding converges to a standard normal distribution.
However, the convergence is so slow and it is hard to practically used.

We use, in this thesis, the hard thresholding type of p-values and propose a test statistic

combining the thresholded p-values with an easily obtainable null distribution of the test
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statistic. Let

M={ie{l,....d}:p; €0,8]},

where 0 < 0 < 1 is given. Define

qu%, jEM, (3.1)

so that ¢; € [0, 1] for any j € M. Since all p;’s follow the uniform distribution marginally
under the null, each g; is also uniformly distributed under the null. By using such ¢;’s for
Jj € M, define the proposed test statistic as follows.

Tr(q) = Y wihg(qy) = > wytan{(1/2 — g;)7}, 3.2)

JEM JEM

where the weigths w; > 0, j = 1,...,d. By the duality relation between data X and p-
values p;’s, we can define the statistic with respect to the data X which is equivalent to
T;.

TH(X) =Y wihx(X;) =Y wjtan{(2®(|X;|) — 3/2)r}, (3.3)

JEM JEM

where the weights w; > 0,7 =1,...,d.

3.1 Null Distribution

Obtaining the null distribution of test statistics plays an important role in controlling the
type I error. That the null distribution of a test statistic converges to a known distribution at
a fast rate is one of the necessary conditions of the test statistic. In general, testing proce-
dures that are constructed when there is an arbitrary dependency structure assume that the
dependency structure is known in advance, or can be estimated from the data to decorre-

late the test statistic (Hall and Jin, 2010). However, estimating the dependency structure is
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not easily implemented, especially in high dimensional settings, and sometimes estimating
the arbitrary dependency structure requires many constraints. In addition, there are cases
where the null distribution constructed under a dependency structure is different from that
of the independent situation, or the null distribution does not converge to a known distri-
bution. For example, the null distribution of the minimum p-value (Tippett, 1931) under
an arbitrary dependency structure is hard to obtain without knowledge of the dependency
structure, although the null distribution under independence is the beta distribution. Gener-
ally, the null distribution depending on correlations between variates requires information
about the dependency structure, and it is not easy to use in that it is unknown in advance.
On the other hand, the convergence rate of the null distribution constructed by using a
threshold method is known to be very slow. The null distribution of a thresholding method
often converges to a normal distribution rather than other known distribution (Fan, 1996,
Kim and Akritas, 2010). This convergence rate is very slow, making it difficult to the control
type I error in practice. In addition, it is often different from the original un-thresholded null

distribution, which also requires additional information about the dependency structure.

3.1.1 Approximation of Tail Probability for The Null Distribution in

Finite Dimension

When we use the threshold method in constructing the Cauchy combination test statistic,
the convergence rate of the null distribution is still fast, especially non-asymptotic. More-
over, the null distribution of the thresholded combined test statistic still has the similar
behavior of the Cauchy distribution. In other words, the null distribution of the proposed

test statistic can be obtained with robustness to the dependency structure.
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The following theorem presents the tail behavior of the proposed test statistic under
the null, in the finite dimensional setting. Specifically, theorem 3 shows that under the
bivariate normality condition defined in the definition 1 in Chapter 2.1.2, the tail probability
of the null distribution of 77 with arbitrary dependency structures is equivalent to the tail

probability of a standard Cauchy distribution non-asymptotically.

Theorem 3. Let X = (X1,...,Xy)T ~ N(0,%). Suppose that X is bivariate normally
distributed, i.e., for any 1 < i # j < d, (X;, X;)T ~ N(0,X;;) where diagonal elements
of X;; are 1 and off-diagonals are o;;. Let q; be the transformed p-value defined in (3.1)
and T} (q) be the test statistc defined in (3.2). Denote Cq) as a random variable following
the Cauchy distribution with the location paramater a and the scale parameter b. Then we
have

P(15(q) > 1)

li =1
tirg P(C(O,w*é) > t) ’

where w* = ijl w;.
Proof. See Appendix. [

Theorem 3 implies that the tail probability of the null distribution of the proposed
method is robust to the impact of the dependency structures in p-values or marginal test
statistics. As each Cauchy transformation of p-values are weighted averaged, the effect of
dependencies between p-values on the convergence of the null distribution is reduced. In
fact, the tail probability of a Cauchy distribution obtained asymptotically to be propor-
tional to the reciprocal of ¢, as in lemma 2, appears to be a polynomial order inducing a
very heavy form of the tail probability. This heavy tail probability causes the impact of

dependency structures to converge to zero asymptotically in the null distribution.

27



3.1.2 Approximation of Tail Probability for The Null Distribution in

Infinite Dimension

When the dimension d grows infinitely, the tail probability of the null distribution of the
proposed test statistic is asymptotically equivalent to that of a Cauchy distribution. Before

we state the theorem, first consider the following assumptions on X..

(A.1) Amax(X) < C for a constant Cy where Amax (2) is the largest eigenvalue of X.

(A2) Let & = (0y;){,_; and maxi<;cj<q0;; < ofpax < 1 for some constant o €

(0, 1).

The first assumption (A.1) implies that the largest eigenvalue of Y is bounded by a con-
stant. The second assumption (A.2) guarantees that > is a well-defined correlation matrix.
If 0,, = 1for1 < s # ¢ < d, the correlation matrix becomes ill-conditioned. Condition
(A.1) and (A.2) are commomly used assumptions in the high-dimensional setting. Now,
we state the theorem that show the tail probabilities of the proposed method and a Cauchy

distribution are asymptoticall equivalent, as d — oo.

Theorem 4. Let X = (Xi,...,X,)" ~ N(0,%). Suppose that X is bivariate normally
distributed, i.e., forany 1 < i # j <d, (X;, X;)T ~ N(0,X;;) where diagonal elements of
2j are 1 and off-diagonals are 0;;. Let q; be the transformed p-value defined in (3.1) and

T q*(q) be the test statistc defined in (3.2). Denote C,) as a random variable following the

Cauchy distribution with the location paramater a and the scale parameter b. For d = o(t")

where 0 < v < 1/2, under the conditions (A.1) and (A.2), we have,

. P(T7(q) > t)
lim =1,
d—o0 P(C(O,w*é) > t)

d
fo— .
where w* =3 5, wj.
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Proof. See Appendix. O

Remark 1. We defined 07 such that 6 < 0; < 1 in the proof. By using the symmetry

property of the sine function, sin(x) = sin(m — x), we can define

1
5 =%
4q;

so that sin(67q;m) = sin(m — 67*) = sin(d7*q;m) and 0 < §7* < 6. In this re-defining, we
obtain

sin(6;"q;m) = 67" q;m + O ((5;‘*%)2) .
As the dimenstion d increases, 5 — 0. Then

sin(65" ;)
07 q;m
Therefore we have
P(T*(X
lim—( (X)>1) =1.
t—00 P(C(O,w*) > t)

Sketch of proof for theorem 3 and 4.

Step 1. The random set M can be expressed as random weights w;’s

D wihglgy) = > wihy(gy) = D wil(qy < Dhylay) =t > tihy(q;)

jeM je{ip; <6} j=1 j=1
Step 2. Decompose the joint distribution with arbitrary dependence structure to marginal

case by using Bonferroni inequality :

P (Z W;hg(qj) > t) <Z wihg(q;) > t, U {w;h,(q;) > t})
+P (Zw] (gj) > t, ﬂ{wj (g5) <t}>
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Step 3. Calculate order each decomposition parts

3.1.3 Approximation of Tail Probability for The Null Distribution with

Random Weights

Note that if we set wj’1 = do for all j = 1,...,d, the tail probability of the proposed
test statistic is still equivalent to that of the standard Cauchy distribution asymptotically.
Howeyver, since M is a random set, the number of summands in the test statistic is a random
number as well, although the weights are fixed number 1/dd. So, practically a correction
is needed to obtain the appropriate tail probability of the null distribution and improve the
power.

To handle the correction, we can set the weight w; as a random variable. Indeed, instead
of wj_1 = do, we define wj_l = | M| to reflect the number of p-values contained in M.
When there are many observed p-values in M, we assign more weights to the thresholded
p-values. To this end, consider specific types of dependencies between p-values which are

contained in M, that is, p; <.
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Definition 2 (Type of Dependencies).

1. Heyde (2004)

where 0 is a depdendence parameter with 0 < 0 < 1 and Fj, = o(p1, ..., px) is the

o-field generated by { X, ..., X }.
2. Gava and Rezende (2021)
P(pk S 5 | ]:k) == 5+dkSk/k},

where S, = I(p1 <)+ -+ I(pr—1 < 6) and Fi, = o(p1, ..., pk) is the filtration,

0<d+dip<1lfork>1.
3. Exponentially decaying dependency

Cov(I(p; <9),I(p; <90)) < cli_j‘,

fori,j <dand|c| < 1.

Consider the case where there is a special dependency structure defined in the definition
2 between the p-values included in M. Then, random weights can be used as shown in

corollary 1 below.

Corollary 1. If p-values are weak dependent to each other or there is a specific correlation
structure in p-values as in definition 2, we can set wj_l = #{j : p; < 0} to obatin the

result in Theorem 4.

Proof. Under correlation structures in definition 2, it follows that

- #{gipy <6}
A
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Hence we have

jeM
It follows from Theorem 4 that
P(T* >t
lim ( d (9) =1.
d—o0 P(C(O ) >t

O]

As corollary 1, for large d with a specific dependence structure, #{i : p; < §} = wj’1
forany j = 1,...,d. On the other hand, for the finite dimension d, the law of large number
in corollary 1 contains an approximation error. Practically, we are given only observed p-
values and M is also given. To reduce the approximation error, we use instead a finiteness

correction such that,

TTO= 2 g #{j : p; S 5} hal2y)

JEM
Then the null tail probability of 7" can be adjusted. If #{j : p; < d} is given, then from

the proof of Theorem 4, for large ¢,

P(I;"(q)>t) = E [P(T**( ) >t|#{j:p; <))

= F )
<J§4#{J Py <0} hq(q;) >t(#{9 pj < }>
el 1, #m <8ty
= E_P (jEMdéhq(ng CJM ’#{J-PJSCS})]
I ds 1

- E_#{j:pjsa}ﬁﬂ(””}‘

If we let
e ds
#{jip <Y

we have that

- P(T7"(q) > t)
lim =
t—o0 P(C(O,w**) > t)
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3.2 Power Analysis of Cauchy Combination Test with Thresh-
olding

In this section, we analyze the power of the proposed test statistic. Recall the null and

alternative hypotheses.
Hy: X ~ Ng(0,%) vs. Hy: X ~ Ng(u,Y). (3.4)

We consider a sparse mean vector as an alternative. Let S = {j € {1,...,d} : ; # 0} be
an index set of nonzero mean elements and |S| be the cardinality of S, that is, the number
of signals. Assume that |S| = d” where 0 < 7 < 1. The sparsity of the mean vector p is
defined by the parameter . If 0 < v < 1/2, we call the mean vector g = (iy,. .., fta)’
a sparse mean vector. To test the sparse alternative, suppose that X ~ Ny(u,X). Then we

can consider the following hypotheses as in Hall and Jin (2010), instead of (3.4).
Hy:p =0 vs. Hp:pisasparse vector . (3.5

Assume that signals have the same magnitude and let ;1; = v/2rlogd for i € S where 7 is
a constant. The form of the signal magnitude is decided to consider the optimal detection
boundary in Donoho and Jin (2004). The following theorem shows that the power of the
proposed adaptive thresholding Cauchy combination test statistic to test hypothesis (3.5)

converges to 1.

Theorem 5. Denote S = {j € {1,...,d} : pi; # 0} as the set of signals. Suppose that the
number of signals |S| = d”, where 0 < v < 1/2. Assume that j1; = \/2rlogdforall j € S,
where r > (1 — ﬁ)z Consider the Cauchy combination test statistic by thresholding at

value 6 € (0,1). Then, for a-quantile t, of Cauchy(0,w*d) where w* is the sum of all
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weights, as d — 00,

PH1 (T(;(q) > toz) — 17
where Py, is a probability measure under the alternative.

Theorem 5 shows that the power of the proposed method converges to 1 as the dimen-
sion d increases. This means that the summation of the type I error and the type II error
converges to 0 equivalently. The condition 0 < v < 1/2 in theorem 5 implies the sparsity
of the mean vector. Hence, for the sparse signal, by using the proposed method, H, and H;
of (3.5) can be separated asymptotically. We can also show that, with the result in theorem
5, the proposed method attains the optimal detection boundary defined in Donoho and Jin

(2004). Note that the detection boundary is defined as follows.

. (1-y7)?% 0<y<q,
pr(7) = :
% -7 111 <7 < %
where r and v are given in theorem 5. Since we have the condition r > (1 — ,/7)?, the

proposed method achieves the optimal detection boundary when 0 < v < 1/4, which is

the strong sparsity situation. Note that
, 1 1\
(1—+7) 577 © 2 \/_—5 > 0.
For 1/4 < v < 1/2, we have r > (1 — \/4)® > 1/2 — ~ so that the proposed method
also attains the optimal detection boundary. Therefore the proposed method achieves the
optimal detection boundary for the sparse signal, which is represented by 0 < v < 1/2.
Sketch of proof for theorem 5.

Step 1. Decompose 7} into two parts, a null part and a signal part :

T, = ijhq(%') = Z wjhe(g;) + Z wjhg(q;)

JEM JEMNN JjEMNS
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Step 2. Claim that the null part is lower bounded by a finite constant with probability tending

to 1:

Z wjhe(g;) > —00

JEMNN

Step 3. Claim that the maximum of signal part is transformed by using the mean value theo-
rem (lemma 5) and is lower bounded by an increasing order:
> wihg(g) = Y wihx (X)) = wihx (Xi)+(|IMOS|=1)-whe hx (X ) = o0,
JEMNS JEMNS

where i* = arg max;epmns hx (X;) and £* = arg minje pns hx (X;).

3.3 Choosing the thresholding value o

In this section, we propose a plug-in estimator § for the thresholding value 4. First, decom-

pose the test statistic, 77 (g), into the null part N and the signal part S as follows.

Ty(a) =Y wihe(as) = D wihg(q) + Y wihq(gy)

JEM JEMNN jEMNS

Suppose that the weights are equal that is, for alli = 1,...,d, w; ' = d¢é for convenience.

)

From the results and proofs of theorem ?? and ??, the tail behavior of the null part statistic,

Z w;hq(g;)

JEMNN

is asymptotically equivalent to that of a Cauchy distribution, regardless of J. Indeed, we

have
PO jepnn (1/d0)hg(g;) > 1)
lim =1
=00 P(Cowi/a) > 1)
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On the other hand, we can show that the signal part statistic is an increasing function with

respect to 9.

1 1 p; 1 cos (&7)

JEMNS JjEMNS

By lemma 3, note that the right hand side of (3.6) increases as ¢ increases.

Lemma 3. The signal part of t; is an increasing function of o.

Proof. Define

where

Then, we have

gy — 28 ()0 = [sin(F) — 7 cos(F ri
f(0) (9sin (25))?
_ 5 —sin (5) cos ()
a (9sin (2))?
Since x > sin(xz) cos(z) for 0 < x < 1, we can show that f'(§) > 0 for 0 < § < 1. O

Therefore, as 0 increases, M contains more p-values corresponding to the signals and

the signal statistic increases. At the same time, if

Dj
>_
0

N —
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in the middle equation of (3.6) is greater than 0, we have

which can make the signal part of the statistic larger. In other words, it can be concluded
that setting the 0 = 2|S|/d is a trivial way to increase the power. We choose ¢ such that
M = {j : p; < 6} contains as many as signal p-values with p,;/d < 1/2 or equivalently
p; < 6/2. Then we use a plug-in estimator o = 27, where 7, is the proportion of signals
and 7, is an estimator. We propose a method to estimate the proportion of signals, 7, in

the next chapter.
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Chapter 4

Estimating The Proportion of Non-null

Hypotheses

In Chapter ??, we proposed the estimator of the proportion of signals as an critical value in
thresholding p-values. In this chapter, we propose an estimator of the proportion of signals
when arbitrarily dependent p-values are given. In terms of the hypotheses testing procedure,
the proportion of signals is consistent with the proportion of non-null hypotheses so that
we can approach the problem in the form of a mixture from the perspective of estimating
the proportion of the non-null or alternative hypotheses.

When p-values obtained from the null Hj and alternative /; hypotheses are distin-
guished into the null p-values and alternative p-values, respectively, the distribution of p-

values in the following mixture of p-values can be considered.

f(p) = mofo(p) + mfi(p), 4.1)

where f is a marginal density function of observed p-values and fj and f; are density func-

tions of null and alternative p-values, respectively. 7y and 7; are the mixing coefficients that
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is, the proportions of the null and alternative with 7y 4+ m; = 1. Estimating the proportion
of signals is then equivalent to estimating the mixing coefficient, 71, in (4.1).

To estimate the proportion of signals, there are conditions usually assumed. First, it
is assumed that the p-values are independent. If the p-values are independent, then the p-
values obtained from the null follow an uniform distribution identically. In the notations in

(4.1), we can assume that under the null,

fo~U(O,1).

As in Efron (2010), we also assume that the zero-assumption that any p-value greater than

some A is assumed to be the null p-value, that is, for large A € (0, 1),

pli{p > A} ~ fo.

The alternative density f; is assumed to be a decreasing function, so that if p-values are
close to 1, then the value of f; is close to O which means that f;(p) ~ 0 for p ~ 1.

In the following section, we briefly review existing methods estimating 7r; or 7. There-
after, we propose a method to estimating 7, for the case that an arbitrary dependency struc-

ture between p-values exists.

4.1 Literature Reviews

In this section, we review methods estimating the proportion of signals, 7y, or that of null,
mo = 1 — . First we review methods that estimate 7; under the independence assumption.
And then we review methods estimating m; under the arbitrary dependency structures in

Chapter 4.1.2.
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4.1.1 Methods That Estimating The Proportion of Signals for Inde-

pendent p-values

Suppose that p-values are independent. Estimating 7, is equivalent to estimating the mixing

coefficient of a mixture model of p-values as mentioned in the previous section.

f(p) = mofo(p) + 71 fi1(p), 4.2)

Since m; = 1 — mp, estimating 7, 1s equivalent to estimating 7;. The observed p-values are
independent and identically distributed and we have
j.i.d.
pla"wpdlzv f
The independence between p-values implies that the null density of p-values, f; in (4.2),
is the density function of the uniform distribution so that

fo(p) =1, foranyp € (0,1)

Then (4.2) can be expressed as follows.

f(p) =m0+ (1 —mo)f1(p) 4.3)

Storey (2002) assumed that the density function f; of the alternative p-values is a decreas-
ing function with f;(1) = 0. He further assumed the zero-assumption, that is, if p-values
are close to 1, then the value of f; is close to O which means that f;(p) ~ 0 for p ~ 1.

Integrating the both sides of (4.3) with respect to p from A to 1 implies that

1
/ f(p)dp = mo(1 = X),
A
where A € (0, 1) is a given constant which is close to 1. Storey (2002) proposed an estima-

tor of my as follows.

R #{p; > A}
To(A) = ETEYR
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where A can be chosen to minimize the mean square error, MSE, by using a bootstrap
method.
Let pq)y < -+ < pg) be the ordered observed p-values from the d hypothesis tests.

Langaas et al. (2005) proposed an estimator of 7y based on the ordered p-values.

1—1/d
/\p_ .
7o _lrﬁl}ilfll{l —p(l)}'

With an additional stronger assumption that f; is a decreasing and convex function, Lan-

gaas et al. (2005) used an iterative method based on the steepest descent algorithm. In (4.3),
the assumption that f; is a decreasing and convex function implies that f is also a decreas-
ing and convex function. From the fact that any twice continuously differentiable convex

decreasing density f on [0, 1] can be represented as a mixture

f(p) = / fo(p)1u(d6),

where fy is a triangular density. Let f be the nonparametric maximum likelihood estimate

of f. Langaas et al. (2005) proposed a method estimating 7 by
o= f(1).
Genovese and Wasserman (2004) converted the mixture setting into a stochastic process

setting:

F(t) = FoFo(t) + 7T1F1(t), (44)

where Fj is an uniform distribution, that is, Fy(¢) = t. To estimate 7, Genovese and
Wasserman (2004) assumed that F' is concave and hence f = F’ is a decreasing func-
tion. For a finite sample confidence envelope [y~ (-), 7" ()] for a density f, Genovese and

Wasserman (2004) proposed an estimator of m; by
71 =1—min{h(1) : 7y~ < h <"},
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and proved that 7, converges to 7;.
Meinshausen and Rice (2006) considered a lower confidence bound of 7;. The goal is,

then, to construct a lower bound of
1
T = 3;1{/% # 0}
with the property of
P(ﬁ'l S’/Tl) > 1—04, (45)

for a specified confidence level 1 — a. From the stochastic process (4.4), Meinshausen and

Rice (2006) defined an estimate of 7 as follows.

F,(t) —t— BhLa0(t
i sup Pl == Buad(t)
te(0,1) 11

where [3, , is a bounding sequence for §(¢) at level «, §() is a bounding function and F,, is
the empirical distribution of p-values. Then Meinshausen and Rice (2006) proved the (4.5).
In addition to using the mixture model of p-values, methods using observed p-values
also had been proposed. Under the assumption that p-values are independent so that null
p-values are uniformly distributed, Schweder and Spjgtvoll (1982) proposed a method to
estimate 7y by using the approximation such that
d
E [Z I(p; > t)] ~ (1 — ).

i=1

By plotting the number of p-values greater than ¢ against 1 — ¢, Schweder and Spjgtvoll

(1982) estimated 7y based on p-values deviating from a straight line.
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Histogram of Pval Histogram of Pval Histogram of Pval

Figure 1: Historgrams for p-values obtained for 3 = (0.5)2%) with diagonal elements 1.

4.1.2 Methods That Estimating The Proportion of Signals for Arbi-

trarily Dependent p-values

If p-values are arbitrarily dependent, then the assumptions that observed p-values follow the
mixture model (4.1) and null p-values follow independently uniform distribution can not
be used to estimate the proportion of signals. Indeed, observed p-values are not uniformly
distributed but increasingly or decreasingly distributed. Even worse there are no visible

patterns for p-values. Figure 1 shows that histograms of null p-values obtained from
X ~ Nyg(0,%),

where d = 500 and

¥ = (03)f

=1~

0.5 Q]

Recall the hypotheses testing procedure.
Xp, ~N(0,%), Xy, ~N(6,%)
Meinshausen and Biihlmann (2005) estimated m; by

71 = sup {R(7) — Ga(7)},

~v€[0,1]
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where R(7y) is the number of p-values which are less than v € (0, 1) and G, is a bounding
function and the quantile function of the number of false rejections under permutation.
Tong, Feng, Hilton and Zhao (2013) used a linear fitting under the assumption that the
pattern of true null p-values is linear or unimodal. For example, only p-values in the middle
and right plots in Figure 1 are observed. Let /() be the total number of the true null

p-values in (A, 1] and
foy = 1A

dﬂ'o

be the proportion of the true null p-values in (A, 1]. From the idea of Storey (2002), that is,

for W (\) = 25:1 I(p; > \),

W)

To(A) = 1=\

we have Wy(\) ~ W(\) and

W W)
A T AN

Tong, Feng, Hilton and Zhao (2013) chose A by using a bootstrap algorithm to minimize
the mean square error.

However the linear fitting of f denoting the proportion of true null p-values in (A, 1] too
simplify the patterns of observed p-values. As shown in numerical studies in chapter 5, the

estimate pz; has greater variations.

4.2 Proposed Method

As Storey (2002), from the independence assumption point of view, the mixture of p-values

considers

f(p) =mo+ (1 —mo) f1(p),
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where fi(p) =~ 0 if p is close to 1. In contrast to the independent case, we adapt the null
density of p-values, f; to accommodate patterns of null p-values when dependency between

p-values exits. Hence we consider instead that

f(p) = mofolp) + (1 —mo) f1(p)-

Tong et al. (2013) pointed out that althoguh regardless of the dependence of p-values, the
marginal distribution of the null p-values remains a standard uniform distribution, varia-
tions of the expected frequency of observed p-values increase as correlations of p-values
are increase. Hence they concluded that if we handle the pattern of the observed p-values,
we can improve the estimation of the proportion of true nulls.

From this motivation, we propose an estimation of proportion of null hypotheses, based

on Storey (2002) and Tong et al. (2013), such that

W)

To(A) = d(l——Fo()\))’

(4.6)

where Fy(\) = fOA fo(z)dz and fo(z) is a density of null p-values. Then [, is a estimated

Fy by using the kernel density estimation. Indeed, we have

. . d
]A”(p)dp 1=F() _ Zj:l I(p; < )\)7 47

fo(A) = _ 1= L
fop)dp 1 —Fy(N) 1 — Fp(A)

>’)—l>’H

where Fj is estimated by the using kernel density estimation. We call it “dependence-
corrected Storey method”. Storey (2002) proposed the bootstrap method that optimal A is

chosen as follows.
1. Set R = {0,0.05,...,0.95} to be the grid of .

2. For each \ € R, generate the bootstrap copies 75, b = 1,. .., B for predetermined B

from (4.6).
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3. Estimate MSE(\) by

ooy - 3 0=

where 75 = minyexr 7o.

4. Define A = arg minyer @(A) and estimate 7ty = 7o(\).

In the next section, extensive simulation studies support the accuracy of the proposed

method.
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Chapter 5

Numerical Studies

In this chapter, we evaluate the performances of the proposed method comparing other
competitive methods. To investigate the robustness to dependency structures, we construct
p-values from various dependency structures including the compound symmetry, exponen-
tially decaying and polynomially decaying dependency structures. Specifically, data or the

normalized test statistic X are constructed from
Hy: X ~ Nyg(0,%) vs. Hy: X ~ Ng(p,Y).

The dimension d has a different range from 20 to 500 through simulations in this chap-
ter. All the signals for an alternative have the same strength p; := o = \/m s/
forv = 1,...,d, where s is the number of signals. The magnitude of signals is defined
to consider the settings of the sparse signal. The dependency structure or the correlation

matrix ¥ = (0y;); j=1,..q is defined as follows.

.....

1. Compound Symmetry: For 0 < p < 1,



2. Polynomial decay: For p > 0,

1 . .
) ot 7J
Jij =

1 1=7
3. Exponential decay, AR(1): For 0 < p < 1,

aij = pl'l.

For each dependency structure, values of the correlation coefficient p decide the strength
of the dependency. Thus we vary the correlation coefficient p to investigate effects of the
dependencies through following simulations.

In Chapter 5.1, we compare the proposed method to other methods of estimating the
proportion of signals. Methods of Storey (2002), Langaas et al. (2005) and Tong et al.
(2013) are used for the comparison. In Chapter 5.2, we evaluate the type I error of the
proposed method. For convenience, we use the equal weights, that is, w;* = dd for
1 =1,...,d. Since the tail probability of the proposed method converges to that of a stan-
dard Cauchy distribution, we use a level a-quantile of the standard Cauchy distribution. In
Chapter 5.3, under different dependency structures, we investigate the power of the pro-
posed method compared to other global testing procedures, the Higher criticism (Donoho
and Jin, 2004), the Berk-Jones (Berk and Jones, 1979), the minimum p-value (Tippett,

1931) as well as the Cauchy combination test (Liu and Xie, 2020).
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5.1 Simulation Studies of Estimating the proportion of non-
null hypotheses

In this section, we investigate the accuarcy of the proposed method for estimating the pro-
portion of signals which is analyzed in Chapter 4. To constuct the test statistic, we define
p-values by

pi=2(1-2(Xy), i=1,...,d

where X is i-th element of X ~ Ny(u, Y). The dimension considered in this simulation is
d = 100. Suppose that all the signals have the same strength 1y = \/?ATg(d) /s'/%, where
s is the number of signals and 1 < s < d. Thus we denote m; = s/d. To examine the
dependency structures, we impose the compound symmetry structure on X = (0;;); j=1
with different values of 0;; = 0,0.1,...,0.5forallt # j=1,...,dand 0;; = 1 for¢ = j.
The proportion of signals varies m; = 0.05,0.1,0.15 to apply both sparse and dense signal
settings. Numerical studies for different settings are similar to the following results and are
presented in the appendix.

For the case of different proportions of signals and compound symmetry correlation
matrices with different correlation coefficients, Figure 2, Figure 3 and Figure 4 show the
boxplots of the proportions 0.05, 0.1 and 0.15, respectively. As shown in Figure 2, 3 and 4
the dependence-corrected Storey method has a much smaller standard error with accurate
estimation, while the method of Langaas et al. (2005) is accurate only for the independent
case but standard errors increase as correlation coefficients increase, as mentioned in their

Figure 5.
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Figure 2: Simulation results of the case of compound symmetry dependence structure with
different correlaation coeeficients. The proportion of signals is 0.05 and dimension is 100.

Blue horizontal lines indicate 0.05.
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Figure 3: Simulation results of the case of compound symmetry dependence structure with
different correlation coeeficients. The proportion of signals is 0.1 and dimension is 100.

Blue horizontal lines indicate 0.1.
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Figure 4: Simulation results of the case of compound symmetry dependence structure with

different correlation coeeficients. The proportion of signals is 0.15 and dimension is 100.

Blue horizontal lines indicate 0.15.
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5.2 Simulation Studies of Type I Error

In this section, we examine the type I error of the proposed method and compare the empir-
ical type I error to that of the Cauchy combination test (Liu and Xie, 2020) as a benchmark.
We compare the type I error at a given significance level for different dependency struc-

tures, the compound symmetry structure, the polynomially decaying structure and the expo-

d
i,j=1"

nentially decaying structure. The dimension is fixed to d = 300. Define ¥ = (0;;) For
the compound symmetry dependency structure, which is the case that p-values are highly
correlated, the correlation coefficient o := o;; varies from O (independent p-values) to 0.5.

For the polynomially decaying dependency structure, consider
0 = 1(i =) +{1/(0.7+ e = j|*)} - 1(i # j), (5.1)

and conduct simulations with p = 0,0.1,...,0.9. Lastly, for the exponentially decaying
dependency structure, we set o;; = pl"=Il with p = 0.4,0.5,...,0.9. Since the type I error
is defined by the number of false rejections under the null, thresholding value ¢ can not be
defined by the proportion of signals. So we use § = 0.1 in this simulation.

Figure 7 shows boxplots of the type I error for the proposed method and the Cauchy
distribution test at level a = 0.05, under the exponentially decaying dependency structure.
The boxplot shows that the Cauchy combination test fails to control the type I error as the
correlation coefficient increases. On the other hand, we can see that the type I error of the
proposed method is controlled quite well especially in the highly correlated case.

For a more strong dependency structure, the polynomially decaying correlation, Figure
6 shows that the Cauchy distribution test can not control the type I error and it is much
larger than 0.05 for highly correlated p-values. When p = 0.1 in (5.1) which reflects the

highly correlated case, the type I error of the Cauchy combination test is larger than 0.07,
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that is, above level a = 0.05 for as much as 40%. This result implies that if p-values are
highly correlated, the tail probability of the Cauchy combination test is severely affected
on the correlation unlike the proposed method that thresholds large p-values.

The failure of the Cauchy combination test to control type I error under highly corre-
lated cases also can be found in Figure 7 where p-values are obtained from the compound
symmetry structure. On the contrary, the proposed method can control the type I error well
even under the highly correlated case. Since controlling type I error guarantees the relia-
bility of the test statistics, simulation results in Figure 7, 6 and 5 indicate that the power of
our proposed method is more reliable than that of the Cauchy combination test. We present

results of the power comparison in the next section.

5.3 Simulation Studies of Power Analysis

In this section, we investigate the powers of the proposed method compared to other global
testing procedures, the Higher criticism (Donoho and Jin, 2004), the Berk-Jones (Berk and
Jones, 1979), the minimum p-value (Tippett, 1931) as well as the Cauchy combination
test (Liu and Xie, 2020) under different dependency structures. We compare the power
with varying dimension d = 20, 40, 60, 100, 200, 300, 500. All the signals have the same
amplitude y; = /3log(d)/s'/® foralli € S = {j € {1,...,d} : ju; # 0} and |S| =
s. We use a different range of the correlation coefficient p. For the compound symmetry
dependency structure, we use p = 0,0.05,0.1, ...,0.55, 0.6. For the polynomially decaying
case, p = 0,0.05,0.1,...,0.55,0.6 are used to compare the powers. And we use p =
0.4,0.45,0.5,...,0.95,0.99 for the AR(1) structure. Figure 8, 9 and 10 show the powers of

the proposed method and other global testing procedures. Rows of the power plots indicate
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Figure 5: Box plots of type I error at level 0.05 for dimension d = 300 and Exponentially
decaying with correlation range 0.4 to 0.9. Red boxes are Adaptive thresholding CCT with

thresholding 0.1 and blue boxes are CCT.

the proportion of signals, 0.01,0.05,0.1, and 0.15. Columns of the plots indicate varying
dimensions d = 20, 40, 60, 100, 200, 300, 500. For sparse signal settings, m; = 0.01, there
are no signals if d = 20,40 and 60. Hence we assume that there is only one signal for
d = 20,40 and 60. For each dependency structure, we simulate by using the Monte Carlo
sampling methods to calculate the critical values of each test procedures at the significance
level of 0.05.

Since constructing the test statistic of the Higher criticism and the Berk-Jones method

is based on independent p-values, the powers of those methods are expected to decrease
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Figure 6: Box plots of type I error at level 0.05 for dimension d = 300 and Polynomially
decaying with correlation range 0.1 to 0.9. Red boxes are Adaptive thresholding CCT with

thresholding 0.1 and blue boxes are CCT.

as correlations between p-values increase. Figure 8, 9 and 10 support this expectation. The
minimum p-value method is robust to the magnitude of correlation coefficients although it
loses the power when dependency is weak or p-values are independent as shown in Figure
9 and 10.

The Cauchy combination test has a comparable power compared to other tests. How-
ever, we have seen in Chapter 5.2 that the Cauchy combination test fails to control the type I
error. By thresholding p-values, the proposed method has a comparable power compared to

all other methods and the proposed method is robust to the magnitude of correlation coeffi-
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Figure 7: Box plots of type I error at level 0.05 for dimension d = 300 and CS with

correlation range 0 to 0.5. Red boxes are Adaptive thresholding CCT with thresholding 0.1

and blue boxes are CCT.

cients and the proportion of signals as well as dimensions. Therefore we can conclude that

the proposed method outperforms all other competing methods, in that it has a comparable

power even if there is no prior information about dependency structures or the proportion

of signals.
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Chapter 6

Case Studies

We apply the Cauchy combination with thresholding test procedure to the Inflammatory
bowel disease (IBD) genome-wide association study (GWAS) for the real data analysis.
Crohn’s disease is a type of IBD and the goal of Crohn’s disease GWAS is to find genes
associated with the IBD. The data consists of p-values of each SNP analyzed to test the
case and control association among both the Jewish and non-Jewish cohorts. p-values are
constructed by using a Cochran-Mantel Haenszel chi-square test computed separately for
each SNP. The dataset is downloaded from the Genotypes and Phenotypes (dbGaP).

The dataset contains 968 IBD-affected cases and 995 unrelated controls by using the
INlumina HumanHap300 Genotyping BeadChip. The cases were selected to have Crohn’s
disease with ileal involvements, and controls were matched to the cases based on sex and

year of birth. Subjects were drawn from two cohorts:

1. persons with non-Jewish, European ancestry (561 cases and 563 controls)

2. persons with Jewish ancestry (407 cases and 432 controls)

To analyze the association between genes and IBD, we group SNPs to genes via GBiB of
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UCSC. Each SNP can be contained in multiple genes. As a result, all 242,535 SNPs are
grouped into 19,769 genes. The number of SNPs in each gene ranges from 1 to 676. Among
all genes, only 4,969 genes having more than 10 SNPs are used to improve the accuracy of
estimating the proportion of signals in each gene.

Figure 6 shows histograms of p-values of SNPs in two genes, “NLGNI1” gene and
“CDH4” gene. As shown in Figure 6, p-values in each gene deviate from the uniform
distribution which means that the p-values are highly correlated. Since the dataset consists
of only p-values, estimating the dependency structure can not be applied so that global
testing procedures constructed under an independence assumption or based on an estimate
of dependency structure can not be applied.

Table 1 presents 10 smallest global p-values obtained by the proposed Cauchy combi-
nation test with thresholding. We first estimate the proportion of signals in each gene and
then use the twice estimate of the proportion of signals as the thresholding value. The gene
with the smallest global p-value, “Clorf141”, is identified to have an association with IBD
in Dinu et al. (2012) and the gene with the second smallest p-value, “IL23R” is identified
in Duerr et al. (2006).

Table 2 shows genes that are significant at the level of 0.05 by using the proposed
method but not significant by using the Cauchy combination test. There are no genes iden-
tified by using the Cauchy combination test while unidentified by the proposed method.
This result indicates that our proposed method can find more significant genes and is more
powerful, although further biological research is required.

Figure 12 and 13 show histograms of the global p-values of genes identified by our
method. From the figures, we can confirm that if there is are strong and spase signals, as a

global testing procedure, our method can identify such genes.
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Figure 11: Histogram of p-values of SNPs for the “NLGN1” gene and “CDH4” gene
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GENE d  Test Statistics p-values
Clorfl4l 20  5.35x 10 5.95 x 107'2
IL23R 23 479 x 10  6.65 x 10712
ZNF532 18  6.24x10° 3.39x107°
CACNAIC 100 1.84 x10®  1.04 x 107*
AC067751.1 16  1.63x10° 1.95x 10~*
NCF4 14 1.34x10* 239x10™*
NCF4-AS1 17 110 x 10®  2.89 x 10~*
CLSTN2 108 1.03 x10°  3.09 x 10~*
STXBP4 12 791 x102 4.02x 107
SULF2 22 7.67x10> 415 x107*

Table 1: 10 smallest p-values for the Cauchy combination Test with thresholding.
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GENE adaptive Cauchy Cauchy d

SORBS2 0.04308 0.99142 72
FRMD6-AS2 0.03371 0.98582 34
TANC2 0.02523 097815 17
AC008591.1 0.02951 0.96717 28
AC026369.1 0.01263 0.94029 13
IQSEC3 0.02623 0.93082 27
ACO008691.1 0.04671 0.78029 59
USHIC 0.04447 0.73130 15
ACI114311.1 0.02907 0.48239 12
AC026765.3 0.03911 0.41990 17
TEX26-AS1 0.04919 0.17864 14
SSBP3 0.04629 0.05536 31

Table 2: Genes that are significant at a level of 0.05 by using the Cauchy combination test

with thresholding but not the Cauchy combination test.
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Chapter 7

Conclusions

In this thesis, we proposed a global testing procedure for detecting a sparse mean vector
under arbitrary dependency structures based on observed p-values. By thresholding the p-
values, we extend the Cauchy combination test to a more powerful and robust method for
the dependency structures without any prior information of data structures. We proved the
tail probability of the proposed test statistic is equivalent to that of a Cauchy distribution
under the null. The equivalence is proved both asymptotically or non asymptotically. We
also proved that the power of the proposed method converges to 1. In addition, we found
that the proposed method achieves the optimal detection boundary for sparse settings. Ex-
tensive numerical studies support the proposed method. Simulation results showed that the
type I error of the proposed method is well controlled at a given significance level for a wide
range of dependencies, although the type I error of the un-thresholded Cauchy combination
methods increases as the correlation coefficient increases. And the power of the proposed
method outperforms other competing global testing methods, especially under the sparse

and highly correlated case.
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For practical usage of the proposed method, we showed that the thresholding value
can be chosen as twice the proportion of the signals. To estimate the proportion of the
signals, we extended Storey’s method to accommodate the arbitrary dependency structures
and denote the method as the “dependence-corrected Storey method”. Arbitrary patterns
of the observed p-values are estimated by the kernel estimation. Numerical studies showed
that the proposed estimate of the proportion of signals outperforms other methods. The
standard error of the proposed method is much smaller and the accuracy of the estimation
is comparable.

We applied the proposed method to IBD genome-wide association study. The dataset
consists of only arbitrarily dependent p-values of SNPs. We used the proposed method
to find genes, which are grouped by SNPs, associated with Crohn’s disease. We found
significant genes among 5,000 genes.

Future work will generalize the Cauchy combination with thresholding to the heavy-
tailed distribution. Error rates of convergence rates of the null distribution and the power

depending on dependency structures will establish a more robust testing procedure.
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Appendix A

Proof of Theorems and Lemmas

A.1 Proof of Theorem 4

For given § € [0,1],let M = {i € [1,d] : p; € [0, ]}. From the equivalence of (3.2) and
(3.3), T can be considered.
P (Z w;hy(q;) > ) (Z w; I ( (g;) > t) (A.1)
jeM
Since p;’s follow marginally uniform distribution for all j = 1,...,d, for j € M, trivially
note that ¢; = p;/6 ~ U[0,1]. Let w; = w;I(p; < §). Then we can decompose (A.1) as

follows.

d
(Zw (¢;) >t> (A.2)

( 2 U {Wjhg(g;) > (1 + 5t)t}> (A.3)
(Z Wihq(q ﬂ {w;h, (1+ 5t)t}> (A.4)
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where J; is a constant only depends on ¢ satisfying J; > 0, 6; — 0 and 6;¢ — oo as t — oc.

Letting
d d
1= U= Ui > aran S o) 1},
=1 =1

the probability in the right hand side of (A.3) can be expressed by (szlAj). By the
Bonferroni inequality,

iP(Aj) — Y PANA)<P (O Aj> < ip(Aj). (A.5)

j=1 1<i<j<d

First consider P(A;) in (A.5). It can be decomposed as follows.

P(A;) = P(w;h,(q;) > (1 +0,)t) — P (@Djh (g;) > (L+ )t ij ) )
Then

P(wshg(gs) > (14 0)t) = Plw;l(p; < 0)hg(q;) > (1+61)t)

= P(wjhy(q;) > (1 +6,)t | p; < 3) - P(p; <)
’LUj(S

AT +o(1/t). (A.6)

The last equality holds from lemma 2 and the fact that p; follows the uniform distribution
marginally. To conclude that P(A;) = (w;0)/((1+ &;)tm) + o(1/t), it suffices to show that

P(i;hy(q;) > (1+6,)t, 2?21 w;hg(q;) <t) = o(1/t). Note that

Recall the condition that the largest eigenvalue of X is bounded by Cy. Let 7, = {i # j :
afj > 02} for some constant 0 < oy < 1. Then the cardinality of 7; should be less than or

equal to Cy/0?. Define §; = (1 + Cy/03)t ¢ for 0 < € < 1. Then
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M
/—/h\/—/h\/—/h«*k
M
i
§
/\
N———
N»—A

This implies that

P<u~1th(qj > (1+6,)t ij < )

1€J;

+> P (uvth(qj) > (14 0)t, Wihg(q) < _’;_’)

> c
€J;

<> P (Wihg(q;) > (L+0)t, Wihy(g) < —t'7°)
i€J;

+ Z P (wth(qj) > (1+6)t, wihg(q;) < p )
SV
=T+ 1.

First consider 7'. By lemma 2, we obtain that for any i € J;,

P (wth(%) > (1 + 5t)t, wihq<q1'> < —tl_e)
= P (wihq(q;) > (1+0)t, wihg(q:) < —t'7|p; <6, pi <3) - plp; <6, pi <9)

< P (wjhg(qy) > (14 00)t, wihg(qi) < —t'= | p; <6, pi <6)
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The equivalence between h, and hx yields that when p; < § and p; < 6,

P (w;hy(q;) > (1+6)t, wily(qs) < —t)

= P (hy(p;) > hy (007" QAN ) <, 5h! A
o ). (o (=)
=P (hX(Xj) > h, (5hq_1 (ﬂz—f‘fﬁ» , hx(Xi) < h, <5h;1 (_Z_))) . (A7)

The bivariate normality assumption of X implies that X; = 0;; X;+,;Z;;, where %2j =1-

o7, and Z;; is a random variable following a standard normal distribution and independent

OfXj.

{hX(XZ-) < h, <5h;1 (_Z_»} - {hx(aijxj vy Zis) < hy (6hq_1 (_2_))}
Jas o bl ()] o)

Since hx (X) is monotonic increasing in X and h,(q) is monotonic decreasing in ¢, the X

in the event (A.7) can be lower bounded such that

e o (50 o o (4589 - (259)

Hence
v s ()
e i o ()] o (S50

It can be shown that h_ ' (—17/(w;)) — 1 so that for some 9,

hy <5hq1 (_tH)) = hy(5(1 + 0(1))) < hy(6).

w;
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From properties of trigonometric functions and Mill’s inequality, for |z| > ®~1(3/4+7 /)
where 0 < 7 < /4,

hx(xz) = tan([2®(|z]) — 3/2]7) = tan((p(x) — 1/2)7) = tan(pl( ) Z?I?((Z]jg)):))

cos(p(x)m) _ cos(p(x)r)
p(x)m 2m(1 = @(|2]))

cos(m/2 —T) |z cos(m/2 —T) 22
2 o () > o ¢ (3/4+T1/m)e
— CTemz/Q

where we denote C; = cos(7/2 — 7)®1(3/4 + 7/m)/2m. The inverse function of hy can

be bounded by

V2logy < hi'(y) < /2log(y/Cr) < (1+0(1))y/2logy. (A.9)

Therefore (A.7) can be bounded as follows.

P () = (o1 (V) ) o < (o (7))
<P (hq(pj) > hy (‘mq_l <(12Lu—jt)t>) ’

|h§1@@@%@mm%%mCﬁ®ﬂ>

- (1+ 5t)t) .

wj

(o) LY 7,5 Qe aw\/ﬂ (<1+_jt>t))

SP(hq(qj)>(1;zj5t)t)-P jz,.j|><1;ﬂ 210 (%)) (A.10)

The last inequality holds since for ¢ € J}, a . > o2. By Mill’s inequality,

P<|Z¢j|>(1+_o(1)) 210 (—(1;&#))
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((1\7"(1_0 210g< J{U ))

(5

2
\/ f(on) ((1z§t)t)f(go)2 21o0g ((1+5t) >
J

wj

<2

where we denote f(o¢) = (1 + o(1))og/+/1 — od. For sufficiently large ¢, it can be shown

(14 o(1))og (14 6:)t
P (’Zij‘ > ﬁ 210%( w, )> < o(1).

Then (A.10) can be bounded by

p <hq<qj) > (1 —;(St)t)'P (lZij| > w 21og <(1 —|—5t)t>) < (& +0(1/t)>.0(1)'

that

Therefore

tm

- (M + 0(1/15)) “o(1). (A1)

Next, consider 75. By using a similar steps in 77, when p; < § and p; < 6,

_tlfe
P (tshla) > L+ ) wiy(a) < )

_41—€

=P (pj > 5hq—1 (%) ; i < 6hq—1 ( dtw- ))
J 7

h

e (hq(pj) > h, <5h;l ((1 th)t)) , hy(pi) <
= () >y (317 () ) e <

wj

The bivariate normality of X also implies that
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{hX(Xi) < h, <5hq1 (_;;_))} - {hx(o—ijxj v 1y Zy) < By ((mql (‘;;))}
- {zs o [ (0 (55))] -]

hy <5h;1 (_tH)) — hy(3(1 + 0(1))) < hy(5).

dwi

For some 4,

Then the same arguments in 77 implies

T, = (M + 0(1/t)> -o(1). (A.12)

tm

(A.11) and (A.12) imply that
d w*
> Pty = (5 ol1/)) oft) = of1 /1)
j=1
where w* = ijl wj. Using a similar steps of proving the case of P(A4;), it is easy to
show that for 1 <1 # j <d,

> P(ANA) =o(1/t).

1<i<j<d
Therefore (A.3) can be expressed by

*

tm

d d
P (Z Wihg(q;) > t, | {iihg(q) > (1 —|—6t)t}> _ W + o(1/1). (A.13)

j=1
It remains to show that (A.4) = o(1/t). The proof below is based on Liu and Xie (2020).

Let
B = {Z Wihg(q;) > t, () {tjhe(q;) < (1+ 5t)t}} :

=1

The event {ijl w;hy(q;) > t} implies that there exists at least one j such that w;h,(q;) >

t/d. Then it can be shown that

d d
B = H{ijhmjm, wth<qj>s<1+at>t}

i=1 \j=1
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N

”C"“

H{ij (q;) > t, Wihg(q;) < (1468,

{wj () > ;}}

— U {ng (g;) > t, wjihe(q;) < (1 +00)t, Wihg(q;) > é}

j=1

Ny {zwthm -

=1

SHIE

< ﬁ)th(qj) < (1+ (515)15} .

Then we have

P(B)

IN

< wjihe(g;) < (1 +5t)t>

SHEES

d d
S p (z k() >
j=1 j=1

d d
S p (z Bhel) >
j=1 j=1

3P =8t < dyhy(y) < (14 6)1)

IA
£

<

jha(g;) < (1= 5t)t>

SHEES

d

d
j=1 j=1
Forj=1,...,d,
Baj = P ((1 = 6:)t < wjhg(q;) < (1+0)t | pj <6)- P(p; <9).

If p; <4, by lemma 2,

(1— 8t (14 0,)t 1 1 ,

J

Hence by letting 6, — 0,

d
; Pz {(1 —15t)t T +15t)t] +o(1/t) = o(1/1). (A-14)

Now consider By;.

d
. L2
P (Z Dihq(g) > t, - < yhy(g;) < (1~ @)t)
j=1
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< dyhylgy) < (1 - fw) .

SHEES

<P(Zw1 QZ >5t

i#]
As the case of A;, define J; = {i # j : afj > o2} where 0 < 02 < 1.For 1 < j < d, the

cardinality of J}, | 7;| < Co/0d. Letting 6, = (1 4+ Co/od)t ¢ for constant 0 < € < 1,

{sz Qz >§t} = Zwl Qz +sz Qz >(5t

i#j SN eJy

C
> iihg(q) > (C )tl YU D wihg(g) > 6t — (—3) e
| i€T; ieJ; 70

Yoo ()57 |u (oo 5]

zEjjc
Then we have, since | 7;| < Cp/o? and | T < d,

(Z wz qz > 5t

i#]

N

N

< Wihy(g;) < (1 - 5t)t>

Q| =+

t . Co\ ti—
<> P 7= Wihg(q;) < (1 —00)t, Wihg(q:) > =l
. 0

P 7
t ~ tl—e
+ Z Pl=< Wihg(q;) < (1= 8)t, Wihg(q;) > 17
zEJf
t
< P (d < W;hy(q;) < (1= 0)t, Wihy(q) > tl—f)
i€J;
t ~ e
+ Z P (C—l < Wihy(q;) < (1 —6)t, wihy(q) > 7)
zEJJ"
= Rl + RQ.

For any 7 € J;, note that

t - ~ —¢
P(§<aitale) < -6t wity(a) > o)

t N —e
=P (3 < Wihy(q;) < (1 —6)t, wihy(q:i) > th Ip; <6, pi < 5) -P(p; <6, pi <)
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<P (d < wihy(q;) < (1= 0)t, wihy(g) >t |p; <68, pi < 5) : (A.15)
Equivalence relation between h, and hx implies that, when p; < 6 and p; <9,

(A.15)

oo o (5] o ()] <oy = o (4529

(A.16)

The bivariate normality assumption can be used to bound (A.16). Specifically, it can be
expressed that X; = 0; X + 7;; Z;; where 77, = 1 — 07, and Z;; follows a standard normal

distribution and is independent of X;. Since we have, in the event (A.16),

{v) > 1 o (S5)])

:{|ainj+%jZijl>h (hq{ﬂi?( )D}

{| |>%{h;{1(h[ (tl )] U”|X|H

{3 o () ot oo (299

By using bounds of the inverse function h3t, (A.9),

i (o (S]) oo (o [ (521)
< /2080y (3 (£ /1)) = (1+ 0(1)) gy /2 1og (I (S0 (1 = 80}t /;)
< e = (1 +o0(1))oy;} - \/2 log(hq(9hg (1 = d:)t/w;))),

where k; is a constant depending ¢ and d. Specifically, as ¢ goes to infinity,

\/2 log(hy(8hy L (t1=</w;)))
\/2 log(hg(Shy (1 = de)t/w;)))

— 0,

79



which implies that there is a constant ~; such that for sufficiently large ¢,
/2108 (g (SR (¢ /w,))
V2o, 5h; — 5)t/w;)))

Hence we have that

(0= o oo () o o (S5 e

Then (A.16) can be bounded as follows.

< K¢ and Ky > (1 + O(l))O'lJ

(A.16)

(oo ()] o)
(ot (oo (5)]) e oo (52

< (%l + 0(1/153)) -o(1).

Therefore we have

Ri<)y ( + O( 1/t3)) o(1) < nelz}x{(fz) ( tﬂd + 0(1/753))} o(1) = o(1/t).

i€J;

As the same way, we can obtain Ry < o(1/t). With (A.14), we can conclude that P(B) =

o(1/t) and from (A.13), P(A) = %2 + o(1/t) so that

tm

Lo PIR(X) > 1)

=1
d—o0 P(C(O,w*é) > t)

A.2 Proof of Theorem 3

In the proof of theorem 4, it has been shown that for given ¢ € [0, 1],

P <Z wihg(q;) > > (ij < 0)hy(q;) > t) =P (Zj: (g;) > t) :

JEM
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where w; = w;I(p; < §). We have shown that it is decomposed as follows.

P (Z@th(qj) > f) =P (Z@th( U{wj (14 6,)t }) (A.17)
+P (Z@th( ﬂ {w;h, (146t }) . (A.18)

=: P(A) + P(B),

where ¢; is a constant only depends on ¢ satisfying o; > 0, ; — 0 and o;t — oo as t — oo.

For the P(A), by using the bonferroni inequality, if we let

Aj:LdJ{ > (1+0,)t ij }

d
=1

we have

iP(Aj)— > P(AimAj)§P<LdJAj> giPA

1<i<j<d j=1

First consider P(A;). It can be decomposed as follows.

P(A;) = P(w;jh,(q;) > (1 +0,)t) — P (ﬁ)jh (g;) > (L+ )t ij ) .

And we proved that

wjé

(1+6,)tm

To conclude that P(A;) = (w;6)/((140;)tm)+o(1/t), it suffices to show that P(w;h,(g;) >

P(w;jhy(q;) > (1 +0)t) = +o(1/t).

(L+0)t, Y0 Whe(q;) <t) = o(1/t). Note that

P( ihe(q;) > (14 6;)t Zwy )§P<“~1th(% > (140t sz (q:) < 5t>-

i#]

Note that since

{Zwl (q:) < —o,t } C U{@ihq@i) < —dditl},

i#]



we have,

P (wth(%‘) > (1+4:)t, Z@ihq(%) < —5tt)

i#]

i B Ot
< ZP <wth(Qj) > (14 6;)t, wihy(g;) < _di 1) :

It can be shown that

) ] 5it
P (wth(qj) > (1+6:)t, wihg(g:) < _di 1)

0t
d—1

=P (wth(qj) > (1 + 5t)t> wihq(%’) < - ’pj <9, pi <0 'p(pj <9, p; < 5)

Ot
< P (wihla) > (00t wihy(a) < 525 |5y <0 <)

The equivalence between h, and hx yields that when p; < d and p; < 6,

04t
P (wha) > @+ 8 wiy(a) < 1)

146t — 0yt
:P(pj<5hq1 << ;;t) ), plzdhgl (—(d i

! - 1)wz‘))
(528, o (5)
(1+3,)t hy <5hq1 <ﬁ>)) -

P <hX(Xj) > h, <5hq1 (—)) L hx(X) <
(A.19)

wj

The bivariate normality assumption of X implies that X; = 0,; X;+;;Z;;, where fyfj =1-
afj and Z;; is a random variable following a standard normal distribution and independent

OfXj.

(v <o (82))} = {ovtows ez < (o5 (=15))

= = e O (@) | -l
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By the monitonicities of hx and h,, the X in the event (A.19) can be lower bounded

as follows.

o o (S50 o o (4289)) o (2222)

Hence we have,

= o (25)
o ot o ()] o (S0} v

As 6;t — 00, it can be shown that

-t
—1 t
_— 1
K ((d—mwi) o

On the other hand, as §;t — oo, (1 + d;)t/w; — oo implies that

1
h}l <—< +5t)t) — 00
Wi

Therefore the probability of the event in (A.20) can be bounded by o(1). By the bivariate

so that for some 0,

normality assumption, (A.19) can be bounded as follows.

P (0 (o (F05) )t <, (W («ii—%)))

<P (hq(pj) > h, <5hq1 ((1 ;j” )) . Zij { ~oyhy! ((1 ‘Z}jt)

:P(hq(qj) > 4 :}jt)t> ( < {h : ((1 erujt)t)b

= o(1/t) - o(1)
= o(1/t).
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Now, we can conclude that

w*d
> P(A)) = ——+o(1/1),
tm
where w* = ijl w;. By using a similar stpes, it can be shown that

> P(ANA) =o(1/t).

1<i<j<d

Therefore

w*d

P(A) = == +o(1/1).

It remains to show that P(B) = o(1/t). Recall that, in (A.18),

- {Z k(3 ﬂ {shyfay) < (1 +5t>t}}

As in the proof of theorem 4, the event B can be expressed as follows.

B = ﬂ {ijh (g;) > t, wihy(g;) < (1 +§t)t}

Then we have

d d
. t
P(B) < 3P ( Byhy(as) > 1, 5 < yhy(gy) < (1 +5t>t>
j=1 j=1
d d +
< ZP ( wihg(g;) > 1, 1 < wjhg(g;) < (1= 5t>t)
7=1 7=1
d
3P =8t < iyhy(gy) < (1+6)0)
7=1
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d d
= D Byt By
j=1 j=1
‘We have shown that
d
> By =o(1/t)
j=1

in the proof of theorem 4, and it does not depend on d. It means that for fixed d, it also can

be shown

Now consider By;.

d
. ot ot
<P U {wlhq< i) > di 1 d < Wjhg(g;) < (1 - 5t>t}>
i#j
a st t
<SP (e > 7250 G < dshla) < (1= 00t)
i#]
d
= Zpl,i]
1#]
Note that
04t t N
Pl,z'j = P wihq(%) d— 17 E < w]hq(%) S (1 - 5t)t p] S 57 Di S 5 : P(p] S 57 Di < 5)
04t t
< Plwihg(a) > 5= 5 <wihg(q)) < (1=0)t | pj <6, pi <9

Now we consider only the case that p; < d and p; < 6 for 1 < ¢ # j < d. The equivalence

relation between h, and hx implies that,
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Py

< P’(hX(A;)>>hq[5h;1<za%§ﬁ>}, hq[ah;1(5§3>}<:hx( )< h/[éh;1<9i%ﬁ>}>.

(A.21)
By the assumption of bivariate normality, X; = 0,; X; +;;Z;; where a + ”yl] = land Z;;

follows a standard normal distribution and is independent of X;. If o;; = 0, then X; and X

o (aaen)]) 7 (e (53)

- (> ) 2 (hio > 1)
= o(1/1).

are independent so that

(A21) < PQWMQ>M

< hX(Xj))

Hence, suppose that 0 < |o;;| < 1. In the event in (A.21),

x> 1 {W ()3

szl =1 (o ()| )

{'Zw'>—[ (e (=) ]) =l

St 5 s (o ()] oo (o ot ()]

(A.22)

N

As t — 00, by choosing ¢; such that §,t — oo, since

ot
Rt 2
I (wi(d— 1)) 20

o oo (i) <=
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By lemma 4 below, as t — oo,

hx (hx' (R |00t (152
o (o (o (2=22)])) < cféx é {gh 1 << )>]J>>>
n o (2522
co (3! (na o (4552)]))°
We can consider an additional condition of 4, in addition to ,t — oo such that
o (522)
ca (5 (na [ (4522)])) " [ (85

which implies that

i (s (o (55)])) = (o (=) )

Then we have that

el (o (G ) ) = (0 0o ()1

Therefore we can conclude that

Py

<o o i)
(o o () ) oo ()

= o(1/t).

Hence we can obtain that

d
Y By = ZZPM = o(1/t),
j=1

J=1 i#j
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which implies that

P(B) = o(1/1),

and the theorem is proved.

Lemma 4 (Liu and Xie, 2020). For any constant 0 < |a| < 1,

lim hx (m)

where c, is a constant only depend on a.

A.3 Proof of Theorem 5
Let NV = 8¢ be a set of null hypotheses.

Tiq) = > wihg(gy)

JEM

= Z w;ihg(q) + Z wihe(g;)

JEMNS jEMNN

= Z w;hg(q;) + Z wihe(g;)-

JEMNS FEMNN

It suffices to show that under H,,

> wihy(g;) = 00 (A.23)
JEMNS
and
Z w;hg(gqj) > —o0. (A.24)
JEMNN
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By lemma 5, it can be expressed that

> wihglg) = Y wihy(p) = Y wihx(X;)

jeEMNS jeEMNS JEMNS

and

Z wihe(q;) = Z w;ihy(p;) = Z wihx (X;).

JEMNN JEMNN JEMNN
It follows from lemma 6 that (A.24) holds.

For j € M, p; < 0 implies that
)
Xil>1——.
| J | 2
Using the fact, we have

Z wihx(X;) > wihyx (max|Xj|) + (|IM N S| — 1)wjhx (min| Xj]),
jEMNS

where j' is an index with | X;/| = max;ecpmns|X;| and ¢’ is an index with | X/ | = min e pns| Xj|-

Lemma 5§ (Mean Value Theorem).

T;(q) = Y_w;h(py),
j=1
where for constants § < 0; <1,j7=1,...,mand1 <c<3§,
1 1—9)6
wr = L[ cd=0a]
i m (67)2
Proof.
] ] 1
Tx(X) =T, (@) = — > hylg;)
j=1
Note that by the mean value theorem, there are constants o7 for j = 1,...,m, with 0 <

5;‘ < 1 such that

e hlg;) —h(p;)  h(g;) — h(p;)
) = G—p  (1=8g ’
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so that h(q;) = h(p;) + (1 — 0)q;h'(¢}). We can find 07 satisfying ¢§ = &7¢;. Since

J

Loy sin((1/2 — 65q;)m)
"009) = (2 = b))

and its derivative implies that

e
h'(0%q;) = — :
%) = ~ 12 =g )m
we obatin
1 m m
To) = =Y () = Y T
p p(P "
m i ]lmsm (5q] )
Also specific values of 07, j = 1,...,m can be calculated as follows.

0 = L arcsin ;= ps) L arcsin ™(p;/0 — p;)
T h(p;) — h(g;) q;m h(p;) — h(p;/9)

Here we use notations 7™ and h instead of T and h,, for notational convenience. By using

properties of trigonometric functions,

() = 3 g

JEM
_ _th 12(1—5)61;”
ey’ m ey’ sin®(67¢;m)
1 1 (1—0)gm
< — D hlp)—— ;
2100 =5 2 Gy
1 1—-9
= _— p "
w2~ 5 Y G
(1—10)0
= — h(p
w0 = 5
1 1 (1—-10)0
< — > hip — "
210 = 2
1 1 (1—06)3
= — (pj) — — o uUps)
jeM ’ m ]GZ]W (5j)2 ’
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a Tl e

The lower bound of 77*(¢) can be obtained similary as follows.

() = %ZM@)-%Z%

> —j%;h Pi) Z tan(5*€(lg17T725));]1]n(5*qJ )
> 130y Ly (5;}3;;255;@

- —g\;h pj) — —Z 5*sm 5*qg &% sin(8% ;)

> E;Jh(pj) Z 5*((5*%5

- _]%:4 h(p;) — _]%:4 4((51*);;)(S

_ _%;h ;) —]Z (5*?(151;(%;)

. 3t - %Z;w 8(1@%;)5““)

- %ZM - e

Hence we obtain

(- U < <3 (5 - S ho,

J J

O

Lemma 6. Let S = {i € [d] : p; # 0} with |S| = d for v € (0,1/2). Let N' = S°. Then

with probability tending to 1,

> wihx(X;) > —oc.
JEMNN
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Proof. Note that [N'| =d — d".

> wih(X)) = IMON| - wihx (je%igN|Xj|) :

jEMNN

where ¢ is an index with | X;»| = min;e pnp|X;|. To obtain the lower bound, we have

i ) < )
P (%Iym < ed) < ;SCP(|XZ| <€)

= (d=d")P(|Xi] <ed)

= (d=d"){®(es) = P(—ca)}

IN

2¢(-—Ed)(d-—-d7)6d

IN

26(0)d"eq

IN

dWEd.
By letting €5 = d?° with 9 < —1/2,
i€Se

P (min|X,~| < ed) = o(1).

Hence with probability tending to 1,

h (min]Xi\) > —00,

i€Se
which implies

IMNON|-wihy ( min |Xj]) > —00.
JEMAN
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Appendix B

Supplementary Analysis

B.1 ¢-Distribution

To investigate the null distribution and the power of the proposed method when the nor-
mality assumption is violated, suppose that X ~ ¢,(u,>). The vector X following the

multivariate ¢-distribution is defined as follows.

v
X2/d

where Y ~ Ny(0, ) and x? is a random variable following x? distribution with d degree of

X —p:=

freedom. For the multivariate distribution, corresponding p-values are defined as follows.

where T} is the cumulative distribution function of ¢-distribution.
Figure 14 presents the type I error of the proposed method and the Cauchy combination
test where ¥ is a compound symmetry with d = 300. Similar to Figure 7, the type I error of

the proposed method is well controlled, although the Cauchy combination test fails to con-
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trol the type I error. The pattern of boxplots that the type I error of the Cauchy combination
test increases as the correlation increases is similar to that of figure 7.

Figure 15 shows the power of the proposed method compared to other global testing
procedures. Under the ¢-distribution assumption, the power of the proposed method is also
similar to that under the normal distribution assumption. The proposed method has the

comparable power compared to all other methods.

0.060 0.065 0.070 0.075
1

0.055

0.050

0.045
|
o

cct_rho_0  adapcct_rho_0 cct_rho_01 adapcct_rho_01 cct_rho_02 adapcct_rho_02 cct_rho_03 adapcct_rho_03

Figure 14: Box plots of type I error at level 0.05 for dimension d = 300 and CS with
correlation range 0 to 0.5. Red boxes are Adaptive thresholding CCT with thresholding 0.1

and blue boxes are CCT.
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B.2 Comparison with Hartung’s method

Recall the weighted inverse normal statistic proposed by Hartung (1999), which is defined
in (2.10),
Z?:l AiXi
\/zmv A)Q—Z?M?]-{ﬁ*w-\/;(l—p)}

where p* = max{—1/(d — 1), p}, x > 0 and

: RN
le_mE;(Xl__ZX) s

which is an unbiased estimator of p. For the compound symmetry dependence structure,

we mentioned that ¢(p*, k) follows the standard normal distribution approximately, under
the null.

Demetrescu et al. (2006) extended Hartung’s method to allow for a relaxed type of
correlation matrix. They showed that if the average of elements of the correlation matrix
converges to a constant and deviations from the convergence value are small, Hartung’s
method also can be applied. Indeed, for ¥ = (Cov(X;, X;))i j=1,..a = (pij)ij=1... 4> aSSUMe

that

Iy S - o)

i#£]
where p € (0,1) and that

e D M) =

Then if \; = Aforall: =1,...,din t(p*, /{), then ¢(p*, k) is still approximately standard
normally distributed.
Figure 16 shows the type I errors of the Cauchy combination test, Hartung’s method and

the proposed method at confidence level 0.05 for d = 300. The correlation coefficient, p,
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of the compound symmetry structure varies from O to 0.4. Unlike the Cauchy combination
test, Hartung’s method is expected to work well for an highly correlated case than the weak
dependent case in that it uses the estimated dependence structure. Figure 16 supports this
expectation. As p increases, Hartung’s method control the type I error well, although it fails
to control the type I error for small p.

Figures 17, 18 and 19 show comparisons of the power of Hartung’s method and other
methods, under the compound symmetry, polynomially decaying and exponentially decay-
ing dependence structures, respectively. For the compound symmetry structure, the power
of Hartung’s method is robust to the correlation coefficient. On the other hand, as it uses
all data, Hartung’s method is powerful on the dense signals setting, although as the sparsity
of signals increases, it is less powerful than other methods. By definition, the polynomially
and exponentially decaying dependence structures cannot satisfy two conditions, (B.1) and
(B.2). So it is expected that Hartung’s method cannot detect signals in two dependence

structures and Figures 18 and 19 support this speculation.
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Figure 16: Box plots of type I error at level 0.05 for dimension d = 300 and CS with

correlation range 0 to 0.5. Yellow boxes are Adaptive thresholding CCT with thresholding

0.1 and blue boxes are CCT. Red boxes indicate Hartung’s method
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