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A B S T R A C T

Rapid solidification kinetics of dilute Al–Cu alloys is simulated using a quantum mechanics based bond-
order potential (BOP), in free solidification conditions, to determine kinetic and thermodynamic properties
of solidification, as well as point defects and chemical ordering of the solidified structures. We measure the
anisotropic kinetic coefficient, anisotropic solid–liquid interface energy, as well as solute trapping kinetics in
terms of partition coefficient versus velocity and solute drag coefficient. Furthermore, solid–liquid interface free
energy and its anisotropy are measured in equilibrium simulations, showing reasonably good agreement with
previous studies. We also verified the self-consistency of the MD simulations, by comparing the interfacial
temperature vs. velocity to that predicted by the continuous growth model. These solid–liquid interface
properties are important for quantitative parametrization of larger scale solidification modeling techniques
such as phase field models. We also investigated the point defect content, local chemical ordering, and local
crystalline structures in the rapidly solidified samples. We found clustering of solute with vacancies, whereas
copper atoms repelled each other in these dilute alloy simulations. In addition to vacancies, a large number of
interstitials were found. In solidification velocities approaching the complete solute trapping regime, we found
that the vacancies and interstitials formed in conjunction, i.e. as Frenkel pairs. Finally, in addition to FCC, we
detected BCC and HCP phases, where the latter two were accompanied by an increase in local copper content.
Understanding the formation of point defects and their relationship to chemical ordering is an important step
towards controlling the formation of pre-precipitates and precipitates, which are an important strengthening
mechanism for aluminum–copper alloys.
1. Introduction

Several industrial materials processing techniques operate in rapid
solidification regime, such as thermal spray coating deposition [1],
certain welding techniques [2], melt spinning [3], and metal additive
manufacturing [4–6]. Compared to near-equilibrium conditions, rapid
solidification leads to drastically altered microstructures through selec-
tion of metastable phases [7], solute trapping kinetics [8–10], changes
in solidification morphology [11], and reduction of microstructural
feature sizes such as dendrite primary arm spacing [11]. Rapid so-
lidification also increases the crystal defect content [12], for example
through formation of excess vacancies [13] and high dislocation den-
sities [14–16]. For aluminum alloys, point defects have a significant
effect on chemical ordering and act as nucleation sites for Guinier–
Preston zones [3], which are important to understand and control
for precipitation-hardened, such as aluminum–copper, alloys [17,18];
these alloys have challenges in rapid solidification (for metal additive
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manufacturing) conditions, mostly related to the control of their met-
allurgy, but have great potential, e.g., for transportation industry due
to their high strength and low weight [6].

Computational simulations can be used to illuminate the transient
and small-scale phenomena that are characteristic to rapid solidifica-
tion. Microstructure evolution models, such as phase field models [19,
20], rely on determination of kinetic and thermodynamic properties
of the solid–liquid interface, in particular the anisotropic kinetic co-
efficient, anisotropic solid–liquid interface energy, and solute trapping
data. These material parameters can be readily extracted from molec-
ular dynamics simulations [21,22], recently evaluated for example for
Fe–Mn [23] and Ti–Ni alloys [24].

While in the past there have been atomistic simulations of rapid
solidification for pure aluminum [13,25] and Al–Cu alloys [26–28],
to our knowledge, there has not been a systematic extraction of rapid
solidification kinetics parameters using a high quality Al–Cu potential.
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In this paper, we carry out an atomistic investigation into rapid
solidification of dilute Al–Cu alloys using a bond-order potential with
an analytical form derived from quantum mechanics [29]. Firstly, we
determine thermodynamic and kinetic properties of the solid–liquid
interface, including solute trapping (velocity-dependent partition co-
efficient and solute drag analysis), anisotropic kinetic coefficient, and
anisotropic solid–liquid interface energy. Secondly, we analyze the
solidified Al–Cu structures in terms of point defects (vacancies and
interstitials), detected crystal structures (FCC vs. BCC vs. HCP), and the
relationship of these structural features to the local chemical (copper)
ordering.

2. Methods

2.1. Bond-order potential

Simulations are performed using the LAMMPS classical molecular
dynamics code distributed by Sandia National Laboratories [30]. In-
teratomic interactions are described using an analytical bond-order
potential (BOP) developed by Zhou et al. [29]. The BOP has been
derived from quantum mechanical principles and offers several ad-
vantages for this work, such as a good description of the melting
temperature and defect characteristics [29].

2.2. Evaluation of phase diagram properties

Equilibrium calculations were performed with two purposes in
mind. Firstly, the results give an indication of the quality of the poten-
tial in terms of reproducing the true phase diagram, which is one of the
fundamental material properties controlling its solidification behavior.
Secondly, the equilibrium calculations allow us to precisely control the
solidification driving force, and therefore, the solidification velocity.
This is achieved by adjusting the temperature and the composition
of the system relative to the known equilibrium solidus and liquidus
points measured from MD.

Solidus and liquidus points were determined using semi-grand
canonical MC (SGCMC) simulations following Ref. [31], and the de-
tails of this procedure are presented in the Supplementary material.
The results of equilibrium calculations are shown in Fig. 1 along
with a reference phase diagram generated using Thermo-Calc (TCAL6
database). The potential slightly overestimates the pure material melt-
ing point. The solidus concentration at 𝑇 = 900 K predicted by the
potential is slightly larger, and the liquidus concentration is slightly
smaller, compared to the Thermo-Calc values. The phase diagram
solidus and liquidus slopes, as well as the partition coefficient, are sum-
marized in Table 1, showing that this MD potential slightly overpredicts
the liquidus slope and underpredicts the solidus slope, leading to an
overpredicted partition coefficient 𝑘𝐸 . The table also shows the pure
aluminum melting point as determined by the kinetic coefficient eval-
uation, whose details are presented later. Again, the MD simulations
slightly overpredict the melting point. Nevertheless, we believe that the
phase diagram is sufficiently realistic for a meaningful analysis of Al–
Cu alloy rapid solidification. We also verified that the solute diffusion
coefficient in liquid phase is consistent with earlier work, as shown in
the Supplementary material.

2.3. Free solidification simulation procedure

The initial system for non-equilibrium simulations contains coexist-
ing solid and liquid phases and is prepared similarly to Yang et al. [22].
First, an FCC crystal of Al atoms is generated in a cuboid geometry,
after which randomly selected Al atoms are replaced by Cu atoms such
that composition of the solid and liquid regions is approximately equal
to solidus and liquidus values corresponding to a given equilibration
temperature, respectively. Then, atoms in the solid region are fixed,
while the rest of the system is melted at relatively high temperature
2

Fig. 1. Phase diagram computed from MD using semi-grand canonical Monte-Carlo
(SGCMC) method (scatter points), with least-squares fitted solidus and liquidus lines
(solid lines), compared to a phase diagram from Thermo-Calc TCAL6 database (dashed
lines).

Table 1
Phase diagram characteristics. Pure aluminum melting points are estimated in the
anisotropic kinetic coefficient analysis conducted for two interface orientations, (100)
and (110). The liquidus and solidus slopes are estimated by assuming that the curves
are linear near the Al-rich end of the phase diagram. Specifically, in the temperature
ranging from the MD melting point 𝑇𝑚 to a lower temperature 𝑇 = 900K. The
equilibrium partition coefficient 𝑘𝐸 is given by the ratio of the slopes.

Quantity Experimental MD Unit

Al melting point (100) 933 948.7 K
Al melting point (110) 933 953.4 K
Liquidus slope 𝑚𝑒𝑞

𝐿 6.0 10.7 K/at%Cu

Solidus slope 𝑚𝑒𝑞
𝑆 57.9 45.8 K/at%Cu

Equilibrium 𝑘𝐸 0.103 0.233

in an NP𝑦AT ensemble, where 𝑦 is the solidification direction. In this
ensemble, the total number of particles (N) and cross-sectional area (A)
are kept constant, while the average temperature (T) and longitudinal
pressure (P𝑦) are controlled by a Nosé–Hoover thermostat–barostat.
Subsequently, the entire system is simulated in a NP𝑦AT ensemble
in order to relax stresses. The relaxation temperature is defined by
previously determined solidus and liquidus concentrations.

After this equilibration procedure, the solidification is started by
setting the solute concentration in the liquid region to a chosen value
and setting the thermostat temperature to the chosen quench, exempli-
fied in Fig. 2. The quenching simulations are performed in a NP𝑦AT
ensemble using a single global Nosé–Hoover thermostat. It should
be noted that the latent heat release leads to local temperature rise
above the thermostat target temperature, and the local solid–liquid
temperature is monitored, as discussed further below in Section 2.5.

2.4. Solid–liquid interface position

The position of the solid–liquid interface is determined using a local
order parameter, following Ref. [32]. The order parameter is evaluated
by comparing the relative positions of the 12 nearest neighbors of a
given atom to the ideal FCC configuration. In general, liquid, and solid
regions display high and low order parameter values, respectively. The
solid–liquid interface position is observed as a sudden change in the
order parameter value, which can be captured by fitting a hyperbolic
tangent function to the order parameter profile. The function fit is
parametrized as 𝑓 (𝑦) = 𝑎0 + 𝑎1 tanh

𝑦−𝑎2
𝑎3

, where 𝑎0, 𝑎1 and 𝑎3 are aux-
iliary fitting parameters, and the parameter 𝑎2 represents the position
of the interface in the direction of the propagation of the interface.
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Fig. 2. Example system geometry. Aluminum and copper atoms are represented as red and blue spheres, respectively. The arrows indicate the current solid–liquid interfaces, which
propagate horizontally.
Snapshots of the simulation are gathered at regular time intervals
and the position of the interfaces is determined in each snapshot. The
interfacial velocity is determined by the slope of a linear function fitted
to the position data as a function of time.

2.5. Concentration and temperature profiles

Temperature profiles are obtained by averaging MD data over time,
as described by Yang et al. [22]. A fine-grained profile is computed by
subdividing the simulation cell into parallel bins along the direction of
the solidification and counting the number of atoms in each bin 𝑁(𝑦).
Correspondingly, the fine-grained solute profile is obtained by counting
the number of solute atoms in each bin.

The fine-grained density profile for a given snapshot is thus given
by

𝜌f ine(𝑦) =
𝑁(𝑦)

𝐿𝑥𝐿𝑧𝛿𝑦
, (1)

where 𝐿𝑥 and 𝐿𝑧 are the simulation cell dimensions in the respective
directions, and 𝛿𝑦 represents the bin width in the longitudinal axis. In
the solid region, the fine-grained profile displays regularly spaced peaks
corresponding to crystal planes.

To compute the averaged density profile in the moving solid–liquid
interface reference frame, the fine-grained profile of a given snapshot
must be translated in the longitudinal direction.

The first snapshot in the simulation is defined as the reference frame
and corrections in the longitudinal axis for subsequent snapshots are
made relative to the reference. The position of the crystal plane closest
to the interface is determined for each snapshot using a peak detection
algorithm. Thus, the correction for a given snapshot is equal to the
difference in 𝑦-coordinate between this position and the position in the
reference. A Savitzky–Golay smoothing filter [33] is applied to the fine-
grained profile of a given snapshot to improve the accuracy of the peak
detection algorithm. Finally, the average of these corrected fine-grained
profiles is computed.

To smooth out the oscillating effects due to crystal planes, coarse-
grained net density 𝜌(𝑦) and solute density profiles 𝜌Cu(𝑦) are computed
by applying a finite-impulse-response (FIR) smoothing filter [22] to the
corresponding averaged fine-grained density profiles. Lastly, the coarse-
grained solute concentration profile is given by the following ratio:

𝑐(𝑦) =
𝜌Cu(𝑦)
𝜌(𝑦)

. (2)

Temperature profile 𝑇 (𝑦) is calculated using the coarse-grained
kinetic energy profile 𝐾(𝑦), by applying a FIR filter on the fine-grained
kinetic energy profile, which is given by

𝐾f ine(𝑦) =
1

2𝐿𝑥𝐿𝑧𝛿𝑦

(𝑁(𝑦)
∑

𝑖=1
𝑚𝑖𝑣

2
𝑖

)

, (3)

where 𝐿𝑥 and 𝐿𝑧 refer to the simulation cell dimensions in the respec-
tive Cartesian directions perpendicular to the solidification direction 𝑦,
3

𝛿𝑦 represents the bin width, 𝑚𝑖 is the mass and 𝑣𝑖 the velocity magnitude
of atom 𝑖. The coarse-grained temperature profile is thus given by

𝑇 (𝑦) =
𝐾(𝑦)

3∕2𝑘𝐵𝜌(𝑦)
, (4)

where 𝑘𝐵 is Boltzmann’s constant.

2.6. Non-equilibrium partition coefficient

The non-equilibrium partition coefficient is evaluated as a ratio
between the solid and liquid phase solute concentrations, which are
estimated from MD data as follows. A time interval is chosen during
which a given interface progresses in the solidification direction from
𝑦start to 𝑦end. These interface positions are obtained with the procedure
described in Section 2.4. The liquid phase solute concentration 𝑐𝐿 is es-
timated from the snapshot corresponding to the start of the considered
time interval, and the solid phase solute concentration 𝑐𝑆 is estimated
from the snapshot corresponding to the end of the time interval. In both
cases, the concentration estimation accounts for all atoms located in
the region delimited by 𝑦start and 𝑦end in the corresponding snapshot.
The instantaneous partition coefficient is thus obtained as the ratio
𝑘 = 𝑐𝑆∕𝑐𝐿. This procedure is repeated by shifting the start of the
time interval to the following snapshot until the edge time interval
reaches the last snapshot. The time-averaged non-equilibrium partition
coefficient is given by the arithmetic average of instantaneous partition
coefficient values, while the error of the measurement is estimated
as the standard deviation of the instantaneous partition coefficients
relative to the mean. Cases that reached complete solute trapping
regime were verified to have negligible solute partitioning by visually
inspecting the solute distribution bins 𝑐(𝑦), and the evaluated partition
coefficient 𝑘 = 𝑐𝑆∕𝑐𝐿 fluctuates close to value 1.0, within error bars, as
shown later in Section 3.1.3.

We chose to evaluate partition coefficient 𝑘 as a time-average of
the instantaneous partition coefficients, as an alternative to the method
discussed by Yang et al. [22], where solid-side and liquid-side solute
concentrations (𝑐𝑆 and 𝑐𝐿) are estimated from the time-averaged solute
concentration profile relative to the moving solid–liquid interface. In
our experience, the partition coefficient values obtained using this
latter method consistently saturated to a value of approximately 𝑘 = 0.9
in the complete solute trapping regime, instead of 𝑘 ≈ 1.

We will compare the MD-derived partition coefficient (𝑘 vs. 𝑉 data)
to the partition coefficient according to the continuous growth model
(CGM) [34]:

𝑘(𝑉 ) =
𝑘E + 𝑉 ∕𝑉D
1 + 𝑉 ∕𝑉D

, (5)

where 𝑉𝐷 is the interface diffusive speed according to the CGM. In addi-
tion, the MD-derived 𝑘 vs. 𝑉 data is compared to local non-equilibrium
model (LNM) of solute transport [35]:

𝑘𝐿𝑁𝑀 (𝑉 ) =

⎧

⎪

⎨

⎪

𝑘𝐸 (1−𝑉 2∕𝑉 2
Db)+𝑉 ∕𝑉Di

(1−𝑉 2∕𝑉 2
Db)+𝑉 ∕𝑉Di

, 𝑉 < 𝑉Db

1, 𝑉 > 𝑉 ,
(6)
⎩

Db
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where 𝑉Di represents the interface diffusive speed, and 𝑉Db represents
the bulk liquid diffusive speed. Note that we do not assign direct
physical meaning to parameters 𝑉𝐷, 𝑉Di, and 𝑉Db, but rather treat them
as free parameters fitted to the MD data.

2.7. Solid–liquid interface temperature

Due to latent heat release, the true system temperature increases
above the target quench temperature set to the thermostat [21]. More-
over, classical MD only accounts for heat transport due to phonons
(atomic vibrations), while in metals, heat is transported mostly via
electrons, whose motion are not explicitly considered in bond-order
potential based molecular dynamics. While the electronic heat trans-
port can be accounted for with, e.g., the two-temperature molecular
dynamics approach [36], we do not consider them in this work for
simplicity. Moreover, as we use a single thermostat, the temperature
is expected to increase around the solid–liquid interface.

Therefore, temperature around the solid–liquid interface is mea-
sured. Two different methods were employed to estimate the tem-
perature at the interface, depending on the system size. For smaller
systems (𝑁p = 56 000), the temperature profile displayed relatively
large fluctuations, for which, therefore, the interface temperature 𝑇 is
derived from the corresponding coarse profile by evaluating the aver-
age temperature in the range 𝑦 ∈ [−5, 5] Åin the reference frame with
the origin coinciding with the propagating solid–liquid interface. For
larger systems (𝑁p > 200 000), fluctuations in the temperature profile
are less significant, and the temperature clearly reaches a maximum
value approximately at 𝑦 = 0, i.e., at the center of the interface. For
all system sizes, statistical error is related to the standard deviation of
the temperature values in this range, which corresponds to the solid–
liquid interfacial region. In these simulations, 𝑇𝑀𝐷 corresponds to the
maximum value after an additional Savitzky–Golay smoothing filter has
been applied to the coarse profile, to further reduce the fluctuations.

The temperature (𝑇 ) vs. velocity (𝑉 ) data from MD is compared to
the following analytical model for the interface temperature [37]:

𝑇 = 𝑇𝑚 − 𝑓 (𝛼, 𝑘(𝑉 ))𝑚𝑒𝑞
𝐿 𝑐𝐿 − 𝛤𝜅 − 𝑉

𝜇𝑘
, (7)

where 𝑇𝑚 is the pure material melting point, 𝑚𝑒𝑞
𝐿 is the equilibrium

liquidus slope, 𝑐𝐿 is the solute concentration at the interface, 𝛤 is the
ibbs–Thompson coefficient for the interface curvature correction, 𝜅 is

he curvature, 𝜇𝑘 is the linear kinetic coefficient and

(𝛼, 𝑘(𝑉 )) =
1 − 𝑘(𝑉 ) + [𝑘(𝑉 ) + 𝛼 ⋅ (1 − 𝑘(𝑉 ))] ln(𝑘(𝑉 )∕𝑘E)

1 − 𝑘E
(8)

is the velocity-dependent undercooling correction, where 𝛼 is a parame-
ter that can be used to tune the extent of solute drag. A parameter value
𝛼 = 0 corresponds to no solute drag, and 𝛼 = 1 to full solute drag. We
neglect all curvature effects in our analyses, i.e., we set 𝜅 ≈ 0.

2.8. Solid–liquid interface energy and its anisotropy

To compute solid–liquid interface free energy 𝛾 and its anisotropy,
we used the capillary fluctuation method (CFM) [32]. In this technique,
the interfacial stiffness, 𝛾+𝛾 ′′, is computed, where 𝛾 ′′ = 𝑑2𝛾∕𝑑𝜃2, where

is the angle between the normal to the interface and the solidification
irection (𝑦 axis). The solid–liquid interface position Fourier amplitude
verages are derived from MD equilibrium simulations and used to
btain the stiffness components. The stiffness components are used to
valuated 𝛾 by using an expansion of the free energy 𝛾 with respect to
he interface normal vector 𝑛̂ [38].

To sample sufficiently large wavelengths, the method requires sim-
ulating a system with relatively large cross-sectional area. In this work
we consider both (100) and (110)-oriented solid–liquid interfaces. The
equilibrium simulations were performed at two target thermostat-set
quench temperatures: at 𝑇1 = 940 K and 𝑇2 = 900 K. The temperature
4

𝑇1 corresponds approximately to the melting point of pure aluminum w
predicted by the interatomic potential. At 𝑇2, the liquidus and solidus
solute concentrations predicted by the potential are given by 𝑐𝐿 =
4.45 at%Cu and 𝑐𝐿 = 0.915 at%Cu.

The simulation system is first melted at a relatively high tempera-
ture in the NPT ensemble. Following this, the system is relaxed in the
NPT ensemble at the given temperature (𝑇1 or 𝑇2). Initial system con-
figurations used for generating CFM data are created by performing a
mixed MD–MC simulation from which the configurations are extracted
at fixed time intervals. The simulation runs for sampling fluctuation
amplitudes were performed in a microcanonical NVE ensemble. These
samples were employed in the calculation of the averaged Fourier
amplitudes. The height profile of the solid–liquid interface is deter-
mined from data, and the resulting averaged Fourier amplitudes are
computed. Finally, interfacial free energies and their anisotropies are
derived from relations given in the Supplementary material.

3. Results and discussion

In what follows, we first present the evaluation of solid–liquid
interface properties relevant to rapid solidification (Section 3.1.2), after
which the rapid solidification structures are analyzed with respect to
point defects, chemical ordering, and solid phase content (Section 3.2).

3.1. Solid–liquid interface properties

3.1.1. Anisotropic solid–liquid interface energy
The solid–liquid interface energies, measured with capillary fluctu-

ation method (CFM), are shown in Table 2 at 940 K for pure aluminum
as well as at 900 K for Al–Cu alloy set to its equilibrium solidus
(0.915 at.%Cu) and liquidus (4.45 at.%Cu) concentrations, together
with earlier MD simulations and experiments from literature. The Al–
Cu interface energy is within the error bars of the experiments, and
slightly below the earlier MD simulations.

In our simulations, the solid–liquid interface energy magnitude (𝛾0)
increases with addition of copper (while the melting point decreases
from the pure aluminum to the dilute Al–Cu alloy).

It is known that in elemental metals solid–liquid interface energy
decreases with decreasing temperature [39]. In studies performed on
binary Cu–Zr [40] and Al–Sm [41] systems, the interface energy mag-
nitude 𝛾0 increased with decreasing temperature. Wang et al. [41] note
that in both cases Al–Sm and Cu–Zr show a very small solid solubility
and a relatively large atomic size mismatch. In contrast, Al and Cu show
a relatively small size mismatch and large solubility.

To systematically evaluate the temperature–concentration depen-
dence of a binary alloy solid–liquid interface energy, the semi-grand
canonical MC based technique by Frolov and Mishin can be used [42].
However, this was out of the scope for the current study.

3.1.2. Free solidification simulations
Free solidification simulations were carried out to determine kinetic

properties of the solid–liquid interface: mobility or kinetic coefficient,
as well as solute trapping kinetics in terms of 𝑘−𝑉 data and the solute
drag effect. The point defects, chemical ordering, and crystalline phases
of these simulated rapid solidification structures are then analyzed.

Rapid solidification simulations were performed using various nom-
inal alloying levels 𝑐nom and nominal thermostat-based quench tem-
peratures 𝑇nom, and the corresponding average velocities 𝑉av and the
average solid–liquid interface temperature 𝑇𝑀𝐷 for Al–Cu alloy and
pure aluminum cases oriented either to (100) or (110), as indicated.
These are listed in Table 3. Examples of solidification velocity fitting, as
well as the final resulting velocity for each simulation case, are shown
in the Supplementary material. Table 3 also shows the magnitude
of the solidification driving force is quantified as the dimensionless
supersaturation 𝛺 for Al–Cu alloys, and as dimensionless undercooling
𝛥 for the pure aluminum. We use the following definitions: 𝛥 = 𝑇𝑚−𝑇𝑀𝐷

𝐿∕𝐶𝑝
,

here 𝐿 is the latent heat of fusion, and 𝐶 is the heat capacity; 𝛺 =
𝑝
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Table 2
Solid–liquid parameters extracted from MD simulations.

𝛾0 (mJ/m2) 𝜖1 (%) 𝜖2 (%)

BOP-MD𝑎 (Al–Cu at 𝑇 = 900K) 127 ± 3 5.3 ± 0.6 0.14 ± 0.12
BOP-MD𝑎 (pure Al., 𝑇 = 940K) 104 ± 3 3.8 ± 0.7 0.1 ± 0.2
MEAM-MD𝑏 172.6 5.7 −0.37
EAM-MD𝑐 120 ± 6 1.4 ± 0.4 –
EAM-MD𝑑 149.0 – –
Exp.𝑒 158 ± 30 – 168.9 ± 21 – –
Exp.𝑓 ( Al–4.0 wt% Cu) – 0.97 –
𝑎 Present work, 𝑏 Ref. [43], 𝑐 Ref. [44], 𝑑 Ref. [45], 𝑒 Refs. [46–48], 𝑓 Ref. [49]

Equilibrium 𝑘E 𝑉D (m/s) 𝑉Di (m/s) 𝑉Db (m/s)

BOP-MD𝑎 0.233 2.3 ± 0.3 2.9 ± 0.3 13 ± 1
Exp.𝑏 0.15 6.7 – –
Exp.𝑐 0.10 – – –
𝑎 Present work, 𝑏 Ref. [50], 𝑐 Thermo-Calc software TCAL6 database

𝛽0 (s/m) 𝛽100 (s/m) 𝜇100 (m/s/K) 𝜇110 (m/s/K) 𝜖𝑘 = (𝜇100 − 𝜇110)∕(𝜇100 + 𝜇110)

BOP-MD (pure Al.)𝑎 – – 1.03 ± 0.04 0.85 ± 0.03 0.0943
BOP-MD (1 at.%Cu)𝑎 0.121 0.110 ± 0.018 1.11 – –
BOP-MD (2 at.%Cu)𝑎 0.0839 0.076 ± 0.005 0.80 – –
EAM-MD𝑏 – – 1.573 1.283 0.102

𝛽𝑎𝑛𝑎 (1 at.%Cu) 0.0272 – – – –
𝛽𝑎𝑛𝑎 (2 at.%Cu) 0.0136 – – – –
𝑎 Present work, 𝑏 Ref. [51], 𝑐 Ref. [34]
Table 3
Solidification parameters and velocities for each MD simulation case considered. 𝑇nom
ives the nominal (thermostat) quench temperature, 𝑐nom gives the nominal solute
oncentration, 𝛺 is the dimensionless supersaturation, 𝑁p is the number of atoms,
av is the average solidification velocity of both propagating interfaces, 𝑇𝑀𝐷 is the
verage temperature in the MD simulations, and 𝛥 is the dimensionless undercooling.
able (a) shows data for dilute Al–Cu alloy simulation with (100)-oriented interfaces,
hile table (b) shows data for pure Al simulations (column ‘ori’ gives the orientation
f the interface).
(a)

ori 𝑇nom 𝑐nom 𝛺 𝑁p 𝑉av 𝑇𝑀𝐷
(K) (at%Cu) (m/s) (K)

(100) 880 4 0.50 56 000 0.30 880.7
(100) 900 2.5 0.52 56 000 0.39 901.5
(100) 900 2 0.68 56 000 1.72 901.2
(100) 900 1.5 0.77 56 000 2.01 905.0
(100) 900 1.5 0.77 224 000 3.84 905.0
(100) 880 2 0.82 56 000 8.99 888.3
(100) 880 2 0.82 224 000 10.44 888.7
(100) 860 2 0.91 56 000 20.96 875.6
(100) 880 1 0.98 224 000 25.32 898.8
(100) 880 1 0.99 56 000 26.62 898.6
(100) 860 1 1.05 56 000 39.77 886.2

(b)

ori 𝑇nom 𝑐nom 𝛥 𝑁p 𝑉av 𝑇𝑀𝐷
(K) (at%Cu) (m/s) (K)

(110) 910 0 0.043 217 740 18.9 925.7
(100) 910 0 0.038 224 000 22.8 927.3
(110) 900 0 0.058 217 740 24.1 920.8
(100) 900 0 0.057 224 000 29.9 921.2
(110) 880 0 0.099 217 740 35.5 907.1
(100) 880 0 0.097 224 000 43.2 907.8
(110) 860 0 0.149 217 740 44.5 890.4
(100) 860 0 0.127 224 000 54.9 897.6

−
𝑐𝑒𝑞𝑙 −𝑐𝑛𝑜𝑚
(1−𝑘𝐸 )𝑐

𝑒𝑞
𝑙

is the dimensionless supersaturation (𝑐𝑒𝑞𝑙 = 𝑇𝑚−𝑇𝑀𝐷
𝑚𝑒𝑞
𝑙

). It can
e seen that the MD simulations self-consistently produces solidification

elocities that increases monotonically with the driving force (𝛺 or 𝛥),

when it is noted that the (110) oriented interfaces propagate slower

due to the reduced interface mobility.
5

Fig. 3. Non-equilibrium partition coefficient 𝑘 vs. interfacial velocity 𝑉 . Round markers
correspond to MD simulation data, the continuous line represents the least-squares fit
of the continuous growth model relation with respect to the parameter 𝑉D. Similarly,
the dashed line corresponds to the least-squares fit of the local non-equilibrium model
relation with respect to the parameters 𝑉Di and 𝑉Db. The MD data is based on all Al–Cu
results carried out, specified in Table 3a.

3.1.3. Partition coefficient versus interfacial velocity
The results of the partition coefficient estimation are given in Fig. 3,

showing the expected trend of increasing 𝑘 with 𝑉 , and a saturation
at high velocities. The Supplementary material shows additional data
related to the determination of the partition coefficient. The fitted
parameter for the CGM is 𝑉D = 2.3 ± 0.3 m∕s, and the fitted parameters
for the LNM are 𝑉Di = 2.9 ± 0.3 m∕s and 𝑉Db = 13 ± 1 m∕s. Fig. 3
contains error bars for each data point, showing that the interface
velocity has negligible error bars, whereas the partition coefficient data
has relatively large error bars, which decreases with the system size and
nominal copper content, as expected. These velocities are consistent
with earlier simulations, as shown in Table 2.

3.1.4. Solute drag analysis
Another key feature of solute trapping kinetics is the solute drag

effect. We evaluated the solute drag parameter following Kavousi
et al. [24]. The idea is to fit a line to the (𝑉 , 𝛥𝐺 ) data as a function
eff
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of drag coefficient (𝛼), and see which drag coefficient gives the best fit
to (𝑉 , 𝛥𝐺eff ), i.e. gives the largest coefficient of determination (𝑅2) for
a linear fit to the 𝑘 − 𝑉 data.

The effective solidification driving force 𝛥𝐺eff is given as fol-
lows [24]:

𝛥𝐺eff = 𝛥𝐺𝐷𝐹 − 𝛼𝛥𝐺𝐷, (9)

where the chemical free energy change in solidification is represented
by 𝛥𝐺𝐷𝐹 , which is given by the following expression [24]:

𝛥𝐺𝐷𝐹 = 𝑐𝑆𝛥𝜇𝐵 − (1 − 𝑐𝑆 )𝛥𝜇𝐴, (10)

where 𝛥𝜇𝐴 and 𝛥𝜇𝐵 are the differences of chemical potential between
solid and liquid phases of the solvent (𝐴) and solute (𝐵), respectively,
and 𝑐𝑆 is the solid-side solute concentration.

𝛥𝐺𝐷 represents the free energy portion of the energy dissipated due
to solute drag, given by [24]:

𝛥𝐺𝐷 = (𝑐𝐿 − 𝑐𝑆 )(𝛥𝜇𝐴 − 𝛥𝜇𝐵), (11)

and 𝛼 is the solute drag coefficient. The effective driving force in-
volves obtaining quantities related to chemical potential differences for
solvent and solute atomic species in both solid and liquid phases, 𝛥𝜇𝑆
and 𝛥𝜇𝐿, respectively. These values were obtained using semi-grand
canonical ensemble simulations. The temperature- and concentration-
dependent free energy in solid and liquid phases, 𝐺𝑆 (𝑇 , 𝑐) and 𝐺𝐿(𝑇 , 𝑐),
respectively, were calculated as well. 𝛥𝜇𝐴 and 𝛥𝜇𝐵 are related to these
quantities as follows [24]:

𝛥𝜇𝐴 = 𝐺𝑆 (𝑇 , 𝑐𝑆 ) − 𝐺𝐿(𝑇 , 𝑐𝐿) − 𝑐𝑆𝛥𝜇𝑆 + 𝑐𝐿𝛥𝜇𝐿 (12)

𝛥𝜇𝐵 = 𝐺𝑆 (𝑇 , 𝑐𝑆 ) − 𝐺𝐿(𝑇 , 𝑐𝐿) + (1 − 𝑐𝑆 )𝛥𝜇𝑆 − (1 − 𝑐𝐿)𝛥𝜇𝐿 (13)

Interpolation was employed to obtain free energy and chemical poten-
tial difference values corresponding to interfacial temperature 𝑇𝑀𝐷 and
concentrations 𝑐𝑆 and 𝑐𝐿 data extracted from the free solidification
simulations. The chemical potential values, used as a basis for the
interpolation, are shown in the Supplementary material.

Fig. 4 shows the (𝑉 , 𝛥𝐺eff ) data without solute drag (𝛼 = 0), full
solute drag (𝛼 = 1), and the optimal solute drag coefficient (𝛼 = 0.38)
with the largest 𝑅2 value. The optimized solute drag coefficient value
is consistent with earlier [22,24], where a partial drag coefficient was
found.

3.1.5. Anisotropic kinetic coefficient
The anisotropic kinetic coefficient is determined by direct measure-

ment of the solid–liquid interface velocity versus interfacial tempera-
ture for (100) and (110) directions for pure aluminum. Fig. 5 shows
the resulting MD data. We performed a linear least-squares fit to the
data with 𝑇 > 900 K, for which the scatter data are tightly following a
linear line, while in particular for the 110 data around 890 K, the scatter
points start to show deviation from the linearity. Ruling out the 𝑇 > 900
K data lead to consistent estimates of the melting point (following the
fitted lines to 𝑉 = 0 m∕s).

The resulting anisotropic kinetic coefficients for orientations (100)
and (110) are given in Table 2. These values are consistent with the
DFT-based model of Mikheev and Chernov and the Broughton–Gilmer–
Jackson theory based on the LJ system, which both predict a ratio
𝜇100∕𝜇110 = 1.41 [45], whereas our simulations give a value 𝜇100∕𝜇110 ≈
1.21. Earlier studies on MD simulations of FCC metals such as Tb [52],
Ni [53] and Au [54] have produced similar results. By extrapolating
the interface temperature to zero velocities, for both (100) and (110)
data in Fig. 5, the pure aluminum melting point can be estimated to
be 𝑇𝑚 = 948.9 K (100) and 𝑇𝑚 = 948.2 K (110), respectively. These
melting point estimates are within the range reported by the bond-order
potential developers [29]: 𝑇𝑚 ≈ 947𝐾 ± 36 K.

In addition to the pure aluminum based kinetic coefficient, we
evaluated the kinetic coefficient for Al–Cu alloys according to Kavousi
6

et al. [24], which requires knowledge of the solute drag coefficient
Fig. 4. Results of the solute drag coefficient 𝛼 analysis using the Al–Cu solidification
cases specified in Table 3a. Plots show the interfacial velocity 𝑉 versus the effective
solidification driving force 𝛥𝐺eff with different levels of solute drag. Circles indicate
MD data and solid lines correspond to the linear least-squares fit. In graph (a) the
solute drag coefficient is 𝛼 = 0, in graph (b) 𝛼 = 1 and in graph (c) 𝛼 = 0.38, which
corresponds to the optimal linear fit, as measured by the 𝑅2 value.

𝛼, concentrations in the liquid phase of the system 𝑐nom and 𝑐𝐿, in-
terfacial velocity 𝑉 , interfacial temperature 𝑇 , and equilibrium and
non-equilibrium partition coefficients 𝑘𝐸 and 𝑘(𝑉 ). The following ex-
pression is plotted versus 𝑉 [24]:

𝛽 =
1 + 𝑇𝐿−𝑇

𝑚𝑒𝑞
𝐿 𝑐nom

− 𝑐𝐿
𝑐nom

𝑓 (𝛼, 𝑘)
, (14)
1 − 𝑘𝐸
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Fig. 5. Solid–liquid interface velocity with respect to interfacial temperature for
pure aluminum, using simulation cases from Table 3b. Colored marks indicate data
points obtained from MD simulations, and solid lines show the corresponding linear
least-squares fit. Green and blue circles indicate (100) and (110)-oriented interfaces,
respectively. The pure aluminum melting point estimations given by the 𝑥-axis intercept
of the corresponding linear fits are 𝑇𝑚 = 948.9 K and 𝑇𝑚 = 948.2 K for the (100) and
(110) interface orientations, respectively.

where 𝑚𝑒𝑞
𝐿 is the liquidus slope, 𝑇𝐿 = 𝑚𝑒𝑞

𝐿 𝑐nom is the estimated liquidus
temperature, and 𝑓 (𝛼, 𝑘) velocity-dependent undercooling correction
given previously. Plots are shown in Fig. 6 for two separate solute
concentrations (𝑐nom = 1.0 at%Cu and 𝑐nom = 2.0 at%Cu) resulting in the
following kinetic coefficient values: 𝛽1 = 0.110 s/m and 𝛽2 = 0.076 s/m,
respectively. Alternatively, the kinetic coefficient can be expressed as
𝜇𝑘 = 1∕(𝛽𝑐nom𝑚

𝑒𝑞
𝐿 (1 − 𝑘𝐸 )), resulting in 𝜇𝑘,1 = 1.11 m/s/K and 𝜇𝑘,2 =

0.80 m/s/K. These values are consistent with our earlier results.
We also computed an analytical estimate of the kinetic coeffi-

cient [24,34]:

𝛽𝑎𝑛𝑎 =
1

𝑉𝑠(1 − 𝑘𝐸 )2𝑐𝑛𝑜𝑚
, (15)

here 𝑉𝑠 is the speed of sound of the metal melt, for which we used
value for pure aluminum from Ref. [55], 𝑉𝑠 ≈ 4561 m/s. We used

n experimental equilibrium partition coefficient 𝑘𝑒 ≈ 0.103. As shown
n Table 2, compared to MD derived values, the resulting analytical
inetic coefficients are significantly smaller: ∼22% of the MD value for
at.%Cu, and ∼16% of the MD value for 2 at.%Cu.

.1.6. Temperature vs. velocity in continuous growth model and MD
After calibrating the solute trapping kinetics and kinetic coeffi-

ient, we verify that MD self-consistently reproduces the temperature–
elocity behavior of the continuous growth model (Eq. (7)).

For evaluating the continuous growth model temperature using
q. (7), several parameters were employed. The pure aluminum melting
oint was extrapolated to zero velocity from the kinetic coefficient
nalysis of Fig. 5, the liquidus slope was determined using equilibrium
D simulations, the curvature 𝜅 was set to zero, the liquid-side solute

oncentration (𝑐𝐿 in Eq. (7)) was determined in connection with the
artition coefficient evaluation (Section 3.1.3), and the linear kinetic
oefficient 𝜇𝑘 was determined as described in Section 3.1.5.

Fig. 7 shows comparisons between model (Eq. (7)) and free solidi-
ication MD simulations. The model error bars originate from errors in
he following quantities extracted from MD simulations: melting point
𝑚, interfacial velocity 𝑉 , kinetic coefficient 𝜇𝑘, liquidus slope 𝑚𝑒𝑞

𝐿 ,
olute drag coefficient 𝛼, equilibrium 𝑘𝐸 , diffusive velocity 𝑉𝐷, and

liquid-side solute concentration 𝑐𝐿. The 𝑇 vs. 𝑉 data from MD is in good
verall agreement with the continuous growth model, although the MD
ata seems to systematically underpredict the theoretical prediction
o some extent. This underprediction can be related to the evaluation
f the solid–liquid interface temperature, which is a somewhat com-
licated procedure prone to errors. This error can be alleviated by
ncreasing the system area (normal to the solidification direction), or
7

y using a large number of thermostats. t
Fig. 6. Kinetic coefficient 𝛽 according to Eq. (14) versus interfacial velocity. Circles
epresent MD data and lines show the corresponding linear least-squares fit. Graph (a)
hows data for average liquid-side solute concentration 𝑐nom = 1.0 at%Cu and graph (b)
hows data for 𝑐nom = 2.0 at%Cu from Table 3a.

.2. Crystal defects, chemical ordering, and phase analysis

Aluminum alloys are known to exhibit chemical ordering, i.e. devi-
tion from ideal random solid solution in the 𝛼 (FCC) aluminum phase.
or heat-treatable alloys, such as the 2XXX series aluminum–copper
lloys, this chemical ordering, or clustering, is the first step in the
equence leading to precipitation, which is an important strengthening
echanism for these alloys [6,17,18]. Also, it is interesting to analyze

he relationship between point defects and chemical ordering. Vacan-
ies seem to be particularly important for pre-precipitation, by acting as
ucleation sites of Guinier–Preston zones [3], compared to larger scale
efects such as dislocations.

.2.1. Point defect content
Rapid solidification structures were investigated for vacancies using

he Wigner–Seitz defect analysis method implemented in OVITO [56].
o perform the analysis, an energy minimization procedure was con-
ucted using LAMMPS on the snapshot of the fully solidified system,
here in essence, the system temperature is dropped to 0 K. As a result,
n atomic configuration is obtained free of entropic deviation caused
y thermal motion [13]. Then, defects (interstitials or vacancies) are
asily identified in the Wigner–Seitz defect analysis. In the analysis,
he energy-minimized configuration is compared to a template lattice
epresenting an ideal FCC crystal free of defects, thereby allowing for an
xplicit identification of point defects. An example of a vacancy and a
earby interstitial is shown in Fig. 8; as discussed more closely below,
he vacancies and interstitials often form as a Frenkel defect pair in
hese MD simulations.
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Fig. 7. Green markers indicate interfacial temperatures derived from Al–Cu MD simulations in Table 3a, while blue markers indicate the model prediction for interfacial temperature
at the same velocity values. Error bars for the model predictions originate from errors associated with quantities extracted from MD simulations.
Fig. 8. Isolated crystal planes displaying a Frenkel vacancy–interstitial pair. The ovals
indicate the location of a vacancy and an interstitial copper atom. Picture (a) shows the
given crystal plane before the energy minimization procedure, and picture (b) shows the
corresponding crystal plane after the procedure. Simulation parameters: 𝑇nom = 880 K
and 𝑐nom = 1 at%Cu, resulting in an average interfacial velocity of 𝑉av = 25.32 m∕s.
8

The defect concentrations for several simulations are shown in
Fig. 9, as a function of the interfacial velocity. The first evident feature
of these simulations is that at higher velocities, the interstitial and
vacancy concentrations are equal. We argue that this equality is due
to the fact that at diffusionless solidification of single crystals, point
defects are exclusive generated as interstitial–vacancy pairs (Frenkel
defects). This point defect formation is analogical to results of Nordlund
and Averback [57], where they reported Frenkel pair generation in a
superheated FCC Cu system, as well as tests for FCC Au.

More specifically, the Frenkel defect pairs seem to form as fol-
lows. As the diffusionless solidification velocity regime is approached
(slightly below 10 m/s), the solid–liquid front propagates too fast for
atoms to diffusively react to (or hop around) the solid–liquid interface.
Therefore, the solid–liquid interface is unable to act as a proper source
or sink for point defect formation. Furthermore, as we use periodic
boundary conditions, the boundaries are unable to produce point de-
fects [57]. It should be noted that in identifying the defects, we neglect
the solidification direction (𝑦-direction) boundary region when the two
solidification fronts meet and start to interact. Therefore, as there are
no sources or sinks for point defect generation, any point defects need
to form as interstitial–vacancy pairs, i.e. as Frenkel defects [57].

Below complete solute trapping regime, at solidification velocities
below roughly 10 m/s, we believe that the solid–liquid interface is
able to act as a source for point defects, allowing for an independent
formation of interstitials and vacancies; this can potentially also ex-
plain the fact that the point defect content does not simply decrease
monotonously with the velocity. It should be noted that some of the
Frenkel defect pairs might become unstable as the solid is cooled
to ambient temperatures, if the interstitial–vacancy pair distance is
sufficiently small for recombination to occur [57].

Another notable feature in Fig. 9 is that, overall, a significant
number of interstitial defects are observed. The presence of interstitial
defects in rapid solidification is consistent with MD simulations of
Ashkenazy and Averback [58], who suggest that solidification pro-
ceeds, in cubic crystals, through annihilation of interstitials around
the solid–liquid interface; typically, interstitials have a relatively high
mobility and are thus quickly annihilated after they form, whereas at
large quenches (rapid solidification conditions), the thermally activated
interstitial mobility decreases exponentially and get trapped more read-
ily. These results are consistent with experiments by Refs. [59,60],
who found high interstitial concentrations in single crystal aluminum
near its melting point. This is in contrast to an earlier embedded atom
method (EAM) based analysis where no interstitials were found for pure
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Fig. 9. Defect concentrations versus average interfacial velocity. Circles and crosses
ndicate interstitial and vacancy atoms, respectively. Gray markers indicate defect data
or Al–Cu (Table 3a), while black markers indicate pure aluminum data (Table 3b).

luminum [13], while our simulations do lead to vacancy concentra-
ions in similar levels at the considered velocities (below 20 m/s) to
hose found in Ref. [13]. The high interstitial concentration is explained
y this bond-order potential being parametrized to produce a relatively
ow interstitial formation energy, only slightly higher than the vacancy
ormation energy [29]; this is consistent with ab-initio simulations
arried out in Ref. [61]. It should be noted, however, that another
b-initio computation predicted a significantly higher interstitial ener-
ies [62]. Finally, the high interstitial concentrations in our simulations
re in agreement with work by Nordlund and Averback [57], who
ound relatively high interstitial concentrations in equilibrium near the
elting point for FCC Cu, and even higher in pulse-heated conditions
hich represent non-equilibrium conditions; our rapid solidification

imulations are at an analogical non-equilibrium condition.
Considering the effect of copper alloying in Fig. 9, it seems that

olute atoms increase the production of defects, as the concentration
f these are consistently 3 or 4 times larger in alloys than in pure alu-
inum, even at similar interfacial velocities. If we consider the binary

lloys and the pure metal separately, there are no evident trends with
espect to the interfacial velocity, since in both cases the defect concen-
rations stay approximately constant on the plotted velocity range. This
s consistent with earlier work by Zhang and co-workers [13] for pure
luminum, where vacancy content starts to increase significantly only
t higher solidification velocities, in the range of 30–50 m/s, which
re not considered in our simulations. Similarly, the theoretical work
f Hillert [63] suggests that a relatively high solidification velocity
e.g., orders of magnitude above 1 m/s) are required to achieve notable
acancy trapping, i.e. an increase in vacancy concentration above its
quilibrium values.

Point defects do form even in thermodynamic equilibrium due to
ntropic effects, but their amount is increased in rapid solidification
f metals due to the partial freezing in of the liquid – i.e. imperfect
eorganization of the disordered liquid – into an ordered lattice [12,
3,63].

.2.2. Chemical ordering
The chemical ordering, i.e. copper distribution relative to vacancies

nd to other copper atoms, was determined as the nearest neighbor
istribution in Fig. 10. The graphs show the frequency of solute atoms
n the 12 nearest lattice sites neighboring vacancies (Fig. 10a) and
9

opper atoms (Fig. 10b) for a single simulation case. This distribution is H
Fig. 10. Frequency of copper atoms in the 12 nearest atoms relative to (a) vacancies,
and (b) copper atoms, where the black dot-curves show the theoretical uniform random
distribution, and the gray bars show the MD results. The structure is fully solidified
with parameters 𝑇nom = 880K and 𝑐nom = 1 at%Cu, resulting in an average interfacial
velocity of 𝑉av = 25.32m∕s.

ompared to the ideal random distribution of solute atoms (black solid
ines).

In Fig. 10a, it can be seen that the copper atoms are more likely
o be near vacancies, instead of being uniformly distributed in the
tructure. In other words, vacancies seem to attract copper atoms. This
s consistent with Ref. [17], where it was pointed out that in aluminum,
olute–vacancy interaction is not mediated by simple elastic strains,
hich would lead to vacancy–copper repulsion.

In contrast, Fig. 10b shows that copper atoms are less likely to be
ound next to each other; in other words, copper atoms seem to repel
ach other. Same behavior is found in ab-initio simulations by Mioshi
t al. [18], where they found that copper atom clustering decreases
apidly above 400 K (here all simulation temperatures are close to the
lloy solidus, above 860 K). This suggests that at higher temperatures
close to solidus), and at relatively low copper levels, the copper atoms
nteraction is mediated through their negative (compressive) lattice
ismatch.

The same analysis was performed for all simulation cases listed in
able 3, which gave concurring results. The remaining data is shown

n Supplementary material.

.2.3. Crystal phases in rapid solidification
It is interesting to study the crystalline phases that form during rapid

olidification. While FCC is the thermodynamically stable phase for
ure aluminum and dilute Al–Cu, other configurations – such as BCC,
CP, and icosahedral short-range-ordered structure – are metastable
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phases which can be kinetically favored in rapid solidification due to
their smaller energy difference, and structural similarity, relative to the
liquid, when compared to FCC [28,64].

Crystalline phases were detected using the Polyhedral Template
Matching (PTM) algorithm implemented in OVITO [56]. The algorithm
classifies the local structural environment of particles in the fully
solidified system. PTM is generally more reliable than e.g., Common
Neighbor Analysis (CNA) in the presence of strong thermal fluctuations
and strains [56], which can be present in these rapid solidification
simulations.

An example of the phase analysis is shown in Fig. 11, where
a (100) oriented interface was solidified with 𝑇nom = 880K and
nom = 1 at%Cu. During the solidification period, marked in gray
ackground in Fig. 11a-d, the liquid domain was excluded by deter-
ining the solid–liquid interface location based on the order parameter

Section 2.4).
The simulations were continued for approximately 2 ns following

he end of the solidification process to see how the phase fractions and
heir copper contents evolve over time. As the PTM-based raw phase
raction values fluctuate strongly over time (scatter points in Fig. 11a-
), a Savitzky–Golay smoothing filter was applied to the scatter data,
hown as solid lines.

The results of the crystal phase classification are shown in Fig. 11,
s well as the average copper concentrations in the respective phases.
he phase ‘Other’ refers to unknown coordination structures, likely
o be disordered or icosahedral short-range-ordered structures [28].
t is interesting to note that the phase fractions of ‘‘Other’’ and FCC,
re approximately anticorrelated: this is likely because icosahedral
hort-range-ordered and disordered domains – which are in the re-
ion classified as solid according to the order parameter profile – are
etastable configurations which are transforming towards the thermo-
ynamically stable FCC structure. A similar metastable transition can
e seen in HCP fraction, which first increases and start to decrease
fter approximately 2 ns. These trends are consistent with findings in
ef. [28].

It can be seen that HCP occurs at a higher solid fraction than BCC,
hich is consistent with Ref. [27], where using a MEAM potential for
eeply quench polycrystalline pure aluminum, they detected HCP and
ot BCC as the minor solid phase. It is notable that the atoms classified
s BCC and HCP are mostly isolated, as demonstrated in Fig. 11e.
he cluster size distribution for each detected phase is shown in the
upplementary material.

Fig. 11 shows the evolution of the solute concentration in each
rystal phase in the solidified domain, where it can be seen that
opper content in all phases other than FCC are many times higher
han the nominal composition (1 at.%Cu). Therefore, the presence of
opper atoms is associated with a local change in crystal structure.
his is consistent with earlier ab-initio simulations [17], where it is
uggested that copper clustering is driven mainly by lattice relaxation
n an aluminum matrix, leading to local deformation of the lattice and
hereby a deviation from the typical FCC type crystal structure.

Fig. 12 shows the effect of copper content, as well as the quench
epth, on the crystal phase fractions of (100)-oriented solidification
imulations. This suggests that increasing the copper content increases
he fraction of secondary metastable crystalline phases. This is consis-
ent with the fact that copper concentration is higher in the secondary
hases, as shown in Fig. 11. Furthermore, these results imply a stronger
uench decreases the fraction of minor crystalline phases.

Intermetallic Al2Cu-type (𝜃/𝜃′/𝜃′′) phase was not observed, similar
o earlier rapid solidification Al–Cu MD simulations [26,28], although
his potential is capable of properly forming Al2Cu type phase [29].
l2Cu is absent because the system temperature should be lower

o observe short-range ordering or decomposition into Al2Cu type
hases [17]. The topic of Al2Cu formation in these rapid solidification
tructures is an interesting topic for future research.
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For engineering application of rapid solidification (additively man-
factured) precipitation-strengthened aluminum alloys, it would be
nteresting to further investigate the formation of pre-precipitates (or
uinier–Preston zones) related to Al2Cu type phases in rapid solidifica-

tion structures [17,65], including their propensity to form under rapid
solidification crystal defects. However, these pre-precipitates require a
drastic decrease of temperature to 600–700 K for dilute Al–Cu alloys
to trigger a change in short-range ordering towards ordered precipi-
tates [17]. It is also notable that these pre-precipitates might not have
time to form during rapid solidification even if ambient temperatures
are accessed but might require the simulation of a post-solidification
heat treatments [3].

The subsequent evolution and growth of these pre-precipitates,
during cool-down or annealing treatments, occur on longer (diffusive)
time scales, require longer simulation times which might be challenging
to reach with molecular dynamics simulations. For these cases, phase
field crystal type models [66,67] or phase field models can become
relevant.

3.3. Uncertainties in MD-extracted interfacial concentrations and tempera-
ture

In evaluating interfacial quantities from MD simulations (temper-
ature, solid- and liquid-side concentrations), there is a general issue
of accuracy versus statistical error. Interfacial quantities need to be
measured on a sufficiently thin domain around the solid–liquid inter-
face, while too thin domains lead to large statistical fluctuations in the
measured quantities. The fluctuations can be decreased by increasing
the system size (cross-sectional area normal to the solidification axis),
which increases the computational costs. The error due to these fluctua-
tions is shown as error bars in the 𝑘−𝑉 (Fig. 3), as well as 𝑇 −𝑉 (Fig. 7)
raph. On the other hand, there can be a systematic error related to
hoosing the width of the interfacial domains to properly represent the
nterfacial quantities. By considering multiple system cross section sizes
4.05 × 4.05 nm2 vs. 8.1 × 8.1 nm2 vs. 40.5 × 40.5 nm2), we see a
ystematic decrease of random fluctuations in the interfacial quantities
s the system size is increased. Most of the simulations are carried
ut for systems with an area of 8.1 × 8.1 nm2, which in our opinion
as a sufficiently small statistical error. The statistical error can also
e decreased by running multiple simulations with an identical set-
p (see e.g. Refs. [22,24]), but using different random seeds for the
nitialization.

As mentioned previously, in our experience, the method used in
ef. [22] resulted in partition coefficient values that are systematically

ower than unity in the complete solute trapping regime; they used
separate scheme to decide whether complete trapping regime was

eached (based on which they set 𝑘 = 1). Therefore, it is possible that
heir method systematically underestimated the partition coefficient
alues below the complete trapping regime (𝑘 < 1). In Ref. [22], they
alculated a time-average of the solute concentration profile and eval-
ated the solid- and liquid-side concentrations of this time-averaged
rofile. Conversely, we measured the instantaneous partition coefficient
or each recorded time step and calculated the time-average of the
nstantaneous partition coefficients; this method leads to a partition
oefficient that saturated to unity (within error bars) at complete
rapping regime. We verified that complete trapping regime was indeed
eached, by monitoring the binned solute concentration values 𝑐(𝑦) over
ime, whose change over time were negligible in the complete trapping
egime.

The agreement between MD data and the interfacial temperature
odel 𝑇 (𝑉 ) is rather good. It is to be noted that estimated interfacial

emperatures are consistently higher than the thermostat temperature
et in the simulation. Solidification leads to latent heat release around
he solid–liquid interface, introducing thermal gradients in the system.

hile thermal gradients in solidification are physical as such, due to

he absence of electronic contributions to heat conductivity, classical
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Fig. 11. The graphs show the phase fractions and their respective copper concentrations as a function of time, in the solidified domain (liquid domain excluded). The green area
indicates the time interval before complete solidification. Dots show the data points, while the continuous line shows the smoothed evolution. Picture (e): atoms classified as
HCP (red) and BCC (blue), taken at 𝑡 = 1.5 ns, after the solidification is complete. Atoms near the 𝑦-boundaries (at distance less than 20 Å) are omitted, as the periodic boundary
conditions result in unwanted interactions between the 𝑦-edges. Simulation parameters: 𝑇nom = 880 K and 𝑐nom = 1 at%Cu, yielding an average interfacial velocity of 𝑉av = 26.07 m∕s.
MD simulations of metals underestimate the magnitude of the thermal
diffusivity [68]. One strategy to decrease the system heating and ther-
mal gradients is to enforce a uniform target temperature in the system
by dividing the full system into small subsystems with independent
thermostats [68]. Therefore, while our decision to use a single global
thermostat adds an ‘‘error bar’’ to the system temperature, we believe
that this effect is sufficiently small and has a negligible effect on our
findings.

4. Conclusion

In this paper, we performed rapid solidification of a dilute binary
Al–Cu system using a quantum mechanics based analytical bond-order
potential (BOP).

Firstly, we extracted the main solid–liquid interface properties con-
trolling the solidification kinetics. Solid–liquid interface free energy
and its anisotropy were measured in equilibrium simulations using the
capillary fluctuation method. Additionally, non-equilibrium free solid-
ification simulations were performed to obtain the kinetic coefficient
and its anisotropy, as well as solute trapping parameters for Local
Non-equilibrium (LNM) and Continuous Growth Model (CGM), includ-
ing the solute drag coefficient. Kinetic coefficient results show good
11
consistency in terms of the ratio 𝜇100∕𝜇110 with proposed theoretical
models and available MD simulation results. The aforementioned solid–
liquid material parameters were found to be consistent with earlier MD
simulations and experiments. These solid–liquid interface properties
can be directly used as input parameters for example for quantitative
phase field simulations of rapid solidification [69,70].

Secondly, we analyzed the rapid solidification structures. In addi-
tion to vacancies, we found significant number of interstitial defects. In
the complete trapping regime, point defects formed as Frenkel defect
pairs. The copper atoms were found to repel each other in these dilute
alloy conditions, but copper was found to cluster around vacancies. In
addition to FCC phase, small islands (mostly isolated atoms) of BCC
and HCP phases were detected, where their stability was verified by
proceeding the simulations after complete solidification. Compared to
FCC, the BCC and HCP phases were accompanied by a local increase
in copper content; the BCC and HCP fractions increased as the nominal
copper content, as well as the quench depth, was increased.

These simulations provide insights into the rapid solidification
structures that can help to develop and optimize heat-treatable alu-
minum alloys in terms of their composition and processing, including
potential post-solidification heat treatments.
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Fig. 12. Smoothed phase fractions as a function of time. Top row: the target quench temperature is kept constant (𝑇nom = 880 K), while the nominal solute concentration is varied.
ottom row: pure aluminum (𝑐nom = 0 at%Cu), while the target quench temperature is varied.
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