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## Résumé

Nous étudions par la méthode de l'éclatement priodique de Cioranescu, Damlamian et Griso, l'homogénéisation des équations de la forme

$$
-\operatorname{div} d_{\varepsilon}=f, \text { with }\left(\nabla u_{\varepsilon, \delta}(x), d_{\varepsilon, \delta}(x)\right) \in A_{\varepsilon}(x)
$$

où $A_{\varepsilon}$ est une fonction dont les valeurs sont des opérateurs maximaux monotones et le domaine est perforé composé de trous de taille $\varepsilon \delta$ périodiquement répartis dans le domaine. Sous des hypothèses de croissance et de coercivité sur $A_{\varepsilon}$, si les deux suites d'opérateurs maximaux monotone éclatés (suivant deux opérations distinctes) convergent au sens des graphes vers des opérateurs maximaux monotones $A(x, y)$ et $A_{0}(x, z)$ pour presque tout $(x, y, z) \in \Omega \times Y \times \mathbf{R}^{N}$, quand $\varepsilon \rightarrow 0$, alors toute valeur d'adhérence $\left(u_{0}, d_{0}\right)$ de la suite $\left(u_{\varepsilon, \delta}, d_{\varepsilon, \delta}\right)$ pour la topologie faible dans l'espace de Sobolev naturellement associ est une solution du probleme homogénéisé qui s'exprime en terme de la fonction $u_{0}$ seule. Ce rsultat s'applique au cas o $A_{\varepsilon}(x)$ est de la forme $B(x / \varepsilon)$ o $B(y)$ est priodique et continu en $y=0$, et en particulier au cas du $p$-Laplacien oscillant.

[^0]graphs (on $\mathbf{R}^{N}$ ). Two different unfolding operators are involved in such a geometric situation. Under appropriate growth and coercivity assumptions, if the corresponding two sequences of unfolded maximal monotone graphs converge in the graph sense to the maximal monotone graphs $A(x, y)$ and $A_{0}(x, z)$ for almost every $(x, y, z) \in \Omega \times Y \times \mathbf{R}^{N}$, as $\varepsilon \rightarrow 0$, then every cluster point $\left(u_{0}, d_{0}\right)$ of the sequence $\left(u_{\varepsilon, \delta}, d_{\varepsilon, \delta}\right)$ for the weak topology in the naturally associated Sobolev space is a solution of the homogenized problem which is expressed in terms of $u_{0}$ alone. This result applies to the case where $A_{\varepsilon}(x)$ is of the form $B(x / \varepsilon)$ where $B(y)$ is periodic and continuous at $y=0$, and, in particular, to the oscillating $p$-Laplacian.

## 1 Introduction

This article is devoted to periodic homogenization for nonlinear partial differential equations with oscillating coefficients in domains perforated by small holes of size $\varepsilon \delta$ and periodically distributed with period $\varepsilon$. The homogeneous Dirichlet condition is imposed on the boundaries of these holes. This type of equation models various physical problems arising in media with holes or heterogeneous materials with various competing length-scales.

Our starting point is the following theorem, where $\mathfrak{L} \mathfrak{L}\left(\mathcal{O}, \mathbf{R}^{N}, p, \alpha, m\right)$ denotes the measurable maps from the open domain $\mathcal{O}$ in $\mathbf{R}^{N}$ to the set $\mathfrak{M}\left(\mathbf{R}^{N} \times \mathbf{R}^{N}\right)$ of all maximal monotone maps from $\mathbf{R}^{N}$ into itself such that

$$
\begin{equation*}
\alpha\left(\frac{\|\xi\|^{p}}{p}+\frac{\|\eta\|^{p^{\prime}}}{p^{\prime}}\right) \leq\langle\eta, \xi\rangle+m(x) \tag{1.1}
\end{equation*}
$$

The function $m$ is assumed to be $L^{1}(\mathcal{O})$.
Theorem 1.1. Let $\mathcal{O}$ be a bounded domain in $\mathbf{R}^{N}, p \in(1, \infty), m \in L^{1}(\mathcal{O})$, and $f \in L^{p^{\prime}}(\mathcal{O})$. Let $\left(A_{n}\right)_{n \in \mathbf{N}}$ be a sequence in $\mathfrak{L L}\left(\mathcal{O}, \mathbf{R}^{N}, p, \alpha, m\right)$ and suppose that for each $n \in \mathbf{N}, u_{n}$ is a solution of

$$
\left\{\begin{array}{l}
-\operatorname{div} d_{n}=f \text { in } \mathcal{D}^{\prime}(\mathcal{O}),  \tag{1.2}\\
\left(\nabla u_{n}(x), d_{n}(x)\right) \in A_{n}(x), \\
u_{n} \in W_{0}^{1, p}(\mathcal{O}) .
\end{array}\right.
$$

Suppose furthermore that for a.e. $x \in \mathcal{O}$, the sequence $A_{n}(x)$ converges in the sense of multivalued operators to $A_{0}(x)$.
Then, $A_{0}$ belongs to $\mathfrak{L L}\left(\mathcal{O}, \mathbf{R}^{N}, p, \alpha, m\right)$, the sequence $\left(u_{n}, d_{n}\right)_{n \in \mathbf{N}}$ is bounded in the space $W_{0}^{1, p}(\mathcal{O}) \times L^{p^{\prime}}(\Omega)$ and every one of its weak limit-points is a solution of

$$
\left\{\begin{array}{l}
-\operatorname{div} d=f \text { in } \mathcal{D}^{\prime}(\mathcal{O}),  \tag{1.3}\\
(\nabla u(x), d(x)) \in A(x), \\
u \in W_{0}^{1, p}(\mathcal{O})
\end{array}\right.
$$

Actually, the well-known result of J. Leray and J.-L. Lions ([18]) implies that problem (1.2) has a unique solution in the case where $A_{\varepsilon}(x)$ is singlevalued and strictly monotone for a.e. $x \in \Omega$. Theorem 1.1 itself allows to obtain solutions of the same problem in the general case (by approximating in the sense of graphs a multivalued element of $\mathfrak{L L}\left(\Omega, \mathbf{R}^{N}, p, \alpha, m\right)$ by a sequence of such single-valued elements) (see also [9, 17]). Such solutions need not be unique.

In the present, work we consider the homogenization (when the small parameters $\varepsilon, \delta$ go to 0 ) of the same problem in a domain $\Omega_{\varepsilon, \delta}^{*}$ with small Dirichlet holes:

$$
\left\{\begin{array}{l}
-\operatorname{div} d_{\varepsilon, \delta}=f_{\varepsilon} \text { in } \mathcal{D}^{\prime}\left(\Omega_{\varepsilon, \delta}^{*}\right),  \tag{1.4}\\
\left(\nabla u_{\varepsilon, \delta}(x), d_{\varepsilon, \delta}(x)\right) \in A_{\varepsilon}(x), \\
u_{\varepsilon, \delta} \in W_{0}^{1, p}\left(\Omega_{\varepsilon, \delta}^{*}\right) .
\end{array}\right.
$$

The domain $\Omega_{\varepsilon, \delta}^{*}$ is constructed as follows. $Y$ is a reference period in $\mathbf{R}^{N}$ associated to the set of periods $b$ (which is a basis of $\mathbf{R}^{N}$ ). Then $B$ is a (not empty) bounded open subset of $\mathbf{R}^{N}$ and, for $\delta$ small enough, $Y_{\delta}^{*}$ is $Y \backslash \delta \bar{B}$. Finally

$$
\Omega_{\varepsilon, \delta}^{*}=\left\{x \in \Omega, \text { such that } x \in \bigcup_{k \in \mathbf{Z}^{N}} \varepsilon\left\{Y_{\delta}^{*}+k \cdot b\right\}\right\} .
$$

In problem (1.4), it is assumed that $1<p<\infty, p^{-1}+p^{\prime-1}=1, f_{\varepsilon}$ belongs to $W^{-1, p^{\prime}}(\Omega)$ and $A_{\varepsilon}$ to $\mathfrak{L L}\left(\Omega, \mathbf{R}^{N}, p, \alpha, m\right)$. The solutions $u_{\varepsilon, \delta}$ are naturally extended by 0 in the holes and as such belong to $W_{0}^{1, p}(\Omega)$. One can also extend $d_{\varepsilon, \delta}$ measurably in the holes by an element of $A_{\varepsilon}(x, 0)$ so as to belong to $L^{p^{\prime}}(\Omega)$.

Let $\left(u_{\varepsilon, \delta}, d_{\varepsilon, \delta}\right) \in W_{0}^{1, p}(\Omega) \times L^{p}\left(\Omega ; \mathbf{R}^{N}\right)$ be solutions of problem (1.4). Suppose furthermore that the two sequences of unfolded graphs $\mathcal{T}_{\varepsilon}\left(A_{\varepsilon}\right)(x, y)$ and $A_{\varepsilon, \delta}(x, z)$ converge in the sense of maximal monotone graphs, where $A_{\varepsilon, \delta}(x, z)$ is given by

$$
\begin{equation*}
(\xi, \eta) \in A_{\varepsilon, \delta}(x, z) \Leftrightarrow\left(\delta^{-N / p} \xi, \delta^{-N / p^{\prime}} \eta\right) \in \mathcal{T}_{\varepsilon, \delta}\left(A_{\varepsilon}\right)(x, z) \tag{1.5}
\end{equation*}
$$

Then we show that, provided $\varepsilon$ and $\delta$ converge to 0 in a controlled way, every weak cluster point $\left(u_{0}, d_{0}\right)$ in $W_{0}^{1, p}(\Omega) \times L^{p}\left(\Omega, \mathbf{R}^{N}\right)$ of a sequence $\left(u_{\varepsilon, \delta}, d_{\varepsilon, \delta}\right)$ of solutions of problem (1.4) is itself a solution of the homogenized equation:

$$
\left\{\begin{array}{l}
-\operatorname{div} d-k_{1} \boldsymbol{\Theta}^{-1}\left(-k_{1} u\right) \ni f,  \tag{1.6}\\
\left(\nabla_{x} u, d\right) \in A_{h o m}(x) u \in W_{0}^{1, p}(\Omega),
\end{array}\right.
$$

where $A_{\text {hom }} \in \mathfrak{L L}\left(\Omega, \mathbf{R}^{N}, p, \alpha, \bar{m}\right)$ is defined in terms of the limit of the sequence of unfolded graphs $\mathcal{T}_{\varepsilon}\left(A_{\varepsilon}\right)(x, y)$ alone, while $\boldsymbol{\Theta}$ is the maximal monotone graph (on $\mathbf{R} \times \mathbf{R}$ ) obtained from the limit $A_{0}$ of the sequence of second unfolded graphs $A_{\varepsilon, \delta}(x, z)$ alone. The constant $k_{1}$ is given as $\lim _{(\varepsilon . \delta) \rightarrow(0,0)} \frac{\delta^{\frac{N}{p-1}}}{\varepsilon}$, which, without loss of generality, can be assumed to exist.

The outline of the paper is as follows. Section 2 is devoted to the definition of the unfolding operators and their main properties. In subsection 2.1, we recall the definition of the unfolding operator $\mathcal{T}_{\varepsilon}$ for the periodic case in fixed domains (see [11] and [15] as well as [19] and [20]) and in subsection 2.2 , we recall the unfolding operator $\mathcal{T}_{\varepsilon, \delta}$ depending of two small parameters $\varepsilon$ and $\delta$ corresponding to the scales $\varepsilon$ and $\varepsilon \delta$ (see [12] for the proofs). It was first introduced in a similar form in [6] and [7].

In section 3 we consider the homogenization problem and we state our main result in Theorem 3.4. For simplicity, we assume a homogeneous Dirichlet boundary condition on the outer boundary of the domain, but more general boundary conditions can be assumed there, provided the outer boundary is Lipschitz and the perforations do not intersect it. In each case, we obtain both the unfolded and the classical (standard) form for the limit problem. The operator $\mathcal{T}_{\varepsilon}$ allows to homogenize the coefficients of the differential operators, whereas the operator $\mathcal{T}_{\varepsilon, \delta}$ generates the "strange term" $\Theta$ in the limit in the spirit of [10].

In the Appendix, we recall the definition of maximal monotone operators and of the notion of convergence of maximal monotone graphs (see [16] for the proofs). We also consider sequences of maximal monotone-valued measurable functions, their canonical extensions and we prove key results about their convergence (including a new generalization of Minty's method in Proposition 4.10).

Note that there are many papers in the litterature which study the homogenization problem for perforated domains in the non-linear case. We only refer to [13], [6] and the bibliographies therein. The present paper is the first making use of the unfolding method

## 2 The periodic unfolding operator

In this section we recall, the general properties of the periodic unfolding operator introduced in [11] and of its variants and generalizations introduced in [12].

Let $Y$ be a set containing the origin and having the paving property in $\mathbf{R}^{N}$ (cf. [15]) with respect to a set of $N$ periods ( $b_{1}, \cdots, b_{N}$ ). The classical
example is the unit cube of $\mathbf{R}^{N}$ centered in the origin, $\left.Y=\right]-\frac{1}{2}, \frac{1}{2}\left[{ }^{N}\right.$. We consider the subgroup generated by the periods in $\mathbf{R}^{N}$ and all the corresponding translates of $Y$. To each $x \in \mathbf{R}^{N}$ we can associate its integer part, $[x]_{Y}$ belonging to the subgroup of periods, such that $x-[x]_{Y} \in Y$, the latter being defined as its fractional part, i.e, $\{x\}_{Y}=x-[x]_{Y}$. Therefore we have $x=\varepsilon\left\{\frac{x}{\varepsilon}\right\}_{Y}+\varepsilon\left[\frac{x}{\varepsilon}\right]_{Y}$ for any $x \in \mathbf{R}^{N}$. Without ambiguity, we will drop the subscript $Y$ for the integer part and fractional part functions in the sequel.

Remark 1. This definition is ambiguous, but only on a set of zero measure, which is enough for our purpose.

Let $\Omega$ be an open and bounded set in $\mathbf{R}^{N}$, the sets $\widehat{\Omega}_{\varepsilon}$ and $\Lambda_{\varepsilon}$ are defined respectively as the largest finite union of $\varepsilon Y$ cells contained in $\Omega$ and as the subset of $\Omega$ consisting of the the parts of $\varepsilon Y$ cells intersecting the boundary $\partial \Omega$. More precisely, we have:

$$
\begin{equation*}
\widehat{\Omega}_{\varepsilon}=\left\{x \in \Omega,\left(\varepsilon\left[\frac{x}{\varepsilon}\right]+\varepsilon Y\right) \subset \Omega\right\} \text { and } \quad \Lambda_{\varepsilon}=\Omega \backslash \widehat{\Omega}_{\varepsilon} \tag{2.1}
\end{equation*}
$$

### 2.1 The case of fixed domains: the operator $\mathcal{T}_{\varepsilon}$

We give here the definition of the unfolding operator and its main properties (for details and proofs, the reader is referred to [11] and [15]).

Definition 2.1. The unfolding operator $\mathcal{T}_{\varepsilon}: L^{p}(\Omega) \rightarrow L^{p}(\Omega \times Y)$ is defined as follows for $\phi \in L^{p}(\Omega)$ :

$$
\mathcal{T}_{\varepsilon}(\phi)(x, y)= \begin{cases}\phi\left(\varepsilon\left[\frac{x}{\varepsilon}\right]+\varepsilon y\right) & \text { if }(x, y) \in \widehat{\Omega}_{\varepsilon} \times Y \\ 0 & \text { if }(x, y) \in \Lambda_{\varepsilon} \times Y\end{cases}
$$

Theorem 2.2. (Properties of the operator $\mathcal{T}_{\varepsilon}$ )

1. For any $v, w \in L^{p}(\Omega), \mathcal{T}_{\varepsilon}(v w)=\mathcal{T}_{\varepsilon}(v) \mathcal{T}_{\varepsilon}(w)$.
2. The "exact integration" formula. For every $w \in L^{p}(\Omega)$,
$\frac{1}{|Y|} \int_{\Omega \times Y} \mathcal{T}_{\varepsilon}(w)(x, y) \mathrm{d} x \mathrm{~d} y=\int_{\Omega} w(x) \mathrm{d} x-\int_{\Lambda_{\varepsilon}} w(x) \mathrm{d} x=\int_{\widehat{\Omega}_{\varepsilon}} w(x) \mathrm{d} x$.
3. The $L^{1}$ control. For every $u \in L^{1}(\Omega)$,

$$
\frac{1}{|Y|} \int_{\Omega \times Y}\left|\mathcal{T}_{\varepsilon}(u)\right| \mathrm{d} x \mathrm{~d} y \leq \int_{\Omega}|u| \mathrm{d} x
$$

4. For every $u \in L^{1}(\Omega)$,

$$
\begin{equation*}
\left|\int_{\Omega} u \mathrm{~d} x-\frac{1}{|Y|} \int_{\Omega \times Y} \mathcal{T}_{\varepsilon}(u) \mathrm{d} x \mathrm{~d} y\right| \leq \int_{\Lambda_{\varepsilon}}|u| \mathrm{d} x \tag{2.2}
\end{equation*}
$$

5. Let $\left\{w_{\varepsilon}\right\}$ be a sequence which converges strongly in $L^{p}(\Omega)$ to some $w$, (for $1 \leq p<+\infty$ ). Then,

$$
\mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right) \rightarrow w \text { strongly in } L^{p}(\Omega \times Y)
$$

6. Let $\left\{w_{\varepsilon}\right\}$ be a sequence which converges weakly in $W^{1, p}(\Omega)$ to some $w$ $(1 \leq p<+\infty)$. Then, there exists a subsequence and $\widehat{w} \in L^{p}\left(\Omega ; W_{p e r}^{1, p}(Y)\right)$ such that

$$
\mathcal{T}_{\varepsilon}\left(\nabla w_{\varepsilon}\right) \rightharpoonup \nabla_{x} w+\nabla_{y} \widehat{w} \quad \text { weakly in } L^{p}(\Omega \times Y)
$$

Remark 2. If $u: \mathbf{R}^{N} \rightarrow S$ and $f: S \rightarrow S^{\prime}$, then

$$
\mathcal{T}_{\varepsilon}(f \circ u)=f \circ \mathcal{T}_{\varepsilon}(u)
$$

In particular if $u: \mathbf{R}^{N} \rightarrow S$ and $v: \mathbf{R}^{N} \rightarrow T$, the preceding property applied to the projections $P:(u, v) \mapsto u$ and $Q:(u, v) \mapsto v$ yields

$$
\mathcal{T}_{\varepsilon}((u, v))=\left(\mathcal{T}_{\varepsilon}(u), \mathcal{T}_{\varepsilon}(v)\right)
$$

Therefore, if $F: S \times T \rightarrow R$,

$$
\begin{equation*}
\mathcal{T}_{\varepsilon}(F(u, v))=F\left(\mathcal{T}_{\varepsilon}(u), \mathcal{T}_{\varepsilon}(v)\right) \tag{2.3}
\end{equation*}
$$

Useful particular cases are when $S=\mathbf{R}, T=\mathbf{R}$ and $F:(s, t) \rightarrow s t$ and when $S=\mathbf{R}^{N}, T=\mathbf{R}^{N}$ and $F$ is the dot product.
The previous formulas apply also for functions defined on an open set $\Omega$, with the obvious modifications on the set $\Lambda_{\varepsilon}$.
Remark 3. Property 4 shows that every integral of a function $w$ on $\Omega$, is "almost equivalent" to the integral of its unfolded on $\Omega \times Y$, the "integration defect" arises only from the cells intersecting the boundary $\partial \Omega$ and is controlled by the right hand side integral in (2.2). Hence we deduce the following result.

Proposition 2.3. If $\left\{w_{\varepsilon}\right\}$ is a sequence in $L^{1}(\Omega)$ satisfying

$$
\int_{\Lambda_{\varepsilon}}\left|w_{\varepsilon}\right| \mathrm{d} x \rightarrow 0
$$

then

$$
\int_{\Omega} w_{\varepsilon} \mathrm{d} x-\frac{1}{|Y|} \int_{\Omega \times Y} \mathcal{T}_{\varepsilon}\left(w_{\varepsilon}\right) \mathrm{d} x \mathrm{~d} y \rightarrow 0
$$

We end this subsection by recalling the notion of local average of a function.

Definition 2.4. The local average $M_{Y}^{\varepsilon}: L^{p}(\Omega) \mapsto L^{p}(\Omega)$, is defined for any $\phi$ in $L^{p}(\Omega), 1 \leq p<\infty$, by

$$
M_{Y}^{\varepsilon}(\phi)(x)=\frac{1}{|Y|} \int_{Y} \mathcal{T}_{\varepsilon}(\phi)(x, y) \mathrm{d} y
$$

Remark 4. The function $M_{Y}^{\varepsilon}(\phi)$ is indeed a local average, since
$M_{Y}^{\varepsilon}(\phi)(x)=\frac{1}{|Y|} \int_{Y} \mathcal{T}_{\varepsilon}(\phi)(x, y) \mathrm{d} y= \begin{cases}\frac{1}{\varepsilon^{N}|Y|} \int_{\varepsilon}\left[\frac{x}{\varepsilon}\right]+\varepsilon Y \\ 0, & \text { if } x \in \Lambda_{\varepsilon} .\end{cases}$
Remark 5. Note that $\mathcal{T}_{\mathcal{\varepsilon}}\left(M_{Y}^{\varepsilon}(\phi)\right)=M_{Y}^{\varepsilon}(\phi)$ on the set $\Omega \times Y$.
The next proposition, which is also frequently used, is classical (and also follows from the previous theorem):

Proposition 2.5. Let $\left\{w_{\varepsilon}\right\}$ be a sequence such that $w_{\varepsilon} \rightarrow w$ strongly in $L^{p}(\Omega)$ where $1 \leq p<\infty$. Then we have

$$
M_{Y}^{\varepsilon}\left(w_{\varepsilon}\right) \rightarrow w \quad \text { strongly in } L^{p}(\Omega) .
$$

### 2.2 Unfolding in domains with volume-distributed "small" holes: the operator $\mathcal{T}_{\varepsilon, \delta}$

We consider domains with holes of size $\varepsilon \delta$ ( $\delta$ will go to 0 with $\varepsilon$ ) and $\varepsilon Y$-periodically distributed. More precisely, for a given a given bounded open set $B$ and for $\delta$ small enough (so that $\delta B \subset \subset Y$ ), we denote $Y_{\delta}^{*}$ the set $Y \backslash \delta \bar{B}$ and define the perforated domain $\Omega_{\varepsilon, \delta}^{*}$ as

$$
\begin{equation*}
\Omega_{\varepsilon, \delta}^{*}=\left\{x \in \Omega, \text { such that }\left\{\frac{x}{\varepsilon}\right\} \in Y_{\delta}^{*}\right\} . \tag{2.4}
\end{equation*}
$$



The sets $B$ and $Y_{\delta}^{*}$ and the corresponding $\Omega_{\varepsilon, \delta}^{*}$

This geometry with "small" holes leads to the definition of a new unfolding operator $\mathcal{T}_{\varepsilon, \delta}$ (see [12]), depending on both parameters $\varepsilon$ and $\delta$. In the next sections, we will consider functions $v_{\varepsilon, \delta}$ that vanish on the whole boundary of the perforated domain $\Omega_{\varepsilon, \delta}^{*}$, namely belonging to the space $W_{0}^{1, p}\left(\Omega_{\varepsilon, \delta}^{*}\right)$. They are naturally extended by zero to the whole of $\Omega$ and these extensions still denoted $v_{\varepsilon, \delta}$ are functions in $W_{0}^{1, p}(\Omega)$. This justifies the introduction of $\mathcal{T}_{\varepsilon, \delta}$ on the fix domain $\Omega$ (but keeping in mind that our aim will be to apply it to the extensions).

Definition 2.6. For $\phi \in L^{p}(\Omega),(1 \leq p<\infty)$, the unfolding operator $\mathcal{T}_{\varepsilon, \delta}: L^{p}(\Omega) \rightarrow L^{p}\left(\Omega \times \mathbf{R}^{N}\right)$ is defined as

$$
\mathcal{T}_{\varepsilon, \delta}(\phi)(x, z)= \begin{cases}\mathcal{T}_{\varepsilon}(x, \delta z) & \text { if }(x, z) \in \widehat{\Omega}_{\varepsilon} \times \frac{1}{\delta} Y \\ 0 & \text { otherwise }\end{cases}
$$

The next results follow directly from Theorem 2.2 by using the change of variable $z=(1 / \delta) y$.

Theorem 2.7. (Properties of the operator $\mathcal{T}_{\varepsilon, \delta}$ )

1. For every $v, w \in L^{p}(\Omega), \mathcal{T}_{\varepsilon, \delta}(v w)=\mathcal{T}_{\varepsilon, \delta}(v) \mathcal{T}_{\varepsilon, \delta}(w)$.
2. For $u \in L^{1}(\Omega)$,

$$
\frac{\delta^{N}}{|Y|} \int_{\Omega \times \mathbf{R}^{N}}\left|\mathcal{T}_{\varepsilon, \delta}(u)\right| \mathrm{d} x \mathrm{~d} z \leq \int_{\Omega}|u| \mathrm{d} x
$$

3. For every $u \in L^{p}(\Omega), 1 \leq p<+\infty$,

$$
\left\|\mathcal{T}_{\varepsilon, \delta}(u)\right\|_{L^{p}\left(\Omega \times \mathbf{R}^{N}\right)}^{p} \leq \frac{|Y|}{\delta^{N}}\|u\|_{L^{p}(\Omega)}^{p}
$$

4. For every $u \in L^{1}(\Omega)$,

$$
\left|\int_{\Omega} u \mathrm{~d} x-\frac{\delta^{N}}{|Y|} \int_{\Omega \times \mathbf{R}^{N}} \mathcal{T}_{\varepsilon, \delta}(u) \mathrm{d} x \mathrm{~d} z\right| \leq \int_{\Lambda_{\varepsilon}}|u| \mathrm{d} x
$$

5. Let $u \in W^{1, p}(\Omega)$. Then,

$$
\mathcal{T}_{\varepsilon, \delta}\left(\nabla_{x} u\right)=\frac{1}{\varepsilon \delta} \nabla_{z}\left(\mathcal{T}_{\varepsilon, \delta}(u)\right) \quad \text { in } \quad \Omega \times \frac{1}{\delta} Y
$$

Suppose $N>p \geq 1$, set $p^{*}=p N /(N-p)$ and denote the Sobolev-Poincaré-Wirtinger constant for $W^{1, p}(Y)$ by $C$.
6. Let $\omega$ be open and bounded in $\mathbf{R}^{N}$. Then, the following estimates hold:

$$
\begin{equation*}
\left\|\nabla_{z}\left(\mathcal{T}_{\varepsilon, \delta}(u)\right)\right\|_{L^{p}\left(\Omega \times \frac{1}{\delta} Y\right)}^{p} \leq \frac{\varepsilon^{p}|Y|}{\delta^{N-p}}\|\nabla u\|_{L^{p}(\Omega)}^{p} \tag{2.5}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\mathcal{T}_{\varepsilon, \delta}\left(u-M_{Y}^{\varepsilon}(u)\right)\right\|_{L^{p}\left(\Omega ; L^{p^{*}}\left(\mathbf{R}^{N}\right)\right)}^{p} \leq \frac{C \varepsilon^{p}|Y|}{\delta^{N-p}}\|\nabla u\|_{L^{p}(\Omega)}^{p} \tag{2.6}
\end{equation*}
$$

and

$$
\left\|\mathcal{T}_{\varepsilon, \delta}(u)\right\|_{L^{p}(\Omega \times \omega)}^{p} \leq \frac{2 C \varepsilon^{p}|Y|}{\delta^{N-p}}\|\nabla u\|_{L^{p}(\Omega)}^{p}+2|\omega|\|u\|_{L^{p}(\Omega)}^{p}
$$

7. Let $\left\{v_{\varepsilon, \delta}\right\}$ be a sequence of functions in $W^{1, p}(\Omega)$ which converges weakly to some $v_{0}$ when both $\varepsilon$ and $\delta$ go to zero. Suppose furthermore that $\frac{\varepsilon^{p}}{\delta^{N-p}}$ remains bounded. Then, up to a subsequence, there exist a function $U$ in $L^{p}\left(\Omega ; L_{l o c}^{p}\left(\mathbf{R}^{N}\right)\right)$ and $W$ in $L^{p}\left(\Omega ; L^{p^{*}}\left(\mathbf{R}^{N}\right)\right)$ with $\nabla_{z} W$ in $L^{p}\left(\Omega \times \mathbf{R}^{N}\right)$ such that

$$
\begin{aligned}
& \left(M_{Y}^{\varepsilon}\left(v_{\varepsilon, \delta}\right) 1_{\frac{1}{\delta} Y}-\mathcal{T}_{\varepsilon, \delta}\left(v_{\varepsilon, \delta}\right)\right) \rightharpoonup W \quad \text { weakly in } L^{p}\left(\Omega ; L^{p^{*}}\left(\mathbf{R}^{N}\right)\right), \\
& \nabla_{z}\left(\mathcal{T}_{\varepsilon, \delta}\left(v_{\varepsilon, \delta}\right)\right) 1_{\frac{1}{\delta} Y} \rightharpoonup-\nabla_{z} W \quad \text { weakly in } L^{p}\left(\Omega \times \mathbf{R}^{N}\right), \\
& \mathcal{T}_{\varepsilon, \delta}\left(v_{\varepsilon, \delta}\right) \rightharpoonup U \quad \text { weakly in } L^{p}\left(\Omega ; L_{l o c}^{p}\left(\mathbf{R}^{N}\right)\right) \text { and } \\
& U(x, z)+W(x, z)=v_{0}(x) \text { for a.e. } x \text { and } z \text { in } \Omega \times \mathbf{R}^{n} .
\end{aligned}
$$

Remark 2 above applies in an analogous way to the definition of the unfolded of a dot product .

Concerning the integral formulas, we have the following results, similar to those of the previous subsection which follow from Property 4 in Theorem 2.7:

Proposition 2.8. If $\left\{w_{\varepsilon}\right\}$ is a sequence in $L^{1}(\Omega)$ satisfying

$$
\int_{\Lambda_{\varepsilon}}\left|w_{\varepsilon}\right| \mathrm{d} x \rightarrow 0
$$

then

$$
\int_{\Omega} w_{\varepsilon} \mathrm{d} x-\frac{\delta^{N}}{|Y|} \int_{\Omega \times \mathbf{R}^{N}} \mathcal{T}_{\varepsilon, \delta}\left(w_{\varepsilon}\right) \mathrm{d} x \mathrm{~d} y \rightarrow 0 .
$$

## 3 Homogenization in domains with small holes which are periodically distributed in volume

In this section, we state our main homogenization result. First, we give the definitions of some functional spaces, then we give a convergence result and its proof. Finally, we study the form of the limit problem. Our proofs use the maximal monotone graph theory. For the convenience of the reader we only give the definition of the graphs we will consider while their properties are given in the appendix.

### 3.1 The functional setting

We begin with some definitions.
Let $X$ be a locally uniformly convex reflexive separable Banach space and let $X^{\prime}$ be its dual. The duality product in $X^{\prime} \times X$ is denoted by $\langle\cdot, \cdot\rangle$. The set of maximal monotone operators from $X$ to $X^{\prime}$ is denoted by $\mathfrak{M}\left(X \times X^{\prime}\right)$. Let $\Omega$ be an open set of $\mathbf{R}^{N}$.

Definition 3.1. For a measurable function $m$ from $\Omega$ to $\overline{\mathbf{R}^{+}}$, for $\alpha>0$ and $1<p<+\infty, \mathfrak{L L}(\Omega, X, p, \alpha, m)$ is the set of $A: \Omega \rightarrow \mathfrak{M}\left(X \times X^{\prime}\right)$ such that $A$ is measurable and such that for almost every $t \in \Omega$, for every $(\xi, \eta) \in A(t)$,

$$
\begin{equation*}
\alpha\left(\frac{\|\xi\|^{p}}{p}+\frac{\|\eta\|^{p^{\prime}}}{p^{\prime}}\right) \leq\langle\eta, \xi\rangle+m(t), \tag{3.1}
\end{equation*}
$$

where $p^{-1}+p^{\prime-1}=1$.
Remark 6. The definition of the measurability of $A$ is understood in the sense of [8]. Let $(\Omega, \mathcal{T}, \mu)$ will be a $\sigma$-finite $\mu$-complete measure-space. A function $A: \Omega \rightarrow \mathfrak{M}\left(X \times X^{\prime}\right)$ is measurable if and only if for every open set $U \subset X \times X^{\prime}$ (resp closed set, Borel set, open ball, closed ball),

$$
\{t \in \Omega: A(t) \cap U \neq \emptyset\}
$$

is measurable in $\Omega$.
Remark 7. This condition is equivalent to the fact that the maximal monotone graphs are coercive with respect to $\|\cdot\|^{p}$ and that they satisfy a growth condition of the type $\|\eta\|^{p^{\prime}} \leq C\|\xi\|^{p}+m_{1}(t)$. It also has the advantage of being symmetrical with respect to $\xi$ and $\eta$.

Remark 8. If $\alpha>1$, then $\mathfrak{L L}(\Omega, X, p, \alpha, m)$ is empty. Indeed, by Young's inequality, the graph $A(t)$ should be bounded in $X \times X^{\prime}$ for almost every $t \in \Omega$, in contradiction with the maximality of almost every $A(t)$.

Remark 9. From now on, " $\rightarrow$ " will denote the convergence of maximal monotone graphs (this is explained in the appendix).

When $\Omega \subsetneq \mathbf{R}^{N}, A: \Omega \rightarrow \mathfrak{M}\left(X \times X^{\prime}\right)$ is unfolded as follows:
Definition 3.2. Let $\Omega \subsetneq \mathbf{R}^{N}$ and $A: \Omega \rightarrow \mathfrak{M}\left(X \times X^{\prime}\right)$. First $A$ is extended to $\mathbf{R}^{N}$ by $\alpha\|\xi\|^{p-2} F(\xi)$, where $F$ is the duality mapping of $X$. This extension is still denoted by $A$. The unfolded graph $\mathcal{T}_{\varepsilon}(A)$ is now defined on $\mathbf{R}^{N} \times Y$, but only its restriction to $\Omega \times Y$ will be used.

The perforated domain $\Omega_{\varepsilon, \delta}^{*}$ is defined by (2.4). Assume that the operator $A_{\varepsilon}$ belongs to $\mathfrak{L L}(\Omega, X, p, \alpha, m)$. For $f_{\varepsilon} \in W^{-1, p^{\prime}}(\Omega)$, consider the following
problem denoted $\mathcal{P}_{\varepsilon, \delta}$ :

$$
\left\{\begin{array}{l}
\text { Find } u_{\varepsilon, \delta} \in W_{0}^{1, p}\left(\Omega_{\varepsilon, \delta}^{*}\right) \text { such that }  \tag{3.2}\\
\int_{\Omega}\left\langle d_{\varepsilon, \delta}, \nabla \varphi\right\rangle \mathrm{d} x=\left\langle f_{\varepsilon}, \varphi\right\rangle_{W^{-1, p^{\prime}}(\Omega), W_{0}^{1, p}(\Omega)} \\
\left(\nabla u_{\varepsilon, \delta}(x), d_{\varepsilon, \delta}(x)\right) \in A_{\varepsilon}(x), \\
\forall \varphi \in W_{0}^{1, p^{\prime}}\left(\Omega_{\varepsilon, \delta}^{*}\right) .
\end{array}\right.
$$

Remark 10. The previous variational problem can be expressed as follows:

$$
\left\{\begin{array}{l}
-\operatorname{div} d_{\varepsilon, \delta}=f_{\varepsilon} \text { in } \mathcal{D}^{\prime}\left(\Omega_{\varepsilon, \delta}^{*}\right),  \tag{3.3}\\
\left(\nabla u_{\varepsilon, \delta}(x), d_{\varepsilon, \delta}(x)\right) \in A_{\varepsilon}(x), \\
u_{\varepsilon, \delta} \in W_{0}^{1, p}\left(\Omega_{\varepsilon, \delta}^{*}\right) .
\end{array}\right.
$$

The following result is a direct application of Theorem 1.1 above.
Theorem 3.3. There exists at least one solution $(u, d)$ in $W_{0}^{1, p}\left(\Omega_{\varepsilon, \delta}^{*}\right) \times$ $L^{p^{\prime}}\left(\Omega ; \mathbf{R}^{N}\right)$ for problem $\mathcal{P}_{\varepsilon, \delta}$. Moreover, if $A_{\varepsilon}$ satisfies some strict monotonicity condition for a.e. $x \in \Omega_{\varepsilon, \delta}^{*}$, the solution is unique.

Remark 11. We still denote $u_{\varepsilon, \delta}$ and $d_{\varepsilon, \delta}$ the extension by zero of $u_{\varepsilon, \delta}$ and $d_{\varepsilon, \delta}$ to the whole $\Omega$.

In the sequel, we will suppose that $N>p$ and we will study the asymptotic behavior of problem $\mathcal{P}_{\varepsilon, \delta}$, as $\varepsilon$ and $\delta=\delta(\varepsilon)$ are such that there exists a positive constant $k_{1}$ satisfying

$$
\begin{equation*}
k_{1}=\lim _{\varepsilon \rightarrow 0} \frac{\delta^{\frac{N}{p}-1}}{\varepsilon}, \quad \text { with } 0 \leq k_{1} \leq \infty . \tag{3.4}
\end{equation*}
$$

Remark 12. Since $\varepsilon$ and $\delta$ satisfy (3.4), for simplicity we will say that $\varepsilon$ goes to zero instead of $(\varepsilon, \delta)$ goes to $(0,0)$.
Remark 13. The cases $k_{1}=0$ and $k_{1}=\infty$ are simpler and will be briefly discussed later.

We introduce the following functional spaces which play a crucial role in the statement of our main result:

$$
\begin{align*}
& K_{B}=\left\{\Phi \in L^{p^{*}}\left(\mathbf{R}^{N}\right) ; \nabla \Phi \in L^{p}\left(\mathbf{R}^{N}\right),\left.\quad \Phi\right|_{B} \text { is constant }\right\}  \tag{3.5}\\
& K_{B}^{0}=\left\{\Phi \in L^{p^{*}}\left(\mathbf{R}^{N}\right) ; \nabla \Phi \in L^{p}\left(\mathbf{R}^{N}\right),\left.\Phi\right|_{B}=0\right\} . \tag{3.6}
\end{align*}
$$

We denote the constant value which an element $\Phi$ of $K_{B}$ takes on $B$ by $\Phi(B)$. It is known that $K_{B}$ is a Banach space when endowed with the norm

$$
\|\Phi\|_{K_{B}} \doteq\left(|\Phi(B)|^{p}+\|\nabla \Phi\|_{L^{p}\left(\mathbf{R}^{N}\right)}^{p}\right)^{\frac{1}{p}}
$$

and that $K_{B}^{0}$ is a closed hyperplane of $K_{B}$.

We also denote by $\widetilde{K}_{B}$ :
$\widetilde{K}_{B} \doteq\left\{\Phi-\Phi(B) ; \Phi \in K_{B}\right\}=\left\{\Psi \in L_{\mathrm{loc}}^{p^{*}}\left(\mathbf{R}^{N}\right), \Psi=0\right.$ on $\left.B, \nabla \Psi \in L^{p}\left(\mathbf{R}^{N}\right)\right\}$.
For $\Psi=\Phi-\Phi(B)$, let $\ell(\Psi)$ denote the real number $-\Phi(B)$. Then, $\widetilde{K}_{B}$ is also a Banach space for the norm

$$
\|\Psi\|_{\widetilde{K}_{B}} \doteq\left(|\ell(\Psi)|^{p}+\|\nabla \Psi\|_{L^{p}\left(\mathbf{R}^{N}\right)}^{p}\right)^{\frac{1}{p}},
$$

Note that $\ell$ is a continuous linear form on $\widetilde{K}_{B}$. The number $\ell(\Psi)$ represents the limit at infinity for $\Psi$ (in the sense that $\Psi-\ell(\Psi) \in L^{p *}\left(\mathbf{R}^{N}\right)$ ). Its kernel is exactly $K_{B}^{0}$.

### 3.2 The unfolded homogenization result

We derive here the unfolded formulation of the limit problem for $\mathcal{P}_{\varepsilon, \delta}$. In the limit we will observe the contribution of the periodic oscillations as well as the contribution of the perforations.

Here is the main result of this section.
Theorem 3.4. Assume $1<p<\infty, p^{-1}+p^{-1}=1, m_{\varepsilon}$ is in $L^{1}(\Omega), \alpha>0$ and let $\Omega_{\varepsilon, \delta}^{*}$ be given by (2.4). Let $A_{\varepsilon} \in \mathfrak{L L}\left(\Omega, \mathbf{R}^{N}, p, \alpha, m_{\varepsilon}\right)$ for every $\varepsilon>0$.

Assume that there exists measurable maps $m_{1} \in L^{1}(\Omega \times Y), m_{2} \in L^{1}(\Omega \times$ $\left.\mathbf{R}^{N}\right), A \in \mathfrak{L L}\left(\Omega \times Y, \mathbf{R}^{N}, p, \alpha, m_{1}\right)$ and $A_{0} \in \mathfrak{L L}\left(\Omega \times \mathbf{R}^{N}, \mathbf{R}^{N} p, \alpha, m_{2}\right)$ such that as $\varepsilon$ goes to 0 , the following convergences hold

$$
\begin{align*}
\mathcal{T}_{\varepsilon}\left(m_{\varepsilon}\right) & \rightarrow m_{1} \text { strongly in } L^{1}(\Omega \times Y)  \tag{3.7}\\
\delta^{N} \mathcal{T}_{\varepsilon, \delta}\left(m_{\varepsilon}\right) & \rightarrow m_{2} \text { strongly in } L^{1}\left(\Omega \times \mathbf{R}^{N}\right)  \tag{3.8}\\
\mathcal{T}_{\varepsilon}\left(A_{\varepsilon}\right)(x, y) & \rightarrow A(x, y),  \tag{3.9}\\
A_{\varepsilon, \delta}(x, z) & \rightarrow A_{0}(x, z), \tag{3.10}
\end{align*}
$$

with

$$
\begin{equation*}
(\xi, \eta) \in A_{\varepsilon, \delta}(x, z) \Leftrightarrow\left(\delta^{-N / p} \xi, \delta^{-N / p^{\prime}} \eta\right) \in \mathcal{T}_{\varepsilon, \delta}\left(A_{\varepsilon}\right)(x, z) . \tag{3.11}
\end{equation*}
$$

Assume $f_{\varepsilon} \rightarrow f$ strongly in $W^{-1, p^{\prime}}(\Omega)$ as $\varepsilon \rightarrow 0$.
Then, the set $\left(u_{\varepsilon, \delta}, d_{\varepsilon, \delta}\right)_{\varepsilon>0}$ of solutions of all the problems $\mathcal{P}_{\varepsilon, \delta}$ is weakly compact in $W_{0}^{1, p}(\Omega) \times L^{p^{\prime}}\left(\Omega ; \mathbf{R}^{N}\right)$.
For every weak limit point $\left(u_{0}, d_{0}\right) \in W_{0}^{1, p}(\Omega) \times L^{p^{\prime}}\left(\Omega ; \mathbf{R}^{N}\right)$, there exists $(\hat{u}, \hat{d}) \in W_{p e r}^{1, p}(Y) \times L^{p^{\prime}}\left(Y ; \mathbf{R}^{N}\right)$ and $\left(U, \xi_{0}\right) \in L^{p}\left(\Omega ; \widetilde{K}_{B}\right) \times L^{p^{\prime}}\left(\Omega ; \mathbf{R}^{N}\right)$ such that there is a subsequence $\left(\varepsilon_{n}, \delta_{n}\right)_{n \geq 1}$ with $\varepsilon_{n} \rightarrow 0, \delta_{n} \rightarrow 0$ satisfying (3.4)
and

$$
\left\{\begin{array}{l}
u_{\varepsilon_{n}, \delta_{n}} \rightharpoonup u_{0} \quad \text { weakly in } W_{0}^{1, p}(\Omega),  \tag{3.12}\\
\mathcal{T}_{\varepsilon_{n}}\left(\nabla u_{\varepsilon_{n}, \delta_{n}}\right) \rightharpoonup \nabla u_{0}+\nabla_{y} \hat{u} \quad \text { weakly in } L^{p}(\Omega \times Y), \\
d_{\varepsilon_{n}, \delta_{n}} \rightharpoonup d_{0} \quad \text { weakly in } L^{p^{\prime}}\left(\Omega ; \mathbf{R}^{N}\right), \\
\mathcal{T}_{\varepsilon_{n}}\left(d_{\varepsilon_{n}, \delta_{n}}\right) \rightharpoonup d_{0}+\hat{d} \text { weakly in } L^{p^{\prime}}(\Omega \times Y), \\
\mathcal{T}_{\varepsilon_{n}, \delta_{n}}\left(u_{\varepsilon_{n}, \delta_{n}}\right) \rightharpoonup U \quad \text { weakly in } L^{p}\left(\Omega ; L_{l o c}^{p}\left(\mathbf{R}^{N}\right)\right), \\
\ell(U)=u_{0} \text { for a.e. } x \in \Omega, \\
\nabla_{z}\left(\mathcal{T}_{\varepsilon_{n}, \delta_{n}}\left(u_{\varepsilon_{n}, \delta_{n}}\right)\right) 1_{\frac{1}{\delta} Y} \rightharpoonup \nabla_{z} U \quad \text { weakly in } L^{p}\left(\Omega \times \mathbf{R}^{N}\right), \\
\delta_{n}^{N / p^{\prime}} \mathcal{T}_{\varepsilon_{n}, \delta_{n}}\left(d_{\varepsilon_{n}, \delta_{n}}\right) \rightharpoonup \xi_{0} \quad \text { weakly in } L^{p^{\prime}}\left(\Omega \times \mathbf{R}^{N}\right),
\end{array}\right.
$$

as $n \rightarrow \infty$, with

$$
\begin{array}{r}
\int_{Y} \hat{d} \mathrm{~d} y=0 \text { and } \int_{Y}\left\langle\hat{d}, \nabla_{y} \varphi\right\rangle \mathrm{d} y=0 \forall \varphi \in W_{p e r}^{1, p}(Y), \\
\int_{\Omega \times\left(\mathbf{R}^{N} \backslash \bar{B}\right)}\left\langle\xi_{0}, \varphi \nabla_{z} v\right\rangle \mathrm{d} z=0 \quad \forall(\varphi, v) \in W_{0}^{1, p}\left(\Omega \times \mathbf{R}^{N}\right) \times K_{B}^{0} . \tag{3.14}
\end{array}
$$

Moreover,

$$
\begin{equation*}
\int_{\Omega}\left\langle d_{0}, \nabla_{x} \psi\right\rangle \mathrm{d} x-\frac{k_{1}}{|Y|} \int_{\Omega \times \partial B}\left(\xi_{0} \cdot \nu_{B}\right) \psi \mathrm{d} x \mathrm{~d} \sigma_{z}=\int_{\Omega} f \psi \mathrm{~d} x \tag{3.15}
\end{equation*}
$$

for all $\psi \in W_{0}^{1, p}(\Omega)$, where $\nu_{B}$ is the inward normal vector on $\partial B$ and $\mathrm{d} \sigma_{z}$ is its surface measure.

Furthermore,

$$
\begin{aligned}
& \left(\nabla u_{0}+\nabla_{y} \hat{u}, d_{0}+\hat{d}\right) \in A(x, y) \text { for a.e. }(x, y) \in \Omega \times Y, \\
& \left(k_{1} \nabla_{z} U, \xi_{0}\right) \in A_{0}(x, z) \text { for a.e. }(x, z) \in \Omega \times\left(\mathbf{R}^{N} \backslash \bar{B}\right) .
\end{aligned}
$$

Remark 14. For the linear case, the proof of theorem 3.4 was given in [12].
Remark 15. The case of the periodic homogenization for similar problems involving pseudo-monotone operators was treated in [6] using a result of [2] which immediately implies that the sequence ( $\nabla u_{\varepsilon, \delta}$ ) converges almost everywhere. In the case of Theorem 3.4, this is not true, and the crux of the proof is to overcome this difficulty, using a non-standard form of Minty's method (see Lemma 4.2).
Remark 16. Note that $A_{\varepsilon, \delta}$ belongs to $\mathfrak{L L}\left(\hat{\Omega}_{\varepsilon} \times \frac{1}{\delta} Y, \mathbf{R}^{N}, p, \alpha, \delta^{N} \mathcal{T}_{\varepsilon, \delta}(m)\right)$.
Indeed, first recalling the definition (3.11) of $A_{\varepsilon, \delta}$ we have that for almost every $(x, z) \in \hat{\Omega}_{\varepsilon} \times \frac{1}{\delta} Y,(\xi, \eta) \in A_{\varepsilon, \delta}(x, z)$ iff $\left(\delta^{-N / p} \xi, \delta^{-N / p^{\prime}} \eta\right) \in \mathcal{T}_{\varepsilon, \delta}\left(A_{\varepsilon}\right)(x, z)$. Next, from relation (3.1) in the definition of $\mathfrak{L L}\left(\Omega, \mathbf{R}^{N}, p, \alpha, m\right)$ together with the fact that $\mathcal{T}_{\varepsilon, \delta}\left(A_{\varepsilon}\right)$ belongs to $\mathfrak{L L}\left(\hat{\Omega}_{\varepsilon} \times \frac{1}{\delta} Y, \mathbf{R}^{N}, p, \alpha, \delta^{N} \mathcal{T}_{\varepsilon, \delta}\left(m_{\varepsilon}\right)\right)$, we
deduce that for almost every $(t, u) \in \hat{\Omega}_{\varepsilon} \times \frac{1}{\delta} Y$, for every $(\xi, \eta) \in A_{\varepsilon, \delta}(t, u)$, we have

$$
\alpha\left(\frac{\left\|\delta^{-N / p} \xi\right\|^{p}}{p}+\frac{\left\|\delta^{-N / p^{\prime}} \eta\right\|^{p^{\prime}}}{p^{\prime}}\right) \leq\left\langle\delta^{-N / p^{\prime}} \eta, \delta^{-N / p} \xi\right\rangle+\mathcal{T}_{\varepsilon, \delta}\left(m_{\varepsilon}\right)(t, u)
$$

hence the result by multiplying this inequality by $\delta^{N}$.
A similar (albeit simpler) result holds for $\mathcal{T}_{\varepsilon}\left(A_{\varepsilon}\right)$.
Remark 17. Note that if $m_{\varepsilon}$ converges strongly to $m$ in $L^{1}$ then convergences (3.7) and (3.8) hold.

Remark 18. For simplicity, we will not relabel the subsequences and denote them all as $(\varepsilon, \delta)$.
Example 1. The case of periodic $A_{\varepsilon}$. Suppose that $A_{\varepsilon}$ is of the form $A_{\varepsilon}(x)=B\left(\frac{x}{\varepsilon}\right)$, with $B$ in $\mathcal{L} \mathcal{L}\left(Y, \mathbf{R}^{N}, p, \alpha, m_{0}\right)$ and extended by $Y$-periodicity. Then, it easily follows that condition (3.9) is satisfied with $A(x, y) \doteq B(y)$. If furthermore, $B(y)$ is continuous at $y=0$ (in the sense of maximal monotone graphs), then condition (3.10) is satisfied, $A_{0}$ being the following graph associated with $B(0)$ :

$$
(\xi, \eta) \in A_{0} \Longleftrightarrow
$$

there is a sequence $\left(\delta^{\frac{-N}{p}} \xi_{\delta}, \eta_{\delta}\right) \in B(0)$ such that $\lim _{\delta \rightarrow 0}\left(\xi_{\delta}, \delta^{\frac{N}{p^{\prime}}} \eta_{\delta}\right)=(\xi, \eta)$.
This is the normalized asymptote graph of $B(0)$ because the factors $\delta^{\frac{-N}{p}}$ and $\delta^{\frac{N}{p^{\prime}}}$ take into account the growth condition satisfied by $B$.

Example 2. The case of the oscillating $p$-Laplacian corresponds to the single-valued $B(y)$ given by $\eta=b(y)|\xi|^{p-2} \xi$, where $b$ is measurable, $Y$ periodic, bounded below by $\alpha$ and above by $\alpha^{1-p^{\prime}}$. Then, one easily checks that $A(x, y)(\xi) \doteq b(y)|\xi|^{p-2} \xi$. If $b$ is continuous at $y=0$, the maximal monotone graph $A_{0}$ is also single-valued and given by $A_{0}(\xi) \doteq b(0)|\xi|^{p-2} \xi$.

We begin the proof of theorem 3.4 with two elementary lemmas.
Lemma 3.5. Let $\delta_{0}>0$. Then, for $N>p$, the set

$$
\bigcup_{0<\delta<\delta_{0}}\left\{\phi \in W_{p e r}^{1, p}(Y) ; \phi=0 \quad \text { on } \quad \delta B\right\}
$$

is dense in $W_{p e r}^{1, p}(Y)$.
Proof. Let $\psi \in C_{p e r}^{\infty}(\bar{Y})$ be fixed. Consider $\phi \in W_{p e r}^{1, p}(Y)$ smooth such that $\operatorname{supp}(\phi) \subset B(O, 2), \phi=1$ on $B(O, 1)$. Let $\phi_{\delta}$ be such that $\phi_{\delta}(x)=\phi\left(\frac{x}{\delta}\right)$, then $\left|\nabla \phi_{\delta}\right| \leq \frac{C}{\delta}$. Define $\Phi_{\delta}=\left(1-\phi_{\delta}\right) \psi$, we see that
$\left\|\Phi_{\delta}-\psi\right\|_{L^{p}(Y)}+\left\|\nabla \Phi_{\delta}-\nabla \psi\right\|_{L^{p}(Y)} \leq \int_{2 \delta B(O, 1)}|\psi|^{p} \mathrm{~d} y+\int_{2 \delta B(O, 1)}|\nabla \psi|^{p} \mathrm{~d} y$

$$
+\int_{2 \delta B(O, 1)}\left|\nabla \phi_{\delta}\right|^{p}|\psi|^{p} \mathrm{~d} y
$$

Using the definition of $\phi_{\delta}$, one gets

$$
\int_{2 \delta B(O, 1)}\left|\nabla \phi_{\delta}\right|^{p}|\psi|^{p} \mathrm{~d} y \leq C \delta^{N-p}\|\psi\|_{L^{\infty}(Y)}^{p}
$$

hence, we deduce that

$$
\Phi_{\delta} \rightarrow \psi \quad \text { strongly in } W_{p e r}^{1, p}(Y) \text { as } \delta \rightarrow 0
$$

Since $W_{p e r}^{1, p}(Y)$ is the closure of $C_{p e r}^{\infty}(\bar{Y})$ in the $W^{1, p}$-norm, a density argument completes the proof.

Lemma 3.6. Assume (3.4), and let $v$ be in $K_{B}$. For $\delta$ small enough, set

$$
w_{\varepsilon, \delta}(x)=v(B)-v\left(\frac{1}{\delta}\left\{\frac{x}{\varepsilon}\right\}_{Y}\right) \quad \text { for } x \in \mathbb{R}^{N}
$$

Then, for $0<k_{1}<\infty$,

$$
\begin{equation*}
\left.w_{\varepsilon, \delta} \rightharpoonup v(B) \quad \text { weakly in } W_{l o c}^{1, p}\left(\mathbb{R}^{N}\right) \text { (hence weakly in } W^{1, p}(\Omega)\right) \tag{3.17}
\end{equation*}
$$

For $k_{1}=0, w_{\varepsilon, \delta} \rightarrow v(B)$ strongly in $W_{l o c}^{1, p}\left(\mathbb{R}^{N}\right)$ (hence strongly in $W^{1, p}(\Omega)$ ).

Furthermore, $w_{\varepsilon, \delta}$ vanishes outside $\Omega_{\varepsilon, \delta}^{*}$ and

$$
\begin{equation*}
\mathcal{T}_{\varepsilon, \delta}\left(\nabla w_{\varepsilon, \delta}\right)=-\frac{1}{\varepsilon \delta} \nabla_{z} v \quad \text { in } \quad \widehat{\Omega}_{\varepsilon} \times \frac{1}{\delta} Y \tag{3.18}
\end{equation*}
$$

The proof of this lemma is similar to the proof of Lemma 4.2 from [12].

The proof of Theorem 3.4 uses several intermediate results. Throughout the proof, to simplify the notations, we only write $\varepsilon, \delta$ instead of $\varepsilon_{n}, \delta_{n}$.

The first step is
Proposition 3.7. Under assumptions of Theorem 3.4, the set of solutions $\left(u_{\varepsilon, \delta}, d_{\varepsilon, \delta}\right)_{\varepsilon>0}$ of the problem $\mathcal{P}_{\varepsilon, \delta}$ is weakly compact in $W_{0}^{1, p}(\Omega) \times L^{p^{\prime}}\left(\Omega ; \mathbf{R}^{N}\right)$. For every weak limit point $\left(u_{0}, d_{0}\right) \in W_{0}^{1, p}(\Omega) \times L^{p^{\prime}}\left(\Omega ; \mathbf{R}^{N}\right)$, there exists $(\hat{u}, \hat{d}) \in W_{p e r}^{1, p}(Y) \times L^{p^{\prime}}\left(Y ; \mathbf{R}^{N}\right)$ and $\left(U, \xi_{0}\right) \in L^{p}\left(\Omega ; \widetilde{K}_{B}\right) \times L^{p^{\prime}}\left(\Omega ; \mathbf{R}^{N}\right)$ and a subsequence $\left(\varepsilon_{n}, \delta_{n}\right)_{n \geq 1}$ going to $(0,0)$ and satisfying (3.4) such that, as $n \rightarrow \infty$, (3.12), (3.13), (3.14) and (3.15) are satisfied.

Proof. The proof (given here for the case $k_{1}>0$ ) is broken down in four steps.

- Step one: weak compactness of the unfolded sequences $\left(\mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon, \delta}\right), \mathcal{T}_{\varepsilon}\left(d_{\varepsilon, \delta}\right)\right)$.

From inequality (3.1) and taking $u_{\varepsilon, \delta}$ as a test function in equation (3.2), we deduce that the sequence $\left(u_{\varepsilon, \delta}\right)_{\varepsilon}$ is bounded in $W^{1, p}(\Omega)$ and the sequence $\left(d_{\varepsilon, \delta}\right)_{\varepsilon}$ is bounded in $L^{p^{\prime}}\left(\Omega ; \mathbf{R}^{N}\right)$. Hence they are weakly compact.

Assume now $u_{\varepsilon, \delta} \rightharpoonup u_{0}$ weakly in $W_{0}^{1, p}(\Omega)$ and $d_{\varepsilon_{n}, \delta} \rightharpoonup d_{0}$ in $L^{p^{\prime}}\left(\Omega ; \mathbf{R}^{N}\right)$. By Theorem 2.2 (6), up to a subsequence, there is some $\hat{u} \in L^{p}\left(\Omega ; W_{\text {per }}^{1, p}(Y)\right)$ such that

$$
\mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon, \delta}\right) \rightharpoonup \nabla_{x} u_{0}+\nabla_{y} \hat{u}
$$

weakly in $L^{p}\left(\mathbf{R}^{N} \times Y ; \mathbf{R}^{N}\right)$. Consequently, the sequence $\mathcal{T}_{\varepsilon}\left(d_{\varepsilon, \delta}\right)$ is bounded in the space $L^{p^{\prime}}\left(\mathbf{R}^{N} \times Y\right)$. Using Theorem 2.2 (3), again up to a subsequence, there exists some $\eta \in L^{p^{\prime}}\left(\mathbf{R}^{N} \times Y\right)$, so that $\mathcal{T}_{\varepsilon}\left(d_{\varepsilon, \delta}\right) \rightharpoonup \eta$ and $d_{0}=\frac{1}{|Y|} \int_{Y} \eta(y) \mathrm{d} y$. So, setting $\hat{d}=\eta-d_{0}$, one has $\int_{Y} \hat{d} \mathrm{~d} y=0$ and

$$
\mathcal{T}_{\varepsilon}\left(d_{\varepsilon, \delta}\right) \rightharpoonup d_{0}+\hat{d} \text { weakly in } L^{p^{\prime}}\left(\mathbf{R}^{N} \times Y\right)
$$

- Step two: the equation satisfied by the corresponding weak limits.

Let $\varphi \in \mathcal{D}(\Omega)$ and $\psi \in C^{\infty}\left(\mathbf{R}^{N}\right)$, such that $\psi$ is $Y$-periodic and vanishes on a neighborhood of the origin. The function $\varphi_{\varepsilon}(x)=\varepsilon \varphi(x) \psi(x / \varepsilon)$ is a valid test function for (3.2). As $\varepsilon \rightarrow 0$, by Theorem $2.2, \varphi_{\varepsilon} \rightharpoonup 0$ weakly in $W^{1, p}(\Omega)$ and $\mathcal{T}_{\varepsilon}\left(\nabla \varphi_{\varepsilon}\right) \rightarrow \varphi(x) \nabla \psi(y)$ strongly in $L^{p}\left(\Omega ; W_{\text {per }}^{1, p}(Y)\right)$, so that going to the limit in

$$
\frac{1}{|Y|} \int_{\mathbf{R}^{N} \times Y}\left\langle\mathcal{T}_{\varepsilon}\left(d_{\varepsilon, \delta}\right), \mathcal{T}_{\varepsilon}\left(\nabla \varphi_{\varepsilon}\right)\right\rangle \mathrm{d} x \mathrm{~d} y=\int_{\Omega} f_{\varepsilon, \delta} \varphi_{\varepsilon} \mathrm{d} x .
$$

gives

$$
\frac{1}{|Y|} \int_{\Omega \times Y}\left\langle d_{0}(x)+\hat{d}(x, y), \varphi(x) \nabla \psi(y)\right\rangle \mathrm{d} x \mathrm{~d} y=0 .
$$

Since $\varphi$ is arbitrary and $N>p$ and making use of Lemma 3.5, we deduce that for almost every $x \in \Omega$, for every $\psi \in W_{\text {per }}^{1, p}(Y)$,

$$
\frac{1}{|Y|} \int_{Y}\left\langle\hat{d}(x, y), \nabla_{y} \psi(y)\right\rangle \mathrm{d} y=0
$$

i.e. $-\operatorname{div} \hat{d}(x, \cdot)=0$ in $\left(\mathcal{C}_{\text {per }}^{\infty}\right)^{\prime}(Y)$. This is (3.13), the first equation of the unfolded formulation for the limit problem.

- Step three: weak convergence (up to a subsequence) of the unfolded sequences $\left(\mathcal{T}_{\varepsilon, \delta}\left(u_{\varepsilon, \delta}\right)\right),\left(\nabla_{z} \mathcal{T}_{\varepsilon, \delta}\left(u_{\varepsilon, \delta}\right)\right)$ and $\left(\delta^{N / p^{\prime}} \mathcal{T}_{\varepsilon, \delta}\left(d_{\varepsilon, \delta}\right)\right)$.

Using property 7 of Theorem 2.7, we know that there exists a $U$ in $L^{p}\left(\Omega ; L_{l o c}^{p}\left(\mathbf{R}^{N}\right)\right)$ such that (again, up to a subsequence),

$$
\begin{equation*}
\mathcal{T}_{\varepsilon, \delta}\left(u_{\varepsilon, \delta}\right) \rightharpoonup U \quad \text { weakly in } L^{p}\left(\Omega ; L_{l o c}^{p}\left(\mathbf{R}^{N}\right)\right) \tag{3.19}
\end{equation*}
$$

Furthermore, Proposition 2.5 gives

$$
\begin{equation*}
M_{Y}^{\varepsilon}\left(u_{\varepsilon, \delta}\right) 1_{\frac{1}{\delta} Y} \rightarrow u_{0} \text { strongly in } L^{p}\left(\Omega ; L_{l o c}^{p}\left(\mathbf{R}^{N}\right)\right) \tag{3.20}
\end{equation*}
$$

On the other hand, using property 7) of Theorem 2.7 we deduce that there exists a $W$ in $L^{p}\left(\Omega ; L^{p^{*}}\left(\mathbf{R}^{N}\right)\right)$ with $\nabla_{z} W$ in $L^{p}\left(\Omega \times \mathbf{R}^{N}\right)$ with

$$
\begin{equation*}
M_{Y}^{\varepsilon}\left(u_{\varepsilon, \delta}\right) 1_{\frac{1}{\delta} Y}-\mathcal{T}_{\varepsilon, \delta}\left(u_{\varepsilon, \delta}\right) \rightharpoonup W \tag{3.21}
\end{equation*}
$$

weakly in $L^{p}\left(\Omega ; L^{p^{*}}\left(\mathbf{R}^{N}\right)\right)$. From (3.19), (3.20) and (3.21), it follows that

$$
U+W=u_{0} \quad \text { and } \nabla_{z} U=-\nabla_{z} W
$$

Finally, by Theorem $2.7(7)$ again, the following weak convergence in $L^{p}(\Omega \times$ $\mathbf{R}^{N}$ ) holds:

$$
\begin{equation*}
\nabla_{z}\left(\mathcal{T}_{\varepsilon, \delta}\left(u_{\varepsilon, \delta}\right)\right) 1_{\frac{1}{\delta} Y}=\varepsilon \delta \mathcal{T}_{\varepsilon, \delta}\left(\nabla u_{\varepsilon, \delta}\right) \rightharpoonup \nabla_{z} U \tag{3.22}
\end{equation*}
$$

Recalling Definition 2.6, we know that $\mathcal{T}_{\varepsilon, \delta}\left(u_{\varepsilon, \delta}\right)=0$ in $\Omega \times B$, so that using (3.19), we obtain that

$$
U=0 \text { on } \Omega \times B
$$

Therefore, $W=u_{0}-U$ belongs to $L^{p}\left(\Omega ; K_{B}\right)$ and this implies that

$$
W(\cdot, B)=\ell(U)=u_{0} \text { in } L^{p}(\Omega)
$$

Now set

$$
\begin{equation*}
\xi_{\varepsilon, \delta}=\delta^{N / p^{\prime}} \mathcal{T}_{\varepsilon, \delta}\left(d_{\varepsilon, \delta}\right) \tag{3.23}
\end{equation*}
$$

By definition,

$$
\begin{equation*}
\xi_{\varepsilon, \delta} \in A_{\varepsilon, \delta}\left(\delta^{\frac{N}{p}} \mathcal{T}_{\varepsilon, \delta}\left(\nabla u_{\varepsilon, \delta}\right)\right) \tag{3.24}
\end{equation*}
$$

Since the sequence $\left(d_{\varepsilon, \delta}\right)$ is bounded in $L^{p^{\prime}}\left(\Omega \times \mathbf{R}^{N}\right)$, Theorem $2.7(3)$ implies that there exists $\xi_{0}$ such that (up to a subsequence),

$$
\begin{equation*}
\xi_{\varepsilon, \delta} \rightharpoonup \xi_{0} \text { weakly in } L^{p^{\prime}}\left(\Omega \times \mathbf{R}^{N}\right) \tag{3.25}
\end{equation*}
$$

Furthermore, using (3.24) together with Theorem 2.7 (5), it follows that

$$
\begin{equation*}
\xi_{\varepsilon, \delta} \in A_{\varepsilon, \delta}\left(\frac{\delta^{N / p-1}}{\varepsilon} \nabla_{z} \mathcal{T}_{\varepsilon, \delta}\left(u_{\varepsilon, \delta}\right)\right) \tag{3.26}
\end{equation*}
$$

- Step four: the equations satisfied by the corresponding weak limits. In order to describe the contribution of the perforations, we use the functions $w_{\varepsilon, \delta}$ introduced in Lemma 3.6 associated with $v \in K_{B} \cap \mathcal{D}\left(\mathbf{R}^{N}\right)$. Recall that these functions vanish on the holes. For $\psi$ in $\mathcal{D}(\Omega)$, using $w_{\varepsilon, \delta} \psi$ as a test function in (3.2), one has

$$
\int_{\Omega_{\varepsilon, \delta}^{*}}\left\langle d_{\varepsilon, \delta}, \psi \nabla w_{\varepsilon, \delta}+w_{\varepsilon, \delta} \nabla \psi\right\rangle \mathrm{d} x=\int_{\Omega_{\varepsilon, \delta}^{*}} f_{\varepsilon} w_{\varepsilon, \delta} \psi \mathrm{d} x
$$

For simplicity, let us denote by $E_{\varepsilon}^{1}$ and $E_{\varepsilon}^{2}$ the terms:

$$
\begin{aligned}
& E_{\varepsilon}^{1}=\int_{\Omega_{\varepsilon, \delta}^{*}}\left\langle d_{\varepsilon, \delta}, \nabla w_{\varepsilon, \delta}\right\rangle \psi \mathrm{d} x \\
& E_{\varepsilon}^{2}=\int_{\Omega_{\varepsilon, \delta}^{*}}\left\langle d_{\varepsilon, \delta}, \nabla \psi\right\rangle w_{\varepsilon, \delta} \mathrm{d} x
\end{aligned}
$$

First, recalling convergence (3.17) together with the strong convergence of the sequence $\left(f_{\varepsilon}\right)$, we know that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left(E_{\varepsilon}^{1}+E_{\varepsilon}^{2}\right)=v(B) \int_{\Omega} f \psi \mathrm{~d} x \tag{3.27}
\end{equation*}
$$

We study separately each term of the left-hand side of the previous expression. Let us start with the second one. From the strong convergence of $\left(w_{\varepsilon, \delta}\right)$ in $L_{\text {loc }}^{p}$ to $v(B)$ (which follows from (3.17)), together with the weak convergence of $\left(d_{\varepsilon, \delta}\right)$ in $L^{p^{\prime}}$, we deduce that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} E_{\varepsilon}^{2}=v(B) \int_{\Omega}\left\langle d_{0}, \nabla \psi\right\rangle \mathrm{d} x \tag{3.28}
\end{equation*}
$$

We now apply the unfolding operator $\mathcal{T}_{\varepsilon, \delta}$ to the the first term (equality follows from the fact that $\psi$ has a compact support in $\Omega$ ):

$$
\begin{aligned}
E_{\varepsilon}^{1} & =\frac{\delta^{N}}{|Y|} \int_{\Omega \times \frac{1}{\delta} Y}\left\langle\mathcal{T}_{\varepsilon, \delta}\left(d_{\varepsilon, \delta}\right), \mathcal{T}_{\varepsilon, \delta}\left(\nabla w_{\varepsilon, \delta}\right)\right\rangle \mathcal{T}_{\varepsilon, \delta}(\psi) \mathrm{d} x \mathrm{~d} z \\
& =\frac{1}{|Y|} \int_{\Omega \times \frac{1}{\delta} Y}\left\langle\delta^{N / p^{\prime}} \mathcal{T}_{\varepsilon, \delta}\left(d_{\varepsilon, \delta}\right), \delta^{N / p} \mathcal{T}_{\varepsilon, \delta}\left(\nabla w_{\varepsilon, \delta}\right)\right\rangle \mathcal{T}_{\varepsilon, \delta}(\psi) \mathrm{d} x \mathrm{~d} z
\end{aligned}
$$

With our notations, $E_{\varepsilon}^{1}$ can be rewritten as

$$
E_{\varepsilon}^{1}=\frac{1}{|Y|} \int_{\Omega \times \frac{1}{\delta} Y}\left\langle\xi_{\varepsilon, \delta}, \frac{\delta^{N / p-1}}{\varepsilon}\left(-\nabla_{z} v\right)\right\rangle \mathcal{T}_{\varepsilon, \delta}(\psi) \mathrm{d} x \mathrm{~d} z
$$

On the other hand, using the inequality

$$
\left\|\mathcal{T}_{\varepsilon, \delta}(\psi)-\psi\right\|_{L^{\infty}\left(\widehat{\Omega}_{\varepsilon} \times \frac{1}{\delta} Y\right)} \leq C \varepsilon\|\nabla \psi\|_{L^{\infty}(\Omega)}
$$

we deduce that the following convergence holds uniformly

$$
\begin{equation*}
\mathcal{T}_{\varepsilon, \delta}(\psi) \rightarrow \psi \tag{3.29}
\end{equation*}
$$

Putting now $(3.4),(3.25)$ and (3.29) together, we obtain that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} E_{\varepsilon}^{1}=\frac{k_{1}}{|Y|} \int_{\Omega \times \mathbf{R}^{N}}\left\langle\xi_{0},\left(-\nabla_{z} v\right)\right\rangle \psi \mathrm{d} x \mathrm{~d} z \tag{3.30}
\end{equation*}
$$

From (3.27), (3.28) and (3.30), the limit equation becomes:

$$
\begin{align*}
& v(B) \int_{\Omega \times Y}\left\langle d_{0}, \nabla \psi\right\rangle \mathrm{d} x-\frac{k_{1}}{|Y|} \int_{\Omega \times \mathbf{R}^{N} \backslash B}\left\langle\xi_{0}, \psi \nabla_{z} v\right\rangle \mathrm{d} x \mathrm{~d} z \\
& =v(B) \int_{\Omega} f \psi \mathrm{~d} x \tag{3.31}
\end{align*}
$$

which, by density, holds true for all $\psi \in W_{0}^{1, p}(\Omega)$ and $v \in K_{B}$. Choosing $v(B)=0$ in (3.31) gives (3.14). This implies that

$$
\begin{equation*}
-\operatorname{div}_{z} \xi_{0}=0 \text { in } \mathcal{D}^{\prime}\left(\Omega \times\left(\mathbf{R}^{N} \backslash \bar{B}\right)\right) \tag{3.32}
\end{equation*}
$$

Now, Stoke's formula associated with (3.32), gives for every $v$ in $K_{B}$

$$
\begin{equation*}
\int_{\mathbf{R}^{N} \backslash \bar{B}}\left\langle\xi_{0}, \nabla_{z} v\right\rangle \mathrm{d} z=v(B) \int_{\partial B}\left(\xi_{0} \cdot \nu_{B}\right) \mathrm{d} \sigma_{z} \tag{3.33}
\end{equation*}
$$

Multiplying (3.33) by $\psi$, integrating over $\Omega$ and combining with (3.31) gives (3.15).

We introduce a new functional space $K^{p}(\Omega ; B)$ to which the function $W$ obtained in (3.21) already belongs:

$$
\begin{equation*}
K^{p}(\Omega ; B)=\left\{V \in L^{p}\left(\Omega ; K_{B}\right) \text { such that } V(x, B) \in W_{0}^{1, p}(\Omega)\right\} \tag{3.34}
\end{equation*}
$$

with the norm:

$$
\begin{equation*}
\|V\|_{K^{p}(\Omega ; B)}^{p}=\|V\|_{L^{p}\left(\Omega \times \mathbf{R}^{N}\right)}^{p}+\left\|\nabla_{z} V\right\|_{L^{p}\left(\Omega ; L^{p^{*}}\left(\mathbf{R}^{N} \backslash \bar{B}\right)\right)}^{p}+\left\|\nabla_{x} V(., B)\right\|_{L^{p}(\Omega)}^{p} \tag{3.35}
\end{equation*}
$$

Proposition 3.8. For all $V \in K^{p}(\Omega, B)$,

$$
\begin{align*}
& \frac{1}{|Y|} \int_{\Omega \times Y}\left\langle d_{0}, \nabla_{x} V(x, B)\right\rangle \mathrm{d} x \mathrm{~d} y-\frac{k_{1}}{|Y|} \int_{\Omega \times \mathbf{R}^{N} \backslash \bar{B}}\left\langle\xi_{0}, \nabla_{z} V(x, B)\right\rangle \mathrm{d} x \mathrm{~d} z \\
& =\int_{\Omega} f V(x, B) \mathrm{d} x \tag{3.36}
\end{align*}
$$

Proof. For almost every $x \in \Omega, V(x, \cdot)$ belongs to $K_{B}$, so by (3.33), one gets

$$
\begin{equation*}
\int_{\mathbf{R}^{N} \backslash \bar{B}}\left\langle\xi_{0}, \nabla_{z} V(x, z)\right\rangle \mathrm{d} z=V(x, B) \int_{\partial B}\left(\xi_{0} \cdot \nu_{B}\right) \mathrm{d} \sigma_{z} \tag{3.37}
\end{equation*}
$$

Denote by $\psi$ the function $V(x, B)$ and integrate (3.37) over $\Omega$. Combining the result with (3.15) gives the required conclusion (3.36).

Proposition 3.9 ("convergence of the energy"). Under the previous hypotheses, the following convergence holds (this extends the convergence of the energy of the linear symetric case). For every $\phi$ in $\mathcal{D}(\Omega)$,

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow \infty} \int_{\Omega}\left\langle d_{\varepsilon, \delta}, \nabla\left(u_{\varepsilon, \delta} \phi\right)\right\rangle \mathrm{d} x=\int_{\Omega}\left\langle d_{0}, \nabla \phi\right\rangle u_{0} \mathrm{~d} x+ \\
& \int_{\Omega}\left\langle d_{0}, \nabla u_{0}\right\rangle \phi \mathrm{d} x+\frac{k_{1}}{|Y|} \int_{\Omega \times \mathbf{R}^{N} \backslash \bar{B}}\left\langle\xi_{0}, \nabla_{z} U_{0}\right\rangle \phi \mathrm{d} x \mathrm{~d} z \tag{3.38}
\end{align*}
$$

Proof. : Let $\phi$ be arbitrary in $\mathcal{D}(\Omega)$ and apply Proposition 3.8 for the function $\phi(x) W(x, z)$ (for $W$ given by (3.21)), which belongs to $K^{p}(\Omega, B)$ (since $W$ does). Recall that by (3.2), $W(x, B)=u_{0}(x)$ and that $\nabla_{z} W=-\nabla_{z} U$. It follows

$$
\begin{align*}
& \int_{\Omega}\left\langle d_{0}, \nabla \phi\right\rangle u_{0} \mathrm{~d} x+\int_{\Omega}\left\langle d_{0}, \nabla u_{0}\right\rangle \phi \mathrm{d} x \\
& +\frac{k_{1}}{|Y|} \int_{\Omega \times \mathbf{R}^{N} \backslash \bar{B}}\left\langle\xi_{0}, \nabla_{z} U_{0}\right\rangle \phi \mathrm{d} x \mathrm{~d} z=\int_{\Omega} f u_{0} \phi \mathrm{~d} x \tag{3.39}
\end{align*}
$$

On the other hand, using $\left(u_{\varepsilon, \delta} \phi\right)$ as a test function in (3.2) yields

$$
\begin{equation*}
\int_{\Omega}\left\langle d_{\varepsilon, \delta}, \nabla\left(u_{\varepsilon, \delta} \phi\right)\right\rangle \mathrm{d} x=\int_{\Omega} f_{\varepsilon} u_{\varepsilon, \delta} \phi \mathrm{d} x . \tag{3.40}
\end{equation*}
$$

Since $u_{\varepsilon, \delta} \rightharpoonup u_{0}$ weakly in $W^{1, p}$ and $\left(f_{\varepsilon}\right) \rightarrow f$ strongly in $W^{-1, p^{\prime}}$, equality (3.39) implies

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \int_{\Omega}\left\langle d_{\varepsilon, \delta}, \nabla\left(u_{\varepsilon, \delta} \phi\right)\right\rangle \mathrm{d} x=\int_{\Omega}\left\langle d_{0}, \nabla \phi\right\rangle u_{0} \mathrm{~d} x+ \\
& \int_{\Omega}\left\langle d_{0}, \nabla u_{0}\right\rangle \phi \mathrm{d} x+\frac{k_{1}}{|Y|} \int_{\Omega \times \mathbf{R}^{N} \backslash \bar{B}}\left\langle\xi_{0}, \nabla_{z} U_{0}\right\rangle \phi \mathrm{d} x \mathrm{~d} z
\end{aligned}
$$

Moreover, expanding the left-hand side of (3.40), we have

$$
\begin{align*}
\int_{\Omega}\left\langle d_{\varepsilon, \delta}, \nabla\left(u_{\varepsilon, \delta} \phi\right)\right\rangle \mathrm{d} x= & \int_{\Omega}\left\langle d_{\varepsilon, \delta}, \nabla u_{\varepsilon, \delta}\right\rangle \phi \mathrm{d} x \\
& +\int_{\Omega}\left\langle d_{\varepsilon, \delta}, \nabla \phi\right\rangle u_{\varepsilon, \delta} \mathrm{d} x \tag{3.41}
\end{align*}
$$

Since $\left(d_{\varepsilon, \delta}\right)$ converges weakly in $L^{p^{\prime}}$ and $\left(u_{\varepsilon, \delta}\right)$ converges strongly in $L^{p}$ (by Rellich's theorem), one obtains

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\Omega}\left\langle d_{\varepsilon, \delta}, \nabla \phi\right\rangle u_{\varepsilon, \delta} \mathrm{d} x=\int_{\Omega}\left\langle d_{0}, \nabla \phi\right\rangle u_{0} \mathrm{~d} x \tag{3.42}
\end{equation*}
$$

Combining with (3.39), (3.41) and (3.42), gives (3.38) and concludes the proof.

Equality (3.38) is the key to showing that the limit functions in Theorem 3.4 belong to the appropriate limit maximal monotone graphs. This is stated in the next proposition.

Proposition 3.10. Under the assumptions of Theorem 3.4, the following inclusions hold:

$$
\begin{align*}
& \left(\nabla u_{0}+\nabla_{y} \hat{u}, d_{0}+\hat{d}\right) \in A(x, y) \text { for a.e. }(x, y) \in \Omega \times Y  \tag{3.43}\\
& \quad\left(k_{1} \nabla_{z} U_{0}, \xi_{0}\right) \in A_{0}(x, z) \text { for a.e. }(x, z) \in \Omega \times\left(\mathbf{R}^{N} \backslash \bar{B}\right)
\end{align*}
$$

Proof. The idea of the proof is to separate the contributions in the variables $y$ and $z$. This is achieved by splitting the constant 1 in two functions as follows.

For each $\delta$, let $\left(v_{\delta}\right)$ be a function in $K_{B} \cap \mathcal{D}\left(\mathbf{R}^{N}\right)$ such that $v_{\delta} \geq 0$, $v_{\delta}(B) \equiv 1$ and which increases to 1 as $\delta$ decreases to 0 . Assume furthermore that the support of each $v_{\delta}$ is included in $\frac{1}{\sqrt{\delta}} Y$. For $\delta$ small enough, set

$$
\tilde{v}_{\varepsilon, \delta}(x)=v_{\delta}\left(\frac{1}{\delta}\left\{\frac{x}{\varepsilon}\right\}_{Y}\right) \quad \text { for } x \in \mathbb{R}^{N}, \text { and } \tilde{w}_{\varepsilon, \delta}=1-v_{\varepsilon, \delta}
$$

It is easy to check that

$$
\tilde{v}_{\varepsilon, \delta} \rightarrow 0 \quad \text { and } \tilde{w}_{\varepsilon, \delta} \rightarrow 1 \text { a.e. in } \Omega .
$$

(this follows from the fact that the measure of support of $v_{\delta}$ is a $\left.o\left(1 / \delta^{N}\right)\right)$ ). Furthermore, $\tilde{w}_{\varepsilon, \delta}$ vanishes in the holes $\Omega \backslash \Omega_{\varepsilon, \delta}^{*}$ and

$$
\begin{equation*}
\mathcal{T}_{\varepsilon, \delta}\left(\tilde{v}_{\varepsilon, \delta}\right)=v_{\delta} \tag{3.44}
\end{equation*}
$$

which therefore increases to 1 in $\mathbf{R}^{N}$.
Choose some non negative $\phi$ in $\mathcal{D}(\Omega)$ (i.e. $\phi \in \mathcal{D}^{+}(\Omega)$ ), and write

$$
\begin{align*}
\int_{\Omega}\left\langle d_{\varepsilon, \delta}, \nabla u_{\varepsilon, \delta}\right\rangle \phi \mathrm{d} x= & \int_{\Omega}\left\langle d_{\varepsilon, \delta}, \tilde{w}_{\varepsilon, \delta} \nabla u_{\varepsilon, \delta}\right\rangle \phi \mathrm{d} x \\
& +\int_{\Omega}\left\langle d_{\varepsilon, \delta}, \tilde{v}_{\varepsilon, \delta} \nabla u_{\varepsilon, \delta}\right\rangle \phi \mathrm{d} x \tag{3.45}
\end{align*}
$$

Consider each term of the right-hand side of the previous equality. The first one is unfolded with $\mathcal{T}_{\varepsilon}$. Since $\phi$ has a compact support in $\Omega$, for $\varepsilon$ small enough this gives the equality

$$
\begin{align*}
& \int_{\Omega}\left\langle d_{\varepsilon, \delta}, \nabla u_{\varepsilon, \delta}\right\rangle \phi \tilde{w}_{\varepsilon, \delta} \mathrm{d} x= \\
& \frac{1}{|Y|} \int_{\Omega \times Y}\left\langle\mathcal{T}_{\varepsilon}\left(d_{\varepsilon, \delta}\right), \mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon, \delta}\right)\right\rangle \mathcal{T}_{\varepsilon}(\phi) \mathcal{T}_{\varepsilon}\left(\tilde{w}_{\varepsilon, \delta}\right) \mathrm{d} x \mathrm{~d} y \tag{3.46}
\end{align*}
$$

Similarly, the second term of the right-hand side of (3.45) is unfolded with $\mathcal{T}_{\varepsilon, \delta}$. Recalling the definition (3.23) of $\xi_{\varepsilon, \delta}$ together with (3.44) we get:

$$
\begin{align*}
& \int_{\Omega}\left\langle d_{\varepsilon, \delta}, \nabla u_{\varepsilon, \delta}\right\rangle \phi \tilde{v}_{\varepsilon, \delta} \mathrm{d} x= \\
& \frac{1}{|Y|} \int_{\Omega \times \frac{1}{\delta} Y}\left\langle\xi_{\varepsilon, \delta}, \frac{\delta^{\frac{N}{p}-1}}{\varepsilon} \nabla_{z} \mathcal{T}_{\varepsilon, \delta}\left(u_{\varepsilon, \delta}\right)\right\rangle \mathcal{T}_{\varepsilon, \delta}(\phi) v_{\delta} \mathrm{d} x \mathrm{~d} z \tag{3.47}
\end{align*}
$$

We can now rewrite (3.45) as

$$
\begin{align*}
& \int_{\Omega}\left\langle d_{\varepsilon, \delta}, \nabla u_{\varepsilon, \delta}\right\rangle \phi \mathrm{d} x=  \tag{3.48}\\
& \frac{1}{|Y|} \int_{\Omega \times Y}\left\langle\mathcal{T}_{\varepsilon}\left(d_{\varepsilon, \delta}\right), \mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon, \delta}\right)\right\rangle \mathcal{T}_{\varepsilon}(\phi) \mathcal{T}_{\varepsilon}\left(\tilde{w}_{\varepsilon, \delta}\right) \mathrm{d} x \mathrm{~d} y+ \\
& \frac{1}{|Y|} \int_{\Omega \times \mathbf{R}^{N}}\left\langle\xi_{\varepsilon, \delta}, \frac{\delta^{\frac{N}{p}-1}}{\varepsilon} \nabla_{z} \mathcal{T}_{\varepsilon, \delta}\left(u_{\varepsilon, \delta}\right)\right\rangle \mathcal{T}_{\varepsilon, \delta}(\phi) v_{\delta} \mathrm{d} x \mathrm{~d} z
\end{align*}
$$

Consider the measure space $\mathcal{O}$ which is the disjoint union of $\Omega \times Y$ and of $\Omega \times \mathbf{R}^{N}$ with the standard Lebesgue measure $M$ (in theory, we should use two distinct copies of $\Omega$ !). In the space $L^{p}\left(O ; \mathbf{R}^{N}\right)$ and its dual space $L^{p^{\prime}}\left(O ; \mathbf{R}^{N}\right)$, consider the sequences

$$
\begin{aligned}
\alpha_{\varepsilon, \delta} & =\left(\mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon, \delta}\right), \frac{\frac{\delta}{}_{\frac{N}{p}-1}^{\varepsilon}}{\varepsilon}{ }_{z} \mathcal{T}_{\varepsilon, \delta}\left(u_{\varepsilon, \delta}\right)\right) \\
\beta_{\varepsilon, \delta} & =\left(\mathcal{T}_{\varepsilon}\left(d_{\varepsilon, \delta}\right), \xi_{\varepsilon, \delta}\right)
\end{aligned}
$$

By Lemma 3.7 together with Theorem 2.7, we know that
$\alpha_{\varepsilon, \delta} \quad \rightharpoonup \alpha_{0} \doteq\left(\nabla_{x} u_{0}+\nabla_{y} \hat{u}, k_{1} \nabla_{z} U\right)$ weakly in $L^{p}(\Omega \times Y) \times L^{p}\left(\Omega \times \mathbf{R}^{N}\right)$,
$\beta_{\varepsilon, \delta} \rightharpoonup \beta_{0} \doteq\left(d_{0}+\hat{d}, \xi_{0}\right)$ weakly in $L^{p^{\prime}}(\Omega \times Y) \times L^{p^{\prime}}\left(\Omega \times \mathbf{R}^{N}\right)$.
On the other hand, (3.13), and (3.48) read as

$$
\begin{gather*}
\lim _{\varepsilon \rightarrow 0}\left(\int_{\Omega \times Y}\left\langle\mathcal{T}_{\varepsilon}\left(d_{\varepsilon, \delta}\right), \mathcal{T}_{\varepsilon}\left(\nabla u_{\varepsilon, \delta}\right)\right\rangle \mathcal{T}_{\varepsilon}(\phi) \mathcal{T}_{\varepsilon}\left(\tilde{w}_{\varepsilon, \delta}\right) \mathrm{d} x \mathrm{~d} y+\right. \\
\left.\int_{\Omega \times \mathbf{R}^{N}}\left\langle\xi_{\varepsilon, \delta}, \frac{\delta^{\frac{N}{p}-1}}{\varepsilon} \nabla_{z} \mathcal{T}_{\varepsilon, \delta}\left(u_{\varepsilon, \delta}\right)\right\rangle \mathcal{T}_{\varepsilon, \delta}(\phi) v_{\delta} \mathrm{d} x \mathrm{~d} z\right)= \\
\lim _{\varepsilon \rightarrow 0} \int_{\mathcal{O}} \alpha_{\varepsilon, \delta} \beta_{\varepsilon, \delta} \Phi_{\varepsilon, \delta} d M= \\
\int_{\mathcal{O}} \alpha_{0} \beta_{0} \Phi_{0} d M=  \tag{3.49}\\
\int_{\Omega}\left\langle d_{0}+\hat{d}, \nabla_{x} u_{0}+\nabla_{y} \hat{u}\right\rangle \phi \mathrm{d} x \mathrm{~d} y \\
+\int_{\Omega \times \mathbf{R}^{N} \backslash B}\left\langle\xi_{0}, k_{1} \nabla_{z} U\right\rangle \phi \mathrm{d} x \mathrm{~d} z
\end{gather*}
$$

where $\Phi_{\varepsilon, \delta}$ represents the pair $\left(\mathcal{T}_{\varepsilon}(\phi) \mathcal{T}_{\varepsilon}\left(\tilde{w}_{\varepsilon, \delta}\right), \mathcal{T}_{\varepsilon, \delta}(\phi) v_{\delta}\right)$ and $\Phi_{0}$ the pair $(\phi, \phi)$. Moreover, for a.e. $\left(\left(x_{1}, y\right),\left(x_{2}, z\right)\right)$ in $\mathcal{O},\left(\alpha_{\varepsilon, \delta}, \beta_{\varepsilon, \delta}\right)$ belongs to the multivalued graph $\mathcal{B}_{\varepsilon}\left(\left(x_{1}, y\right),\left(x_{2}, z\right)\right)$, where

$$
\mathcal{B}_{\varepsilon}=\left(\mathcal{T}_{\varepsilon} A_{\varepsilon}, A_{\varepsilon, \delta}\right) .
$$

Since $\mathcal{T}_{\varepsilon}(\phi) \mathcal{T}_{\varepsilon}\left(\tilde{w}_{\varepsilon, \delta}\right)$ is bounded and converges to $\phi$ a.e. in $\Omega \times Y$ and $\mathcal{T}_{\varepsilon, \delta}(\phi) v_{\delta}$ is bounded and converges to $\phi$ a.e. in $\Omega \times \mathbf{R}^{N}$ respectively, and since the function 1 can be approximated a.e. in $\Omega$ by a bounded sequence of functions such as $\phi$, applying Proposition 4.10 of the appendix completes the proof.

### 3.3 The standard form for the limit problem

In this section, we prove that the unfolded problem is well-posed and we give the formulation in terms of the macroscopic solution alone.

But let us first recall some properties of the homogenized graph in the bulk (see [16]).
Proposition 3.11. For $\alpha>0, m \in L^{1}(\Omega)$ and $B \in \mathfrak{L} \mathfrak{L}\left(Y, \mathbf{R}^{N}, p, \alpha, \tilde{m}\right)$, define

$$
\begin{gather*}
B_{\text {hom }}=\left\{(\eta, \xi) \in \mathbf{R}^{N} \times \mathbf{R}^{N}: \exists(\hat{u}, \hat{d}) \in W_{\text {per }}^{1, p}(Y) \times L^{p^{\prime}}\left(Y ; \mathbf{R}^{N}\right),\right. \\
\frac{1}{|Y|} \int_{Y} \hat{u}(y) \mathrm{d} y=0, \frac{1}{|Y|} \int_{Y} \hat{d}(y) \mathrm{d} y=0,  \tag{3.50}\\
(\eta+\nabla \hat{u}(y), \xi+\hat{d}(y)) \in B(y) \text { a.e. } y \in Y, \\
\left.\int_{Y}\left\langle\hat{d}, \nabla_{y} \varphi\right\rangle \mathrm{d} y=0 \forall \varphi \in W_{p e r}^{1, p}(Y)\right\} .
\end{gather*}
$$

Then, $B_{\text {hom }}$ belongs to $\mathfrak{M}\left(\mathbf{R}^{N} \times \mathbf{R}^{N}\right)$, and for every $(\eta, \xi) \in B_{\text {hom }}$,

$$
\begin{equation*}
\alpha\left(\frac{\|\eta\|^{p}}{p}+\frac{\|\xi\|^{p^{\prime}}}{p^{\prime}}\right) \leq\langle\xi, \eta\rangle+\frac{1}{|Y|} \int_{Y} \tilde{m}(y) y . \tag{3.51}
\end{equation*}
$$

The above definition can be applied for almost every $x \in \Omega$ to the graphs $A(x, \cdot)$, to give maximal monotone graphs $A_{\text {hom }}(x)$ which belong to $\mathfrak{L L}\left(\Omega, \mathbf{R}^{N}, p, \alpha, \bar{m}\right)$, where

$$
\bar{m}(x)=\frac{1}{|Y|} \int_{Y} m(x, y) d y .
$$

Remark 19. The map $x \mapsto A_{\text {hom }}(x)$ so defined is the H-limit (see [23] and [22]) of the sequence of graphs $A_{\varepsilon}$. Our result is in accordance with the fact that $\mathfrak{L L}\left(\Omega, \mathbf{R}^{N}, p, \alpha, m\right)$ is closed under H -limit (see [9]).

Proposition 3.12. $\left(\nabla_{x} u_{0}(x), d_{0}(x)\right)$ belongs to $A_{\text {hom }}(x)$ for a.e. $x \in \Omega$.
Proof. It follows directly from Definition (3.50) in view of (3.13) and (3.43).

To express the second integral of (3.15) in terms of $u_{0}$ alone, we need another "local problem", which, in this case, is posed on $\mathbf{R}^{N} \backslash \bar{B}$.
Proposition 3.13. For every $\rho \in \mathbf{R}$, the following problem admits a solution (not necessarly unique):

$$
\left\{\begin{array}{l}
\frac{1}{|Y|} \int_{\Omega \times \mathbf{R}^{N} \backslash \bar{B}}\left\langle\chi_{\rho}, \nabla_{z} v\right\rangle \mathrm{d} x \mathrm{~d} z=\rho v(B)  \tag{3.52}\\
\forall v \in K_{B} \\
\left(\nabla_{z} V_{\rho}, \chi_{\rho}\right) \in A_{0}(x, z) \\
V_{\rho} \in K_{B}
\end{array}\right.
$$

where $A_{0}$ is defined in the statement of Theorem 3.4.
Proof. A variant of the Leray-Lions Theorem 1.1 applies for this problem on the space $K_{B}$ (in a slightly different form for an unbounded domain) since the right hand side is a continuous linear form on that space.

Definition 3.14. Let $\theta$ be the possibly multivalued mapping defined by

$$
\begin{equation*}
\theta: \rho \rightarrow\left\{V_{\rho}(B)\right\} \tag{3.53}
\end{equation*}
$$

where the $V_{\rho}$ 's are all the solutions of (3.52).
Lemma 3.15. The mapping $\theta$ is monotone and satisfies

$$
\begin{equation*}
\rho \theta(\rho) \geq C|\rho|^{p} \tag{3.54}
\end{equation*}
$$

It can be extended to a unique maximal monotone operator defined on $\mathbf{R}$ which will be denoted $\boldsymbol{\Theta}$.

Proof. Let us first prove the monotonicity. Let $\left(\nabla_{z} V_{\rho}, \chi_{\rho}\right)$ and $\left(\nabla_{z} V_{\rho^{\prime}}, \chi_{\rho^{\prime}}\right)$ belong to $A_{0}$ so that $V_{\rho}(B) \in \theta(\rho)$ and $V_{\rho}(B) \in \theta\left(\rho^{\prime}\right)$. Since $A_{0}$ is monotone, we have

$$
\left\langle\chi_{\rho}-\chi_{\rho^{\prime}}, \nabla_{z} V_{\rho}-\nabla_{z} V_{\rho^{\prime}}\right\rangle \geq 0
$$

which, by using (3.52) (twice!) implies
$\frac{1}{|Y|} \int_{\Omega \times \mathbf{R}^{N} \backslash \bar{B}}\left\langle\chi_{\rho}-\chi_{\rho^{\prime}}, \nabla_{z} V_{\rho}-\nabla_{z} V_{\rho^{\prime}}\right\rangle \mathrm{d} x \mathrm{~d} z=\left(\rho-\rho^{\prime}\right)\left(V_{\rho}(B)-V_{\rho^{\prime}}(B) \geq 0\right.$.

Let us now establish (3.54). Recalling the growth condition 3.1 satisfied by $A_{0}$, a similar computation gives

$$
\rho V_{\rho}(B)=\frac{1}{|Y|} \int_{\Omega \times \mathbf{R}^{N} \backslash \bar{B}}\left\langle\chi_{\rho}, \nabla_{z} V_{\rho}\right\rangle \mathrm{d} x \mathrm{~d} z \geq \alpha\left(\frac{\left\|\nabla_{z} V_{\rho}\right\|_{L^{p}}^{p}}{p}+\frac{\left\|\chi_{\rho}\right\|_{L^{p^{\prime}}}^{p^{\prime}}}{p^{\prime}}\right)
$$

On the other hand by definition of $V_{\rho}$, we know that there exists $C>0$ such that

$$
\left|V_{\rho}(B)\right| \leq C\left\|\nabla_{z} V_{\rho}\right\|_{L^{p}},
$$

hence the result.
Under monotonicity assumptions together with ((3.54)), the extension of $\theta$ to a unique maximal monotone operator $\boldsymbol{\Theta}$ which is everywhere defined is standard (see [3]).

We can now state the limit equation which follows from the previous lemmas together with (3.36):
Theorem 3.16. Under assumptions of Theorem 3.4, $u_{0}$ is a solution (not necessarly unique) of the homogenized equation:

$$
\left\{\begin{array}{l}
-\operatorname{div} d-k_{1} \boldsymbol{\Theta}^{-1}\left(-k_{1} u\right) \ni f  \tag{3.55}\\
\left(\nabla_{x} u, d\right) \in A_{\text {hom }}(x) \\
u \in W_{0}^{1, p}(\Omega)
\end{array}\right.
$$

Proof. Let $u_{0}$ and $d_{0}, U$ and $\xi_{0}$ be given by Theorem 3.4, set

$$
\rho_{0}=\frac{1}{|Y|} \int_{\Omega \times \partial B}\left(\xi_{0} \cdot \nu_{B}\right) \mathrm{d} x \mathrm{~d} \sigma_{z}
$$

By (3.33) applied with $W \doteq u_{0}-U$ substituted for $v$,

$$
\frac{1}{|Y|} \int_{\mathbf{R}^{N} \backslash \bar{B}}\left\langle\xi_{0}, \nabla_{z} W\right\rangle \mathrm{d} x \mathrm{~d} z=\rho_{0} W(B) \text { for a.e. } x \in \Omega
$$

By (3.43), $\left(k_{1} \nabla_{z} U(x, z), \xi_{0}(x, z)\right) \in A_{0}(x, z)$ so that

$$
\begin{gathered}
\frac{1}{|Y|} \int_{\mathbf{R}^{N} \backslash \bar{B}}\left\langle\xi_{0}, \nabla_{z}\left(-k_{1} W\right)\right\rangle \mathrm{d} x \mathrm{~d} z=-k_{1} \rho_{0} u_{0} \text { for a.e. } x \in \Omega . \\
-k_{1} W(B)=-k_{1} u_{0} \in \boldsymbol{\Theta}\left(\rho_{0}\right) .
\end{gathered}
$$

Since $\boldsymbol{\Theta}$ is a maximal monotone graph (defined on $\mathbf{R}$ ), $\boldsymbol{\Theta}^{-1}$ is also a maximal monotone graph and we conclude that

$$
\left.\rho_{0}=\frac{1}{|Y|} \int_{\partial B}\left(\xi_{0} \cdot \nu_{B}\right) \mathrm{d} x \mathrm{~d} \sigma_{z} \in \Theta^{-1}\left(-k_{1} u_{0}\right)\right)
$$

Recalling the limit formulation (3.15)

$$
\int_{\Omega}\left\langle d_{0}, \nabla_{x} \psi\right\rangle \mathrm{d} x-\frac{k_{1}}{|Y|} \int_{\Omega \times \partial B}\left(\xi_{0} \nu_{B}\right) \psi \mathrm{d} \sigma_{z}=\int_{\Omega} f \psi \mathrm{~d} x
$$

for all $\psi \in W_{0}^{1, p}(\Omega)$, we deduce that

$$
\int_{\Omega}\left\langle d_{0}, \nabla_{x} \psi\right\rangle \mathrm{d} x-k_{1} \int_{\Omega} \Theta^{-1}\left(-k_{1} u_{0}(x)\right) \psi \mathrm{d} x \ni \int_{\Omega} f \psi \mathrm{~d} x
$$

This is the variational formulation of problem (3.55).
Remark 20. The contribution of the oscillations of the matrix $A^{\varepsilon}$ in the homogenized problem are reflected by the presence of $A_{\text {hom }}$ on the left hand side in (3.55). The contribution of the perforations is the zero order "strange term" $-k_{1} \boldsymbol{\Theta}^{-1}\left(-k_{1} u\right)$.
Remark 21.

1. For the case $k_{1}=0$ the statement of Theorem 3.16 remains valid in its simpler form: the small holes have no influence at the limit (no "strange term"). The proof is actually simpler: by Lemma 3.6, in this case, the sequence ( $w_{\varepsilon, \delta}$ ) converges strongly to $v(B)$ in $W^{1, p}(\Omega)$. Consequently, when going to the limit in (3.2), the contribution of the first term $E_{\varepsilon}^{1}$ vanishes. There is no need to use the second unfolding, and the result is the same as in [16].
2. The case of $\lim \frac{\delta^{\frac{N}{p}-1}}{\varepsilon}=\infty$ is easy to analyse: from Theorem 2.7 (6),

$$
\mathcal{T}_{\varepsilon, \delta}\left(u_{\varepsilon, \delta}\right) \rightharpoonup u_{0} \text { weakly in } L^{p}\left(\Omega ; L_{l o c}^{p *}\left(\mathbf{R}^{N}\right)\right)
$$

On the other hand, since $\mathcal{T}_{\varepsilon, \delta}\left(u_{\varepsilon, \delta}\right)=0$ in $\Omega \times B$, this implies that $u_{0}=0$. Therefore, the influence of the Dirichlet hole is so strong that it forces the convergence of the solutions to 0 . In this case, it would be interesting to obtain an equivalent of $u_{\varepsilon \delta}$ if there is any.

## 4 Appendix: Maximal monotone graphs

### 4.1 Notations

In this section we recall some basics notations about monotone and maximal monotone graphs and functions in a Banach space. For more details see $[3,4,5]$.

Let $X$ be a reflexive Banach space and let $X^{\prime}$ be its dual. The duality pairing on $X^{\prime} \times X$ is denoted by $\langle\cdot, \cdot\rangle$.

We consider set-valued operators $A: X \rightarrow X^{\prime}$, that is, maps that assign to every point $x \in X$ some set $A x \subset X^{\prime}$. These applications are simply called operators when no confusions may arise. Similarly when no ambiguities arise, $A$ will also denote the graph of the operator $A$, that is the set $\left\{(x, \xi) \in X \times X^{\prime}: \xi \in A x\right\}$. The domain of a graph $A$ is the set,

$$
D(A)=\{x \in X \text { such that } A x \neq \emptyset\} .
$$

The operator $A$ is single-valued on some set $C \subset X$, if for every $\xi \in C$, $A \xi$ contains at most one element. For operators $A, B$, we write $A \subseteq B$ whenever $A \xi \subseteq B \xi$ for every $\xi \in X$.

Monotone and maximal monotone graphs can now be defined:
Definition 4.1. The set $A \subset X \times X^{\prime}$ is a monotone graph (or monotone operator) if for every $\left(\xi_{1}, \eta_{1}\right),\left(\xi_{2}, \eta_{2}\right) \in A$,

$$
\left\langle\eta_{1}-\eta_{2}, \xi_{1}-\xi_{2}\right\rangle \geq 0 .
$$

The monotone graph $A$ is a maximal monotone graph (or maximal monotone operator), if for every monotone graph $B \subset X \times X^{\prime}$, the inclusion $A \subseteq B$ implies $A=B$. The set of all such maximal monotone operators is denoted $\mathfrak{M}\left(X \times X^{\prime}\right)$.

The basic stability result for maximal monotone operators is Minty's original result for the Hibert space setting (see [21]):

Lemma 4.2. Let $A \subset X \times X^{\prime}$ be a maximal monotone operator and $\left(\xi_{n}, \eta_{n}\right)$ belong to $A$. Suppose that, as $n \rightarrow+\infty$,

$$
\begin{array}{ll}
\xi_{n} \rightharpoonup \xi & \text { weakly in } X, \\
\eta_{n} \rightharpoonup \eta & \text { weakly in } X^{\prime}, \\
\liminf _{n \rightarrow+\infty}\left\langle\eta_{n}, \xi_{n}\right\rangle \leq\langle\eta, \xi\rangle, \tag{4.1}
\end{array}
$$

then $(\xi, \eta) \in A$ and

$$
\liminf _{n \rightarrow+\infty}\left\langle\eta_{n}, \xi_{n}\right\rangle=\langle\eta, \xi\rangle .
$$

### 4.2 Convergence of maximal monotone graphs

Following Brezis [3] and Attouch [1], the convergence of maximal monotone graphs is defined as follows:

Definition 4.3. Let $A^{n}, A \in \mathfrak{M}\left(X \times X^{\prime}\right)$ be maximal monotone graphs. The sequence $A^{n}$ converges to $A$ as $n \rightarrow \infty,\left(A^{n} \longmapsto A\right)$, if for every $(\xi, \eta) \in A$ there exists a sequence $\left(\xi_{n}, \eta_{n}\right) \in A^{n}$ such that $\left(\xi_{n}, \eta_{n}\right) \rightarrow(\xi, \eta)$ strongly in $X \times X^{\prime}$ as $n \rightarrow \infty$.

The convergence of graphs ensures that weak limits of elements of $A^{n}$ are in $A$ provided the duality product of the pairs is preserved at the limit. More precisely, one can prove the following theorem in the same way as Lemma 4.2.

Theorem 4.4 (Minty's result). Let $A^{n}, A \subset X \times X^{\prime}$ be maximal monotone graphs, and let $\left(\xi_{n}, \eta_{n}\right) \in A^{n},(\xi, \eta) \in X \times X^{\prime}$. If, as $n \rightarrow+\infty$,

$$
\begin{array}{ll}
A^{n} \mapsto A \\
\xi_{n} \rightharpoonup \xi & \text { weakly in } X \\
\eta_{n} \rightharpoonup \eta & \text { weakly in } X^{\prime} \\
\liminf _{n \rightarrow+\infty}\left\langle\eta_{n}, \xi_{n}\right\rangle \leq\langle\eta, \xi\rangle \tag{4.2}
\end{array}
$$

then $(\xi, \eta) \in A$ and

$$
\liminf _{n \rightarrow+\infty}\left\langle\eta_{n}, \xi_{n}\right\rangle_{n}=\langle\eta, \xi\rangle
$$

### 4.3 Canonical extensions of maximal monotone graphs

Given a $\sigma$-finite measure space $O$ (for simplicity, we denote the measure as $\mathrm{d} x$ ) it is well-known that if $X$ is reflexive, for $1 \leq p<\infty$, the dual space of $L^{p}(O ; X)$ is $L^{p^{\prime}}\left(O ; X^{\prime}\right)$ (with $1 / p+1 / p^{\prime}=1$ ). Given a map $A: O \rightarrow \mathfrak{M}\left(X \times X^{\prime}\right)$, one can define a multivalued operator from $L^{p}(O ; X)$ to $L^{p^{\prime}}\left(O ; X^{\prime}\right)$ as follows:
Definition 4.5. Let $A: O \rightarrow \mathfrak{M}\left(X \times X^{\prime}\right)$, the canonical extension of $A$ from $L^{p}(O ; X)$ to $L^{p^{\prime}}\left(O ; X^{\prime}\right)$, where $1 / p+1 / p^{\prime}=1$, is defined by:

$$
\begin{equation*}
\mathcal{A}=\left\{(u, v) \in L^{p}(O ; X) \times L^{p^{\prime}}\left(O ; X^{\prime}\right):(u(t), v(t)) \in A(t) \text { for a.e. } t \in O\right\} \tag{4.3}
\end{equation*}
$$

One readily checks that $\mathcal{A}$ is monotone.
Proposition 4.6. Let $A: O \rightarrow \mathfrak{M}\left(X \times X^{\prime}\right)$ be measurable. If its canonical extension $\mathcal{A}$ is not empty, then it is maximal monotone.
Remark 22. The maximality of $A(t)$ for almost every $t \in O$ is not sufficient in order to ensure the maximality of $\mathcal{A}$ as the latter could be empty (see [16] for an example).

Concerning the class $\mathfrak{L L}(O, X, p, \alpha, m)$, the following property is known:
Proposition 4.7 (see [16]). Let $\alpha$ be strictly positive and $m$ be in $L^{1}(O)$. If $A$ belongs to $\mathfrak{L} \mathfrak{L}(O, X, p, \alpha, m)$, then $\mathcal{A}$ is maximal monotone, $D(\mathcal{A})=$ $L^{p}(O ; X)$ and $\mathcal{A}$ is surjective.

### 4.4 Convergence of canonical extensions

Given functions $A, A^{n}: O \rightarrow \mathfrak{M}\left(X \times X^{\prime}\right)$ and their canonical extensions $\mathcal{A}, \mathcal{A}^{n}$ one can wonder whether the a.e. pointwise convergence $A^{n}(t) \mapsto A(t)$ implies the convergence of the induced graphs $\mathcal{A}^{n} \mapsto \mathcal{A}$. This is answered as follows (see [16]).

Theorem 4.8. Let $A, A^{n}: O \rightarrow \mathfrak{M}\left(X \times X^{\prime}\right)$ be measurable. Assume
(i) for almost every $t \in O, A^{n}(t) \mapsto A(t)$ as $n \rightarrow \infty$,
(ii) $\mathcal{A}$ and $\mathcal{A}^{n}$ are maximal monotone,
(iii) there exists $\left(\alpha_{n}, \beta_{n}\right) \in \mathcal{A}^{n}$ and $(\alpha, \beta) \in L^{p}(O ; X) \times L^{p^{\prime}}\left(O ; X^{\prime}\right)$ such that $\left(\alpha_{n}, \beta_{n}\right) \rightarrow(\alpha, \beta)$ strongly in $L^{p}(O ; X) \times L^{p^{\prime}}\left(O ; X^{\prime}\right)$ as $n \rightarrow \infty$,
then $\mathcal{A}^{n} \longmapsto \mathcal{A}$.
Remark 23. Assumption (iii) cannot be dropped in general.
Corollary 4.9. Assume $\alpha>0, m_{n} \in L^{1}(O), A^{n} \in \mathfrak{L L}\left(O, X, p, \alpha, m_{n}\right)$ and $A: O \rightarrow \mathfrak{M}\left(X \times X^{\prime}\right)$ measurable. If $m_{n}$ converges strongly to $m$ in $L^{1}(O)$ and if for almost every $t$ in $O, A^{n}(t) \mapsto A(t)$ holds, then $A \in \mathfrak{L L}(O, X, p, \alpha, m)$ and $\mathcal{A}^{n} \longmapsto \mathcal{A}$.

In the case of canonical extensions, there are many possible duality pairings each giving rise to a version of Theorem 4.4. We will show the following generalization of Minty's result (cf. [21]), which is used in the proof of Proposition 3.10 and which involves sequences of such weighted pairings.
Proposition 4.10 (An extension of Minty's result). Under the hypotheses of Corollary 4.9 suppose that

$$
\begin{aligned}
& \xi_{n} \rightharpoonup \xi \quad \text { weakly in } L^{p}(O ; X), \\
& \eta_{n} \rightharpoonup \eta \quad \text { weakly in } L^{p^{\prime}}\left(O ; X^{\prime}\right) \text { and } \\
& \left(\xi_{n}(x), \eta_{n}(x)\right) \in A^{n}(x) \text { for a.e. } x \in O .
\end{aligned}
$$

Suppose furthermore that there is a sequence $\left(\Phi^{k}\right)_{k \in \mathbf{N}}$ of non negative functions of $L^{\infty}(O)$ which is bounded and converges to 1 a.e. in $O$. Assume furthermore that for each $k \in \mathbf{N}$ there exists some sequence $\left(\phi_{n}^{k}\right)_{n \in \mathbf{N}}$ bounded in $L^{\infty}(O)$ and converging a e. to $\Phi^{k}$ with the property that

$$
\begin{equation*}
\liminf _{n \rightarrow+\infty} \int_{O}\left\langle\eta_{n}, \xi_{n}\right\rangle \phi_{n}^{k} \mathrm{~d} x \leq \int_{O}\langle\eta, \xi\rangle \Phi^{k} \mathrm{~d} x . \tag{4.4}
\end{equation*}
$$

Then $(\xi(x), \eta(x)) \in A(x)$ for a.e. $x \in O$.
Proof. By hypothesis, the $\mathcal{A}^{n}$ as well as $\mathcal{A}$ are defined on the whole of $L^{p}(O ; X)$. Since $\mathcal{A}^{n} \mapsto \mathcal{A}$, for each $(\alpha, \beta) \in \mathcal{A}$, there exists a sequence $\left(\alpha_{n}, \beta_{n}\right) \in \mathcal{A}^{n}$ such that $\alpha_{n} \rightarrow \alpha$ in $L^{p}(O ; X)$ and $\beta_{n} \rightarrow \beta$ in $L^{p^{\prime}}\left(O ; X^{\prime}\right)$.

By monotonicity, $\left\langle\xi_{n}(x)-\alpha_{n}(x), \eta_{n}(x)-\beta_{n}(x)\right\rangle \geq 0$ for a.e. $x \in O$. Multiplying by $\phi_{n}^{k} \geq 0$ and integrating over $O$ gives

$$
\begin{equation*}
\int_{O}\left\langle\eta_{n}, \xi_{n}\right\rangle \phi_{n}^{k} \mathrm{~d} x \geq \int_{O}\left\langle\eta_{n}, \beta_{n}\right\rangle \phi_{n}^{k} \mathrm{~d} x+\int_{O}\left\langle\alpha_{n}, \xi_{n}\right\rangle \phi_{n}^{k} \mathrm{~d} x-\int_{O}\left\langle\alpha_{n}, \beta_{n}\right\rangle \phi_{n}^{k} \mathrm{~d} x . \tag{4.5}
\end{equation*}
$$

It is classical (Lebesgue's dominated convergence theorem) that a sequence which is bounded in $L^{\infty}(O)$ and converges a.e. is a mutiplyier for strong convergence in every $L^{q}(O)$ for $q \in[1, \infty)$. Consequently, one can pass to the limit in the right hand side of (4.5) to get
$\liminf _{n \rightarrow \infty} \int_{O}\left\langle\eta_{n}, \xi_{n}\right\rangle \phi_{n}^{k} \mathrm{~d} x \geq \int_{O}\langle\eta, \beta\rangle \Phi^{k} \mathrm{~d} x+\int_{O}\langle\alpha, \xi\rangle \Phi^{k} \mathrm{~d} x-\int_{O}\langle\alpha, \beta\rangle \Phi^{k} \mathrm{~d} x$.
By (4.4),

$$
\int_{O}\langle\eta, \xi\rangle \Phi^{k} \mathrm{~d} x \geq \int_{O}\langle\eta, \beta\rangle \Phi^{k} \mathrm{~d} x+\int_{O}\langle\alpha, \xi\rangle \Phi^{k} \mathrm{~d} x-\int_{O}\langle\alpha, \beta\rangle \Phi^{k} \mathrm{~d} x
$$

which reads

$$
\int_{O}\langle\xi(x)-\alpha(x), \eta(x)-\beta(x)\rangle \Phi^{k}(x) \mathrm{d} x \geq 0
$$

For $k \rightarrow \infty$, the left-hand side of the above inequality converges in a similar way to

$$
\int_{O}\langle\xi(x)-\alpha(x), \eta(x)-\beta(x)\rangle \mathrm{d} x .
$$

This last integral is therefore bounded below by 0 . The maximality of $\mathcal{A}$ now implies $(\xi, \eta) \in \mathcal{A}$, which is equivalent to $\eta(x) \in A(x)(\xi(x))$ a. e. in $O$, completing the proof.

## References

[1] H. Attouch, Variational convergence for functions and operators, Applicable Mathematics Series, Pitman, Boston, Mass.-London, 1984.
[2] L. Boccardo and F. Murat, Almost everywhere convergence of the gradients of solutions to elliptic and parabolic equations, Nonlinear Anal. 19 (1992), 581-597.
[3] H. Brezis, Opérateurs maximaux monotones et semi-groupes de contractions dans les espaces de Hilbert, North Holland Mathematics Studies, No. 5. Notas de Mathematica (50). North Holland Publishing Co., Amsterdam-London; American Elsevier Publishing Co. Inc., New York 1973, vi+183pp.
[4] F.E. Browder, Nonlinear variational inequalities and maximal monotone mappings in Banach spaces, Math. Ann. 183 (1969), 213-231.
[5] F.E. Browder, Nonlinear operators and nonlinear equations of evolution in Banach spaces, Nonlinear functional Analysis, Proc. Sympos. Pure Math. 18 Ameri. Math. Soc., 1976.
[6] J. Casado-Díaz, Two-scale convergence for nonlinear Dirichlet problems in perforated domains, Proc. Royal Soc. Edinburgh, 130 A, (2000), 249-276.
[7] J. Casado-Díaz, M. Luna-Laynez and J. D. Martín, An adaptation of the multi-scale methods for the analysis of very thin reticulated structures, C. R. Acad. Sci. Paris Math. 332, (2001), 223-228.
[8] C. Castaing and M. Valadier, Convex analysis and measurable multifunctions, Lecture Notes in Mathematics Studies, Vol. 580, Springer Verlag, 1977.
[9] V. Chiado'Piat, G. Dal Maso, and A. Defranceschi, G-convergence of monotone operators, C. Ann. Inst. H. Poincaré Anal. Non Linéaire 7 (3) (1990), 123-160.
[10] D. Cioranescu and F. Murat, Un terme étrange venu d'ailleurs, in Nonlinear partial differential equations and their applications, College de France Seminar, II \& III, ed. H.Brezis and J.L.Lions, Research Notes in Math. 60-70, Pitman, Boston (1982), 98-138, 154-178.
[11] D. Cioranescu, A. Damlamian, and G. Griso, Periodic unfolding and homogenization, C. R. Acad. Sci. Paris Math. 335 (2002), no. 1, 99-104.
[12] D. Cioranescu, A. Damlamian, G. Griso and D. Onofrei, The periodic unfolding method for perforated domains and Neumann sieve models, submitted.
[13] G. Dal Maso and I. V. Skrypnik, Asymptotic behaviour of nonlinear Dirichlet problems in perforated domains, Ann. Mat. Pura Appl. (4) 174 (1998) 13-72.
[14] A. Damlamian, Convergence et dualité des fonctions convexes dans les espaces de Banach réflexifs, unpublished, 1975.
[15] A. Damlamian An elementary introduction to Periodic Unfolding, Multiscale problems and Asymptotic Analysis ; proceedings of the Midnig ht Sun Narvik Conference, June 2004, D. Lukkassen, A. Meidell and A. Piatnitski eds, GAKUTO International Series, Math.Sci. Appl. Vol. 24 (2005), Tokyo, p. 119-136.
[16] A. Damlamian, N. Meunier and J. Van Schaftingen, Periodic homogenization for monotone multivalued operators, to appear in Nonlinear Anal.
[17] G. Francfort, F. Murat and L. Tartar Monotone operators in divergence form with $x$-dependent multivalued graphs, Boll. U. M. I. 7 B (2004), 23-59.
[18] J. Leray and J. L. Lions Quelques résultats de Visik sur les problemes elliptiques nonlinéaires par les méthodes de Minty-Browder, Bull. Soc. Math. France, 93 (1965), 97-107.
[19] N. Meunier and J. Van Schaftingen, Reiterated homogenization for elliptic operators, C. R. Acad. Sci. Paris, 340 (2005), no. 3, 209-214.
[20] N. Meunier and J. Van Schaftingen, Reiterated homogenization for elliptic functions, J. Math. Pures Appl. 84 (2005), 1716-1743.
[21] G.J. Minty, Monotone (nonlinear) operators in Hilbert space, Duke Math. J. 29 (1962), 341-346.
[22] F. Murat and L. Tartar H-convergence, Topics in the Mathematical Modelling of Composite Materials (1997), 21-43.
[23] L. Tartar, Cours Peccot, Collège de France, (1977).


[^0]:    Abstract
    Using the periodic unfolding method of Cioranescu, Damlamian and Griso, we study the homogenization for equations of the form

    $$
    -\operatorname{div} d_{\varepsilon}=f, \text { with }\left(\nabla u_{\varepsilon, \delta}(x), d_{\varepsilon, \delta}(x)\right) \in A_{\varepsilon}(x)
    $$

    in a perforated domain with holes of size $\varepsilon \delta$ periodically distributed in the domain, where $A_{\varepsilon}$ is a function whose values are maximal monotone
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