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Abstract. In this paper, we present a method for symbol description
based on both spatio-structural and statistical features computed on el-
ementary visual parts, called ‘vocabulary’. This extracted vocabulary
is grouped by type (e.g., circle, corner) and serves as a basis for an
attributed relational graph where spatial relational descriptors formalise
the links between the vertices, formed by these types, labelled with global
shape descriptors. The obtained attributed relational graph description
has interesting properties that allows it to be used efficiently for recognis-
ing structure and by comparing its attribute signatures. The method is
experimentally validated in the context of electrical symbol recognition
from wiring diagrams.

1 Introduction

Graphics recognition has an extremely rich state-of-the-art literature in symbol
recognition and localisation. However, most methods are particularly suited for
isolated line symbols, not for composed symbols connected to a complex envi-
ronment [1,2]. Considering the problem of symbol localisation in real documents,
composed of individual parts and constrained by spatial relations for instance,
one needs to be able to extract visual parts, characterise their shape description
and formalise the possible links that exist between them. This integration of
spatial relations and shape description of the extracted visual parts is going to
be the core of this paper. The method is very much inspired by a real world
industrial problem [3,4,5]. Fig. 1 shows a few samples of the data related to it.

Global signal based descriptors [6] present a number of inconvenients in our
context. They difficultly accommodate with connected or composite symbols
and they are generally not well adapted for capturing small detail changes. In
statistical approaches, signatures are simple with low computational cost. They
are, unfortunately, primarily designed for applications where line symbols are
isolated [7]. Furthermore, discriminative power and robustness in general appli-
cations usually require optimal selection of features [8] or the fusion of different
classifiers [9]. Besides global signal based descriptors, another idea is to decom-
pose the symbols into either vector based primitives like points, lines and arcs or
into meaningful parts like circles, triangles and rectangles. These primitives are



Fig. 1. A few symbols in
FRESH dataset containing
both linear as well as com-
posite symbols.

then used in structural descriptors like attributed relational graphs (ARG) [10],
region adjacency graphs (RAG) [11], as well as deformable templates [12]. In
addition to the common drawback related to stability issues coming from seg-
mentation and, error-prone raster-to-vector conversion, variability of the size
of the underlying graph structures leads to computational complexity in match-
ing. Structural approaches however, provide a powerful relational representation,
conveying how parts are connected to each other, and are usually considered to
be preserving generality and extensibility.

In this paper, we aim to combine the best of both structural and statistical
approaches, and try to avoid the shortcomings of each of them. To do so, we
decompose symbols by expressing their various parts in a fixed visual vocabu-
lary, using spatial relations, graphs and signal based descriptors to describe the
whole shape. Our symbol description is explained in Section 2. Symbols can be
compared by computing matching scores based on vertex and edge alignment
(cf. Section 3). In Section 4, we validate our method and compare it with the
state-of-the-art. The paper concludes in Section 5. This paper is the extension
of the previously published work [13], where we have validated the use of spatial
relations for symbol recognition, but which did not include the vertex signatures
developed here.

2 Symbol Description

Expanding on previously published work [3,13], we use a set of well controlled
elementary part detectors to define a visual vocabulary. In our case, they consist
of: circles, corners, loose ends and thick (filled) components. More formally, we
denote the type set as,

∑

T
= {Tthick,Tcircle,Tcorner,Textremity}. Such visual

elementary parts are extracted with the help of image treatment analysis oper-
ations [14]. While, in the general case, this vocabulary can be of any kind from
any type of bag-of-features, related to what is visually pertinent in the applica-
tion context under consideration, our current vocabulary is related to electrical
symbols. It can be easily extended to adapt to other domains.

Rather than using the detected elements as a basis for expressing and com-
puting spatial relations, we group them together according to their types, as
shown in Fig. 2. Now, we represent whole symbol by a complete ARG as a 4-
tuple G = (V,E, FA, FE) where V is the set of vertices, E ⊆ V × V is the set of
graph edges, FA : V → AV is a function assigning attributes to the vertices and
AV representing a set of vocabulary type set

∑

T
as well as their global shape
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Fig. 2. ARG description for a symbol from its corresponding visual parts – an example.

signatures S, and FE : E → ℜE is a function assigning labels to the edges where
ℜ represents spatial relations of the edge E. Following the symbol in Fig. 2,
the resulting graph whose attribute type set is {T1,T2,T3}, can be expressed as
G = {

V = {T1,T2,T3},

E = {(T1,T2), (T1,T3), (T2,T3)},

FA = {((T1,Tcircle),ST1
), ((T2,Tcorner),ST2

), ((T3,Textremity),ST3
)},

FE = {((T1,T2),ℜ1,2), ((T1,T3),ℜ1,3), ((T2,T3),ℜ2,3)}}.

Since this forms a complete graph, it is obvious that there exist r = t(t−1)
2

edges for t attribute types. However, because of the use of fixed and completely
labelled attributes, we can avoid the NP-hardness of the matching problem (cf.
Section 3).

In what follows, we explain how edges are labelled with spatial relations,
computed between the vertices, and how vertices are labelled with shape features.
This results in symbols being represented by ARGs like the one depicted in Fig. 2.

Edge Signatures using Spatial Relations. The choice of spatial relation
models depends on configuration of the studied objects. If the objects are far
enough from each other, their relations can be approximated by their centres and
their discretised angle [15]. Otherwise, if they are neither too far nor too close,
relations can be approximated by their minimum bounding rectangle (MBR) [16]
as long as the objects are regular in shape (and their respective MBR are non-
overlapping). Approaches like angle histograms [17], tend to be more capable of
dealing with overlapping. However, since they consider all pixels, their computa-
tional cost increases dramatically. Our work is inspired by the concept of fuzzy
relations that take degrees of truth which is more natural than using standard,
all-or-none relations [18].

Our model can be explained as follows. Given two shapes A and B for which
we want to compute the relative position, and given a reference point Rp, we
cover the surrounding space at regular radial intervals of Θ = 2π/m by using
a radial line. We compute this unique reference point Rp = CA+CB

2 from the
centroids CA and CB of the shapes under consideration. The uniqueness of Rp

thus avoids possible errors related to the choice of either of them as a reference.
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Fig. 3. Computing spatial relations using radial line rotation 	.

As depicted in Fig. 3, the line rotates over a cycle, and intersecting with object
X (A or B), generates a boolean histogram H,

H(X,Rp) = [I(Rp, jΘ)]j=0,...,m−1, where I(Rp, θi) =

{

1 if line(Rp, θi) ∩ X 6= ∅
0 otherwise.

This is extended wlog to the sector defined by two successive angle values (θi
and θi+1) and is normalised with respect to the total area of the studied object
such that

∑

H(.) = 1. This histogram provides both spatial and structural
information. Fig. 3 provides an illustration for an arbitrary object X.

The histogram can be made rotationally invariant by projecting the smallest
angle made by Rp and CX on the horizontal axis. Also, translation does not
affect at all, since it uses CX. Scaling does not produce any difference in H as it
is normalised.

Vertex Signature via Shape Features. Each vertex has a distinct vocabu-
lary type containing different shape and size information. Since spatial relations
only encode relative positioning and point distributions, and do not completely
exploit global shape information in the way shape descriptors do, we study the
pertinence ofR−signature [19], region based Zernike moments (ZM) [20], generic
fourier descriptors (GFD) [21] and shape context (SC) [22].

3 Symbol Recognition

Based on our symbol description, matching of two symbols is done by matching
their corresponding ARGs. Consider two ARGs, query Gq = (V q, Eq, F q

A, F
q
E)

and database Gd = (V d, Ed, F d
A, F

d
E), where the set of vertices V = {T1, . . . ,Tt},

and the set of edges E = {E1, . . . , Er}.
Our matching is straightforward i.e., matching has been made between the

candidates only having the exact same set of vertices as well as exact labels.
To generalise this, we define a binary indicator function τVA : ΣT → {0, 1} to
check the presence of vertices in the ARG, where the value of τVA (T) is 1 if T
is present in V and 0, otherwise. For example, for the symbol shown in Fig. 2,
the indicator τVA = [0, 1, 1, 1] refers to the absence of thick components and
the presence of circle, corner and extremity. Now, we can then set up bijective



matching functions: σ : V q → V d and ϕ : Eq → Ed, respectively for vertices and
edges. The fusion of both alignments provides the distance between two matched
graphs Gq and Gd,

Dist.(Gq, Gd) = α
∑

t∈V

δ(F q
A(t), F

d
A(σ(t))) + (1− α)

∑

r∈E

δ(F q
E(r), F

d
E(ϕ(r))),

where α ∈ [0, 1] and δ(a, b) =
∑L

l=1 ||al− bl||2. The parameter α provides weight
while matching.

– α = 0: only vertex signature;
– α = 1: only edge signature; and
– α = 0.5: equal weights to both vertex and edge signature.

In our experiments, we provide equal weights for both relations and shape dis-
tribution of the whenever they are integrated together.

4 Experiments

4.1 Dataset, Ground-truth and Evaluation Metric

Fig. 1 gives an overview of the dataset we are using for our experiments. The
global dataset is composed of roughly 500 different known symbols, some of
which come from [5]. It shows that symbols may either be very similar in shape
– and only differ by slight details – or either be completely different from a visual
point of view. Symbols may also be composed of other known and significant
symbols and need not necessary be connected.

Since there is no absolute ground-truth associated to our dataset, we have
asked 6 volunteers to manually select what they consider as “similar” symbols,
and we have merged their inputs to reduce possible subjective bias. They have
chosen the candidates which have similar visual overall appearance or contain
significantly similar parts with respect to the chosen query. In our testing pro-
tocol, we consider that a result returned from an algorithm is correct if at least
one evaluator has selected the same result among similar items. In more formal
terms, for each query the “ground-truth” is considered to be the set of symbols
formed by the union of all human selected sets.

For every query, we rank the symbols at the output based on distance measure
as described in Section 3. Since the number of similar symbols, according to
the ground-truths, may vary a lot from one query to another, we use retrieval
efficiency [23] as a measure for retrieval quality. For a chosen query and for a
fixed number of K returned symbols, it can be expressed as,

ηK =

{

n/N if N ≤ K
n/K otherwise,

where n is the number of returned relevant symbols and N the total number of
relevant symbols.



4.2 Results and Discussions

We perform a series of tests, focussing on three major issues one after another.

1. Choice of optimal resolution for radial line model (as edge signature) and
comparison with other relation models;

2. Choice of the best shape descriptors on vocabulary (as vertex signature) and
comparison with global symbol shape descriptors;

3. Integration of both vertex and edge signatures.

In what follows, we compute the average retrieval efficiency for 30 queries, and
vary K from 1 to 10.

Test 1. We consider the influence of different resolutions Θ in our edge signa-
ture. Its value represents the trade-off between the optimal choice of resolution
– and thus precision of spatio-structural information capture – and time/space
requirements. Without surprise, the lower Θ, the better the results. Following
results in Fig. 4 (a), and given the relatively low gain of efficiency between 3◦

and 1◦, we adopt 3◦ for the rest of our experiments. We then compare our
approach with state-of-the-art spatial relation models: cone-shaped [15], angle
histogram [17] and MBR [16] as shown in Fig. 4 (b). Compared to the best
performing model (MBR), our radial-line approach increases performance with
a substantial difference. These results were already reported in [13].

Test 2. In section 2 we already listed the set of global shape-descriptors we
consider state-of-the-art: R−signature [19], ZM [20], GFD [21] and SC [22].
For those descriptors, it is important to fit the best parameters. For GFD, we
have tuned the radial and angular frequency parameters to achieve the best
performance. For SC, we attempt to follow the indications given in [22] but they
are restricted by the number of sample points of some symbols (i.e., we have
images ranging from a few tens of pixels to thousands of pixels). In the case
of ZM, we have used 36 Zernike functions of order less than or equal to 7. For
Radon, projecting range is [0, π[.

We first employ them as vertex signatures only and then confront them with
the same shape descriptors, applied to the overall shape. This comparison is
illustrated in Fig. 5 (a) and (b), respectively. In this test, SC, R−signature
and ZM are lagging behind GFD. Therefore, we consider GFD to be the best
performing descriptor and will use it as a benchmark for further experiments.

Test 3. We integrate both edge and vertex signatures in the ARG described
in Section 2. However, integrating signatures on all vertices is not necessary
since our spatial relation signature already carries sufficient information for those
vocabulary types less influenced by shape variations (corner and extremity, for
instance). Therefore, we have examined the use of signature from some specific
types only, and on some combinations like, thick, thick and circle, thick, circle
and corner, and so on. It is important to notice that we have never left out thick
components from all tested combinations because those vocabulary elements
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Fig. 4. Average retrieval efficiency using spatial relations.
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(b) Overall symbol shape1

Fig. 5. Average retrieval efficiency using global signal based shape descriptors.

provide the largest amplitude in shape and size variations. To handle this, we
use all aforementioned global signal based descriptors as vertex signatures in
order to see how well they improve retrieval efficiency. In our tests, substantial
advancement is achieved from the combination of vertices, labelled with thick

and circle vocabulary types. Fig. 6 shows results from using different shape
signatures combined with the edge signature using a radial line model at 3o

resolution. GFD provides the best results. Surprisingly, not all vertex shape
descriptors improve upon the plain edge signatures, but some even decrease in
performance. R−signature provides an example.

Comparison. In Fig. 7, a comparison is made among the best of all experi-
ments: MBR from the basic spatial relation model and GFD from shape descrip-
tors. Our method outperforms all with a difference of more than 16%. For a few
queries, an illustration is shown in Fig. 8.

Another important issue accounting for retrieval performance is execution
time. In Table 1, we provide it based on comparison of the methods in Fig. 7.
This proves that the increase in recogition efficiency comes at a cost in execution
time. This cost remains in a reasonable limit, however.

1 Compared to our previous work [13] where the 1D (vanilla) version of the
R−signature has been employed, the complete version reported here provides better
performance, without altering the global validity of our findings, however.
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Fig. 7. Comparison among the best of
all categories.
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5 Conclusions

We have presented an ARG based symbol description method, where relational
signatures formalise all possible connections between the vocabulary types which
are labelled with global shape signatures. Our method has proven to significantly
outperform state-of-the-art basic spatial relation models as well as global signal
based descriptors.
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