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Texture-Based Woven Image Classification
using Fuzzy C-Means Algorithm

Soetrisno, Dwi Ratna Sulistyaningrum and Isi Bifawa’idati

Abstract—There are a lot of texture-based image data stored
in the storage media Internet. Most of these data portray the
cultural fabric texture results from a State. Because of the
many variants of the existing texture, the data need to be easily
accessible through the Internet. Moreover, the area of origin of
weaving the surface is easily known. Therefore, it is necessary to
develop a classification system based on woven image data. The
texture of the image data stored in a database on the Internet
can be grouped/clustered well, making it easy to access. This
study examines a texture-based woven image classification using
fuzzy c-means algorithm. This method combines extraction meth-
ods Gabor filter, fuzzy c-means algorithm and Euclid distance
similarity measure. An experiment was done using the system
as many as 60 woven images from Bali, NTT and Central Java
areas, each taken as many as 25 images weaving. The test results
stated that testing using the test images taken from the images
in the database generates a 100% accuracy rate, and testing
using test images taken from outside the database produces an
accuracy rate of 94%.

Index Terms—Image classification, feature extraction, Gabor
filters, fuzzy C-Means algorithm.

I. INTRODUCTION

ALL States have a culture that has continuously been
developed and has always sought to preserve. Many

countries build culture by producing textured fabrics and tried
to introduce them through the Internet. Because of many
texture-based images of weaving on the Internet, it’s easier
to find the area of origin. However, the system must store all
these images in groups that show from where they originated.
Therefore, it is necessary to develop a classification system to
classify woven images based on image texture

Many researchers have researched and developed several
methods of image classification. A research on image clas-
sification based on the texture has been done in [1]. This
study classifies medical data by extracting the image features
using wavelet and then performs interval training type-2 fuzzy
logic system with fuzzy c-means clustering and supervised
parameter tuning with genetic algorithm. The result is a
classification of patients based on the type of cancer that
affects the patient. Then, there is another research on Rock
Lithological Classification Using Multi-Scale Gabor Feature
Sub-images and Voting Rock Contour Information [2]. In
the study, feature extraction using Gabor filter and further
each sub-image is classified based class-stone carvings using
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Fig. 1. The process flow diagram.

support vector machine (SVM). Pusparini et.al. [3] have used
fuzzy set theory to do bullet defect detection. The results
of this study provide that the accuracy of the method used
is 70.58%. Therefore, this study examines the texture-based
woven image classification using the combination Gabor filter
with the fuzzy c-means method.

II. THE METHOD OF CLASSIFICATIONS

What is meant by the texture-based image classification
in this study was based on image grouping woven textures
that are accessed online into groups where each group has
a specific set of characteristics. The method developed has
several stages, and a flowchart of this method can be seen in
Fig. 1.
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Fig. 2. Some results of the image cropping process.

A. Pre-Processing

Texture-based image data on the Internet have different
sizes, rectangular-shaped uprights, horizontals, rectangular and
squares. No texture distribution meets space, and some do not
meet the space, so that every image needs to have the best part
with a regular pattern and meeting space that can represent the
image. On average, the part with a pattern that meets the length
and texture regularly is at the centre of the image, resulting
in a pre-process each image is cut off (cropped) in the middle
of the same size, which in this study been sized 300 × 300
pixels. Some results of the cropping process can be seen in
Fig. 2.

The grey scaling process is then performed using (1), which
is a process to change the RGB image (Red, Green, Blue) to
grayscale images.

grayscale =
R+G+B

3
(1)

and then each image is normalized using (2)

N(x, y) =


M0 +

√
V0{(I(x, y)−M)2}

V
, I > M

M0 −
√

V0{(I(x, y)−M)2}
V

, I < M

(2)
where N(x, y) is the normalized grey level value, I(x, y) is
the intensity value at (x, y) pixel, M is the average of intensity
value, M0 is the average of intensity value wanted, V is the
variant of pixel intensity value in the image, and V0 is the
desired variant of pixel intensity value.

B. Feature Characteristic Extraction using Gabor Filter

At this stage, the texture feature extraction from each image
using the Gabor filter is stated by (3), as in [4].

G(x, y) =
1

2πσxσy
exp

{
−1

2

[
x2 + y2

σ2
x + σ2

y

]}
exp [2jπ(ux cos θ + uy sin θ)] (3)

where σx and σy respectively a Gaussian distribution di-
rection x and the direction y and here assumed σx and σy

are the same, u0 with σx and σy respectively a Gaussian
distribution towards x is the central frequency of sinusoidal
and orientation of sinusoidal [5], [6], [7]. Here we chose some

Fig. 3. Extraction result images of a trained image.

satisfied frequency parameters; in this case, we decided on
five frequency parameters, that is 4, 5.6, 8, 11.3, and 16. We
also chose some satisfied orientation angle parameters; in this
case, we selected eight orientation angle parameters, that is,
0◦, 23◦, 45◦, 68◦, 90◦, 113◦, 135◦, and 158◦. Furthermore,
we count the magnitude of convolution results of the Gabor
filter where the magnitude is a complex value of Gabor filter
results that is a sum of the imaginer and the real filter. There
were 40 magnitudes, where from the first magnitude, we chose
the maximum value of its entry by using the Wo window
procedure with the measure of 4 × 4. The maximum value
of the entry in the Wo window is called feature points. So,
each extraction result image gives 75× 75 feature points, and
the average value of those are projected to be 1 to 40. Thus,
the feature extraction result is a characteristic vector (feature
vector) with 40 components of the pre-processing result image.
The example of the extraction result image is shown in Fig.
3.

C. Classification of Extraction Results using Fuzzy C-Means
Algorithm

At this stage, classification was done by using fuzzy c-
means algorithm. After the characteristic vectors of the texture
feature, the data clustering process was completed. The data
clustering process divides data elements into some clusters
so that the elements in the same clusters are similar and the
element in the different clusters are not similar. This process
was done by using fuzzy c-means algorithm [8], [9] and has
steps as below:

Step-1 Initialize parameters: A matrix, X , ordered m × n
where m is the number of data clustered, and n is the
number of feature vector components. The number
of clusters will be built, C = 3. Weight, w = 2. The
maximum number of iterations is 100—the criteria
of stopping, ε = 0.01.

Step-2 Make an initial partition matrix, U (degree of mem-
bership in a cluster) is made random.

U =


µ11(x1) µ12(x2) . . . µ1m(xm)
µ21(x1) µ22(x2) . . . µ2m(xm)

...
...

...
µC1(x1) µC2(x2) . . . µCm(xm)
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Step-3 Counting the matrix of cluster central, V , using (4)

Vij =

∑m
k=1(µik)

2xkj∑m
k=1(µik)2

(4)

Step-4 Repairing the degree of membership of each data in
each cluster using (5)

µik =

 c∑
j=1

(
dik
djk

)2
−1

, (5)

where

dik = d(xk − vi) =

 n∑
j=1

(xkj − vij)

1/2

Step-5 Evaluate the criteria of stopping of iteration. If ∆ <
ε, then the iteration process stops.

∆ = ∥U t − U t−1∥ (6)

D. Counting the Similarity level of Images

This stage is the system testing stage. In this stage, the
similarity level of two images is measured using Euclidean
distance between the characteristic vectors of image input that
are classified and the central vector of a cluster. The formula
to count Euclidean distance is stated by equation (7).

d(X,Y ) =

√√√√ n∑
i=1

(xi − yi)2 (7)

Here, X is any vector pointed to the centre of an image
cluster in a database, and Y is a feature vector of the input
image in the testing process. If the feature vector of the input
image, Y , has a minimum distance to the central vector of a
cluster, Ci, then that input image is decided as a member of
image cluster Ci.

III. TESTING AND DISCUSSION

The classification system testing is done using software of
MATLAB. The data used in the testing process is some 75
data woven images from Bali, NTT, and Central Java; each
area took 25 image data. From these 75 woven image data,
we take 60 image data for the testing process, where each area
takes 20 image data. The testing process is divided into two
categories. First, the testing process was carried out ten times;
we selected 10 data were randomly from 60 training image
data in each repetition. Second, the testing process was carried
ten times. Each repetition uses 10 test data chosen randomly
from 15 image data not used in the training process. At this
testing process, the frequency parameters chose is several five
different values, that is 4, 5.6, 8, 11.3, and 16; and we decided
to have 8 orientation angle parameters, that is 0◦, 23◦, 45◦,
68◦, 90◦, 113◦, 135◦, and 158◦. To measures the level of
accuracy, we used the formula is stated by (8).

accuracy =
B +N + J

numberOfTestingImages
× 100 (8)

TABLE I
RESULTS OF TESTING

Data Level Not data Level
Test testing of testing of

(true) accuracy (true) accuracy

1 10 100% 9 90%
2 10 100% 9 90%
3 10 100% 10 100%
4 10 100% 9 90%
5 10 100% 10 100%
6 10 100% 10 100%
7 10 100% 9 90%
8 10 100% 9 90%
9 10 100% 10 100%

10 10 100% 9 90%

Average 100% Average 94%

where B represents the number of Bali images with accurate
results, N represents the number of NTT images with accurate
results, and J represents the number of Central Java images
with accurate results.

Table I shows that a test using test data retrieved from
the database generates an accuracy rate of 100% correctly
identified. Still, a test using test data taken outside the database
generates an accuracy rate of 94% accurately determined.

The leading cause is not identified correctly according to
the image of the class include:

1) The image was acquired has a texture very similar
to another image coming from different regions. For
example, weaving Bali has a texture similar to the sur-
face of weaving almost Central Java. So that extraction
characteristics also become relatively identical.

2) The quality of the image acquired is not so good. Texture
to the image is less visible, so that the system cannot
find a robust characteristic feature of the image.

IV. CONCLUSIONS AND FUTURE WORKS

Based on the test results, we can be concluded that the
texture-based woven image classification system using the
fuzzy c-means algorithm produces a 100% accuracy rate in
tests using test images part of the image database. The classi-
fication system of woven image-based texture using fuzzy c-
means algorithm produces a 94% accuracy rate in tests using
test images that are not a part of the image database. The
identification error is due to the woven texture of a class
almost resembles a woven texture of the other class and the
image quality is woven tested is less, resulting in better image
characteristics loom less assertive.

In this study, the data involved is still limited to image data
looms from regions with variations in texture weaving. The
training process is carried out at the level many still images
uniform database of each class/region. Additionally, the system
to access the data require user involvement. Because it so that
the system ready to be used online still thought necessary to
develop a system that can access image databases that are not
uniform.
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