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 Globally the countries are focusing on reducing the carbon footprint leading 

to a greater effort for electrical energy generation by renewable energy 

sources, particularly wind. The wind turbines are invariably using doubly fed 

asynchronous generator. In this paper a controller has been designed for a 

doubly fed induction motor. The proposed Tilt Integral Derivate controller for 

was compared with commonly used PI, PID controllers. Several optimization 

algorithms were used for tuning of controllers and the best one was selected 

for each type of controller. The controller has been optimized using battlefield 

optimization. It had been compared with proportional integral controller, 

fractional order proportional integral derivative controller. Other controllers 

were optimized using meta heuristic algorithms. The controller enhanced the 

system response in terms of settling time, rise time and other parameters. The 

Tilt controller gave the overall superior performance in terms of parameters 

like rise time, settling time, settling minimum, peak, and peak time. The results 

were obtained using MATLAB. This paper discusses operation of doubly fed 

induction motor operation and optimization methods. 
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1. INTRODUCTION 

Low capital cost, small gestation period and no pollution are some of the advantages which has led to 

the development of wind power as one of the major sources of renewable energy. The new generation wind 

turbines are manufactured using advanced materials based on aerodynamic principles borrowed from aerospace 

industry. 

Among all renewable sources of energy in the last 10 to 20 years, wind energy has developed rapidly 

[1] as the most worthiest source for generating electrical energy [2]. Electrical energy generation from wind is 

now common in remote rural areas. The concept of doubly fed induction generator (DFIG) for electrical power 

generation is widely used when considering wind turbines operating at variable speed. [3]. The wind turbines 

being used can have two possible operating modes – constant speed or variable speed [4]. Previously FSWT 

(fixed speed wind turbine) were obvious choice, but they suffered from limitations such as lack of support for 

reactive power, low efficiency, mechanical stress on turbine and difficulty in extracting maximum power at 

variable speed [5][. The VSWT (variable speed wind turbine) offers better advantages like extracting maximum 

power at changing speed requiring a converter capable of operating at 25 percent to 30 percent  of DFIG rated 

capacity  [6].  

A WECS consists of an electrical generator, blades, control system and a power electronic converter 

as shown in fig.1. The functional objective of WECS is conversion of kinetic energy into electrical energy 

which is injected into the load or grid. Different schemes have been proposed for wind turbine operation where 
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some schemes optimize its operation by estimation of wind speed. [7]. There are controllers which extract from 

a given wind system maximum power by using elaborate searching method [8][[9] [10]. Several controllers 

have been used in the past for DFIG based WECS. The performance of a tilt integral derivative (TID) and 

fractional order proportional integral derivative (FOPID) controllers proposed in this paper have been evaluated 

for control of DFIG connected to the grid.In [3] different types of controllers were compared. Several 

topologies have been used for controlling speed of a wind generator. In most of the papers considered [3],[5],PI 

controllers based on classical control theory, PI controller along with the Fuzzy controller, the PI controller 

using heuristic algorithm, the PI controller using Genetic Algorithm (GA), PI controller using swarm 

optimization have been used. In [5] a PID controller using particle swarm optimization and bacterial foraging 

optimization were used. However although the controller showed improvements in terms of rise time, settling 

time and other parameters but the output obtained was not as desired. In [2] a fractional order PID controller 

behaviour has been analysed for a DFIG system. However it had been optimized using only FPID optimization 

tool of MATLAB. Only some of the parameters of the controller were compared with PID controller. In this 

paper we have tried to evaluate the performance of various controllers like PI, PID and FOPID but a new 

controller has been proposed. A number of optimization techniques have been used for the different controllers. 

 

 

 
Figure 1. Wind Energy Conversion System 

 

 

2. WIND FARM (WF) EQUIVALENT MODEL BASED ON TRANSFER FUNCTION 

The changes in wind speed and faults in power system results in change in wind farm (WF) power 

output. In case of WF when a fault occurs then it results in steep decrease in terminal voltage as well as quick 

change in power output. The WF kinetics can be well described under both variable wind speed and fault in 

the system with the help of an equivalent model. The WF can be considered as a nonlinear equivalent 

impedance[11]. The WF equivalent model in terms of transfer function can be expressed as 

 

𝑃 = 𝑃𝑜 [𝐻𝑝𝑣 (
𝑉

𝑉𝑜
)

2

] [𝐻𝑝𝑤 (
𝑊

𝑊𝑜
)

3

]       (1) 

𝑄 = 𝑄𝑜 [𝐻𝑞𝑣 (
𝑉

𝑉𝑜
)

2

] [𝐻𝑞𝑤 (
𝑊

𝑊𝑜
)

3

]                   (2) 

where  

P = WF output active power  

 Q = WF output reactive power 

 V = WF terminal voltage 

 Vo = WF terminal voltage initial value 

 W = wind speed (input) 

 Wo = wind speed (initial value) 

 Hpv, Hpw, Hqv and Hqw are transfer functions  

 

The fig.2 and fig. 3 shows the configuration for the active and reactive power respectively 
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Figure 2. Configuration for the active power 
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Figure 3. Configuration for the reactive power 

 

 

The method based on transfer function considers WF as a black box. The accuracy of an equivalent 

model based on components is higher than transfer function-based model [11]. In a WF, no. of wind turbines 

(WTs) are used which must work in an orderly manner to aggregate them into an equivalent model[12]. In [11] 

a WF was built in MATLAB having 16 WTs which were connected to an infinite bus using two transmission 

lines. Particle swarm optimization (PSO) was used in estimating the parameters whose details are given in [13]. 

[14]. Reactive and active powers were recorded by a phasor measurement unit (PMU) as well as terminal 

voltage was measured for a WF using 20 WTs with DFIM in NW China.   

 . 

2.1.   Doubly Fed Induction Generator (DFIG) and its modelling 

The power electronic converter plays crucial role in WECS particularly with variable speed control 

method. The configuration of WECS determines the capacity of power electronic converter. A rectifier-inverter 

pair is the most common configuration for the converters used in case of variable wind speed turbine system. 

[14] or matrix converter has the possibility of substituting rectifier-inverter pair structure. The adjoining 

rectifier inverter pair is a bidirectional power converter consisting of two conventional pulse width modulation 

(PWM) voltage source converter (VSC) [15]as shown in fig. 4  

 

 
Figure 4. Back-to-Back rectifier inverter converter 

 

Among two converters, one operates in rectification mode and the other in inverting mode being 

connected using a dc link utilizing a capacitor. The grid side converter (GSC) controls power flow keeping 

voltage constant. The converter at the generator side controls the generator allowing maximum power of the 
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wind to be directed towards d.c. bus [16]. A matrix converter is a single stage AC to AC converter having an 

array of nine bidirectional semiconductor switches connecting each input phase to each output phase and can 

be considered as alternate to the back-to-back converter. 

The proper operation of switches connecting output and input terminals of the converter results in the 

frequency, voltage, displacement angle at the output as per the requirement. The Fig.5 [17] shows the 

components of a model of a wind turbine.  

 

 
Figure 5. Components of a wind turbine model 

 

The model of an induction machine in case of WECS mostly used is based on flux linkages [18]. 

Based on flux linkages in dq0 frame, the machine can be described by four differential equations as follows: 

 
𝑑𝜓𝑞𝑠

𝑑𝑡
=  𝐶1𝜓𝑞𝑠 − 𝜔𝑒𝜓𝑑𝑠 + 𝐶2𝜓𝑞𝑟 + 𝜔𝑏𝑣𝑞𝑠          (3) 

  
𝑑𝜓𝑞𝑠

𝑑𝑡
=  𝑤𝑒𝜓𝑞𝑠 + 𝐶1𝜓𝑑𝑠 + 𝐶2𝜓𝑑𝑟 + 𝜔𝑏𝑣𝑏𝑠              (4) 

 
𝑑𝜓𝑞𝑠

𝑑𝑡
=  𝐶3𝜓𝑞𝑠 − 𝐶4𝜓𝑞𝑟 − (𝑤𝑒 − 𝜔𝑟𝑒)𝜓𝑑𝑟                                 (5) 

 
𝑑𝜓𝑑𝑟

𝑑𝑡
=  𝐶3𝜓𝑑𝑠 + (𝜔𝑒 − 𝜔𝑟𝑒)𝜓𝑞𝑟 + 𝐶4𝜓𝑑𝑟                   (6) 

 
𝑑𝜔𝑟𝑒

𝑑𝑡
=  (

𝑝

2𝐽
) (𝑇𝑒 − 𝑇𝐿)                      (7) 

 

Where,  

𝜓𝑞𝑠 & 𝜓𝑑𝑠 are flux linkages on stator side corresponding to both d and q axis 

𝜓𝑞𝑟 & 𝜓𝑑𝑟 are flux linkages on roto side corresponding to both d and q axis 

𝜔𝑒 is stator angular speed 

𝜔𝑏 is base angular speed 

𝑝 is number of poles 

 

The control of converter on grid side is studied by developing a dynamic model based on space vector 

theory which uses a vector control technique which aligns space vector corresponding to grid voltage with a 

rotating reference frame (dq) which results in achieving power exchange for reactive power and control of DC 

bus voltage through the converter. 

A stable model of wind power plant needs to be developed for study of a modern electric power system 

involving a wind power plant under steady state. Studies have been conducted mostly on this modelling [19] 

by many researchers. The most common used control approach for control at rotor side uses back-to-back 

bidirectional AC -AC power converter which assists in maintaining the rotor power frequency constant. [20] 

[21]. For achieving generator control, which is quick and decoupled, we can apply vector control technique. 

The rotating and complex three phase parameters like voltages, currents are converted to corresponding 

stationary DQ frame. The following equations are utilized for modelling of DIFG in synchronous d-q reference 

frame which rotates at a speed ωs [22]: 

 

Stator Voltage Components:[23]  

{
𝑉𝑑𝑠 =  𝑅𝑠 𝐼𝑑𝑠 +  

𝑑

𝑑𝑡
ѱ𝑑𝑠 −  𝜔𝑠ѱ𝑞𝑠

𝑉𝑞𝑠 =  𝑅𝑠 𝐼𝑞𝑠 +  
𝑑

𝑑𝑡
ѱ𝑞𝑠 + 𝜔𝑠ѱ𝑑𝑠

              (8) 

 

Where Vds =  stator voltage (direct axis) 

           Vqs = stator voltage (quadrature axis) 
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Rotor components: [23] 

{
𝑉𝑑𝑟 = 𝑅𝑟 𝐼𝑑𝑟 +

𝑑

𝑑𝑡
ѱ𝑑𝑟 − (𝜔𝑠 − 𝜔𝑠) ѱ𝑞𝑟

𝑉𝑞𝑟 = 𝑅𝑟𝐼𝑞𝑟 +
𝑑

𝑑𝑡
ѱ𝑞𝑟 − (𝜔𝑠 − 𝜔𝑠) ѱ𝑑𝑟

                         (9) 

 

Where  Vdr =  stator voltage (direct axis) 

            Vqr = stator voltage (quadrature axis) 

 

Stator flux components: [23] 

{
ѱ𝑑𝑠 =  𝐿𝑠 𝐼𝑑𝑠 +  𝐿𝑚 𝐼𝑑𝑟
ѱ𝑞𝑠 =  𝐿𝑠 𝐼𝑞𝑠 +  𝐿𝑚 𝐼𝑞𝑟

                                           (10) 

 

Where  Ls = self-inductance on stator side 

              Lm = mutual inductance 

 

Rotor flux components: [23] 

{
ѱ𝑑𝑟 =  𝐿𝑟 𝐼𝑑𝑟 +  𝐿𝑚 𝐼𝑑𝑠
ѱ𝑞𝑟 =  𝐿𝑟 𝐼𝑞𝑟 +  𝐿𝑚 𝐼𝑞𝑠

                                       (11) 

 

Where Lr = self-inductance on rotor side 

DFIG electromagnetic torque:[23]  

𝑇 =  
3

2
𝑝

𝐿𝑚

𝐿𝑟
(ѱ𝑑𝑠𝐼𝑞𝑟 −  ѱ𝑞𝑠𝐼𝑑𝑟)                                                            (12) 

 

The active and reactive power at the stator end i.e. Pstator as well as reactive Qstator  are expressed 

as follows: 

{
𝑃𝑠𝑡𝑎𝑡𝑜𝑟 =  

3

2
(𝑉𝑑𝑠 𝐼𝑑𝑠 + 𝑉𝑞𝑠 𝐼𝑞𝑠)

𝑄𝑠𝑡𝑎𝑡𝑜𝑟 =  
3

2
(𝑉𝑞𝑠 𝐼𝑑𝑠 − 𝑉𝑑𝑠 𝐼𝑞𝑠)

                          (13) 

 

2.2. Simple model of DFIG  

By positioning the stator flux along the d axis in d-q axis frame it is feasible to regulate for the 

converter at rotor end both powers i.e., active, and reactive. The DFIG model becomes simpler when we ignore 

stator resistance whereas the flux of stator is constant as it is directly being connected to grid. The above 

equations from 8 to 13 thus gets modified as follows:  

 

{
𝑉𝑑𝑠 = 0

𝑉𝑞𝑠 =  𝑉𝑠 =  𝜔𝑠 ѱ𝑠
                                     (14) 

 

{
ѱ𝑠 =  𝐿𝑠 𝐼𝑑𝑠 +  𝐿𝑚 𝐼𝑑𝑟
0 =  𝐿𝑠 𝐼𝑞𝑠 +  𝐿𝑚 𝐼𝑞𝑟

                                       (15) 

 

{
𝐼𝑑𝑠 =  

ѱ𝑠

𝐿𝑠
−

𝐿𝑚

𝐿𝑟
𝐼𝑑𝑟

𝐼𝑞𝑠 =  −
𝐿𝑚

𝐿𝑠
𝐼𝑞𝑟

                      (16) 

 

{
𝑃𝑠 =  

3

2
𝑉𝑠 𝐼𝑞𝑠

𝑄𝑠 =  
3

2
𝑉𝑠 𝐼𝑑𝑠

                                     (17) 

 

Where Ids and Iqs are stator currents corresponding to both direct and quadrature axis 

The expressions for powers - active & reactive in flux linkage terms are expressed by putting the 

values of stator currents from eq. (16) in eq. (17) as follows: 

 

{
𝑃𝑠 =  −

3

2

𝐿𝑚

𝐿𝑠
𝑉𝑠 𝐼𝑞𝑟

𝑄𝑠 =  
3

2
𝑉𝑠 (

ѱ𝑠

𝐿𝑠
−

𝐿𝑚

𝐿𝑠
 𝐼𝑑𝑟)

                                            (18) 



IJEEI ISSN: 2089-3272  

 

Tilt Integral Derivative Controller Optimized by Battle Royale …. (Mohamed Samir et al) 

307 

The electromagnetic torque accordingly is given by 

 

𝑇(ѱ𝑠 𝐼𝑞𝑟) =  
3

2
𝑝

𝐿𝑚

𝐿𝑠
                                                  (19) 

 

The rotor end voltages can be expressed as follows: 

 

{
𝑉𝑑𝑟 =  𝑅𝑟 𝐼𝑑𝑟 − 𝑔𝜔𝑠 (𝐿𝑟 − 

𝐿𝑚2

𝐿𝑠
)  𝐼𝑞𝑟

 𝑉𝑞𝑟 = 𝑅𝑟 𝐼𝑑𝑟 − 𝑔𝜔𝑠 (𝐿𝑟 − 
𝐿𝑚2

𝐿𝑠
)  𝐼𝑑𝑟 + 𝑔

𝐿𝑚 𝑉𝑠

𝐿𝑠

                                            (20) 

 

 
2.3. Simulink models of Controllers for DFIG (Transfer function based) 

The fig.6 to fig.9 shows the Simulink models of PI, PID, FOPID and TID controllers used in 

MATLAB/Simulink   

 

 
Figure 6. Simulink model of PI controller 

 

 

 

 
Figure 7. Simulink model of PID controller 

 

 
Figure 8. Simulink model of FOPID controller 

 
Figure 9. Simulink model of TID controller 
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2.4. Algorithms used for controller optimization   

The method of determining the best solution in a set of workable solutions for a given problem is 

known as optimization [24]. In case of many engineering and industrial application, a crucial role is played by 

optimization algorithms[25]. Some of the algorithms like central force optimization (CFO) [26], gravitational 

search algorithm (GSA)[27], water evaporation optimization (WEO) [28] are inspired by physics. All the 

algorithms try to provide a balance between exploitation and exploration. Among the various algorithms 

several meta heuristic algorithms are used for solving complicated problems [29]. These algorithms inspired 

by nature in most cases such as Particle Swarm Optimization[30], Whale Optimization algorithm [31], Antlion 

Optimizer [32], Bat algorithm [33], Ant Colony optimization [34], Magnetic Charges System Search[35], Grey 

Wolf Optimizer [36], Harmony Search[37], League Championship algorithm [38], Dragonfly algorithm [39] 

etc. have been presented in literature. In the current paper we have used Battle Royale optimization (BRO), 

Antlion optimization (ALO) and Bat Optimization algorithm.  

 

2.4.1. Antlion Optimization (ALO) 

The ALO is based on the hunting method adopted by antlions for their favourite prey ants. Antlions 

during the full moon [40] or when they are hungrier, dig bigger traps. What should be the size of trap? This 

decision is taken based on its internal lunar clock.[40]. The antlion creates a pit for trapping the ants which is 

in the shape of a cone. The antlion while preparing the pit throws sand at its edge and makes it sharp to ensure 

that the prey is trapped easily and does not escape from it. There are five stages used to explain the hunting 

method of antlions[41]. The following points briefly explains the process of catching its prey by an antlion: 

• The mobility of ants in search space is random. 

• The arbitrary movement of ants influences the traps created by antlions. 

• The size of pit is determined by the value of the fitness function and accordingly a pit is constructed. 

• The best chance of trapping an ant is by the antlion having greater fitness value.  

• The most fit antlion can trap the ant in each iteration. 

• The drifting action of ants towards antlions is triggered by adjusting combination of random walks in 

diminishing order. 

• An ant is considered being trapped by an antlion if the antlion has a less fitness value as compared to 

an ant. 

• The antlion after every hunt changes its position. 

 

2.4.2. Bat Optimization 

In 2010 Yang introduced an algorithm based on echolocation behaviour of microbats [33]. A bat 

detects its prey by producing an extremely high sound which echoes back with same frequency. The process 

of detecting an object with the help of sound being reflected is called echolocation. The bats are capable enough 

of differentiating between its prey and an obstacle by observing the reflected frequency of sound. The bats can 

differentiate between targets as the fluttering of insect wings result in variation of Doppler effect [42]. The 

following rules are used in case of bat optimization algorithm: 

• Echolocation is utilized to sense distance and help them in differentiating between prey and 

background barrier. 

• Bats fly in a haphazard manner with velocity wi at a stable frequency fmin at position yi with loudness 

Ao and wavelength lambda which varies when searching for prey. The pulse emission rate and 

frequency are automatically adjusted based on the closeness of its target. 

• The loudness differs between a minimum fixed value and a large value. 

 

 

2.4.3. Battle Royale Optimization (BRO) 

The method of determining the best solution in a group of workable solutions for a given problem is 

known as optimization [24]. In case of many engineering and industrial applications a crucial role is played by 

optimization algorithms. Several optimization problems in the past few years utilized metaheuristic algorithms 

[25]inspired by Darwin’s evolution theory. Some of the algorithms like central force optimization (CFO)[26] 

, gravitational search algorithm (GSA)[27], water evaporation optimization (WEO) [28] are inspired by 

physics. All the algorithms try to provide a balance between exploitation and exploration. In 2020, T.R. Farshi 

proposed an optimization algorithm based on a game strategy inspired by battle royal video games called battle 

royale optimization (BRO).  

The BRO starts with a random population which is scattered in the space problem uniformly. Then 

each soldier/player uses a weapon to shoot the other nearest soldier. The soldier in better position causes 

damage to another soldier and all this can be expressed mathematically as  
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𝑋𝑑𝑚,𝑑 = 𝑋𝑑𝑚,𝑑 + 𝑟(𝑋𝑏,𝑑 − 𝑋𝑑𝑚,𝑑) 

 

where  r = randomly generated number distributed uniformly in [0,1] 

            𝑋𝑚,𝑑 = position of hurted soldier in dimension d 

 

The damage is set to zero in the next iteration if a hurt soldier is still capable of damaging his opponent. 

When the damage of soldier exceeds the threshold value, he/she dies and is regenerated randomly from the 

likely problem space to offer better exploration and convergence.  

 

𝑋𝑑,𝑚 = 0 

 

The soldier who comes back after being killed is represented as  

𝑋𝑑𝑚,𝑑 = 𝑟(𝑢𝑑 − 𝐼𝑑) + 𝐼𝑑 

 

where  𝑢𝑑   and 𝐼𝑑 are the upper and lower limits of dimension d.  

 

With each iteration the search space goes on shrinking towards the best solution. The number of 

iterations is related to a particular iteration as 

 
𝑑𝑒𝑙𝑡𝑎 = 𝑙𝑜𝑔 10 (𝑚𝑎𝑥𝑐𝑖𝑟𝑐𝑙𝑒)

𝑑𝑒𝑙𝑡𝑎 = 𝑑𝑒𝑙𝑡𝑎 + 𝑟𝑜𝑢𝑛𝑑 (
𝑑𝑒𝑙𝑡𝑎

2
)
 

 

where maxcircle is maximum number of generations.  

 

The upper and lower limits are updated as  

 

𝐼𝑑 = 𝑋𝑏𝑒𝑠,𝑑 − 𝑆𝐷(𝑋𝑑) 

 

𝑢𝑑 = 𝑋𝑏𝑒𝑠,𝑑 + 𝑆𝐷(𝑋𝑑) 

 

where 𝑆𝐷(𝑋𝑑) is standard deviation of entire population in dimension d  

 

2.5. Fractional Order PID (FOPID) Controller  

Being an old branch of mathematics, fractional calculus was previously studied in mathematics only. 

However, since last few years it has gained an acceptance in many engineering applications[43]. Several 

applications like DC motor speed control[44], robotics [45], aero fin control system [47] have used FOPID 

controllers. In terms of time and frequency domain a fractional order proportional integral derivative (FOPID) 

controller designated as PIλDµ controller is given by 

 

𝐺𝑐(𝑡) =  𝐾𝑝𝑒(𝑡) + 𝐾𝑖𝐷𝑡
−𝜆𝑒(𝑡) + 𝐾𝑑𝐷𝑡

𝜇
𝑒(𝑡)                                (21) 

 

𝐺𝑐(𝑠) =  𝐾𝑝 + 𝐾𝑖𝑠
−𝜆 + 𝐾𝑑𝑠𝜇                                                          (22) 

 

where 0 < λ < 2, 0 < µ < 2 

 

The PID controller owing to its simplicity in design and effective performance has been used in many 

industrial applications successfully for decades[46]. The FOPID controller was introduced in 1997 [47] [48] 

[49] which can be considered as general form of conventional PID controller. Such a controller was tuned using 

Ziegler Nichols[50]. Additionally, many new tuning algorithms were proposed in[51] [52]. The complexity of 

this controller is more compared to conventional PID controller as the number of control parameters increase 

to five (Kp, Ki, Kd, λ, µ) instead of three as in PID controller but it helps in achieving design requirements like 

errors in steady state, phase margin and gain margin as per the requirements.  

 

2.6. Tilt Integral Derivative (TID) Controller  

Several controllers like proportional integral (PI), proportional integral derivative (PID) has been used 

in WECS. The tilt integral derivative (TID) controller provides a better response compared to a conventional 
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PID controller. In case of TID controller, the proportional component is replaced with a compensator having a 

transfer function s-1/n where n is a real number other than zero. In comparison to conventional proportional 

compensator, the overall response is close to the optimal response determined by Bode when it is replaced with 

the tilt compensator [53]. In addition to many advantages of conventional PID controller which includes easier 

tuning, a TID controller also maintains the general structure of PID controller. The three parallel paths have 

gains which can be tuned such that the gain response and phase shift are not dependent on frequency. This 

makes TID controller easily implementable in plants with different bandwidth. Having a transfer function 

involving s or power of s ensures that TID controller is considerably universal [54]. 

The advantages of TID controller over conventional PID controllers are tuning is simple, effect of 

variation in plant parameters is small, rejection ratio for disturbance is better. The main objective of a TID 

controller is to provide a response close to optimal response [55].  

 

3. RESULTS AND DISCUSSION  

For PID and FOPID controllers the following initial parameters were used:  

 
Parameters PID Controller  FOPID Controller  TID Controller  

Kp 10 15 20 

Ki 10 18 15 

Kd 1 5 10 

N - - 0.4 

λ - 0.3 - 

µ - 0.3 - 

 

The following parameters were selected for the Optimization method:  

 
Parameters Antlion Optimization Bat Optimization Battle Royal Optimization  

No. of search agents 45 10 10 

No. of maximum iterations 50 100 200 

Lower bound 1/1000 1/100 1/100 

Upper bound 100 200 [1 500 500 1] 

 

The ALO gives the best result as:  

For PID controller  

Kp = 0.75634, Ki = 9.6084, Kd = 2.546 

For FOPID controller  

Kp = 0.75634, Ki = 9.6084, Kd = 2.546, 

λ=0.04 , µ=0.03 

 

The following results were obtained corresponding to open loop (without controller) step response 

Rise Time (in sec.) = 159.6685 

 Settling Time (in sec.) = 264.142 

 Settling Minimum = 0.9603 

 Settling Maximum = 0.999 

 Overshoot = 0 

 Undershoot = 0 

Peak = 0.999 

Peak Time (in sec.) = 507.5658 

 

The table 1 shows the comparison between the step response of open loop system for the given wind 

turbine and other controllers used with different optimization techniques 

 

Table 1. Performance of PI, PID, FOPID and TID Controllers  
Parameters System 

Without 

Controller 

PI Controller 

Optimized using 

Bat Optimization 

PID Controller 

Optimized using 

ALO 

FOPID Controller 

Optimized using 

ALO 

TID Controller 

Optimized using 

BRO 

Rise Time 50.9554 116.4686 45.678 0.7407 0.2484 

Settling Time 81.8459 4.993 60.6753 6.75 4.0976 

Settling Min 0.4673 1.2783 0.9592 0 0.6695 

Settling Max 0.4775 0 1.007 2 1.6131 

Overshoot 0 27.8289 0.6974 1.2 61.3143 

Undershoot 0 0 0 0 0 

Peak  0.4775 1.2783 1.007 27 1.6131 

Peak Time 100 21.8378 12.9871 1 0.6 
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The fig. 10 to fig.  show the performance behaviour of the various controllers discussed in the paper 

with respect to active power, reactive power, stator side voltages, stator side currents, rotor side voltages, rotor 

side currents and dc bus voltage. 

 

 
Figure 10. Active Power 

 

As can be seen from the figure corresponding to active power it can be clearly seen that TID controller 

provides more active power as compared to PID and FOPID controllers. The average active power for DFIG 

using TID controller is 6.627 MW which is 5% more than FOPID (6.3 MW) and 18 % more than PID (5.6 

MW). Thus, with respect to active power TID gave the best performance. 

 

 
Figure 11. Reactive Power 

 

It has been observed that in the case of DFIG model considered the reactive power required is negative 

since DFIG is being used. As can be seen from the concerned graphs that TID gave better performance than 

both PI and PID controllers. 

 

 
Figure 12. Stator Voltage for Phase A 
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Figure 13. Stator Side Voltage for Phase B 

 

 
Figure 14. Stator Side Voltage for Phase C 

 

In case of stator voltages for all the phases it can be seen from fig.12 to fig. 14 that the response is the 

same for all the different types of controllers. However, the voltages have less harmonics in case of TID 

controller 

 

 
Figure 15. Rotor Side Voltage for Phase A 

 

 
Figure 16. Rotor Side Voltage for Phase B 
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Figure 17. Rotor Side Voltage for Phase C 

 

It can be seen from fig. 15 to fig. 17 for the rotor side voltages that the responses are the same for all 

controllers, but it contains more harmonics as compared to stator voltages. Among all the controllers the TID 

has the lowest harmonics.  

 

 
Figure 18. DC Bus Voltage 

 

Table 2. D.C. Bus Voltage Analysis of PID, FOPID and TID Controllers  
Parameters PID Controller  FOPID Controller  TID Controller  

Average Voltage 1152.460743 1203.172295 1165.095987 

Maximum Voltage 1358.578166 1499.267672 1477.883833 

Minimum Voltage 1075.62398 1026.485408 878.2826758 

 

 

It can be observed from Table 2 that the FOPID controller gives the highest value of average voltage 

and the TID controller also gives better performance than PID controller. As can be seen from dc bus voltage 

output in fig 18 that TID controller gives a more constant output voltage as compared to FOPID. Hence it is a 

better controller..  

 

The fig.19 shows the step response for the PI and PID controllers 

 
Figure 19. Step response for PI and PID Controllers 
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As can be observed from the step responses in the fig.19 the PI and PID converters although introduce 

some oscillations but the system output is close to the desired value. In case of system without any control 

although it is underdamped having no overshoot, but the final steady state of the system is not desired having 

significant error. In [5] a PID controller based on soft computational optimization techniques was analysed 

which although gave good performance in terms of rise time, settling time, undershoot but the output error was 

significantly higher 

 

4. CONCLUSION  

The PI controller was optimized using Bat optimization. It reduced the settling time by more than 

90% in comparison to the open loop system. It significantly reduces the settling time but the large rise time as 

compared to both PID and FOPID controllers’ offsets it. In addition, The PID controller tuned by ALO 

improved the system response by reducing the rise time by 71%, the settling time by 77%, settling time by 

11%, settling maximum by 8%, peak time by 97% corresponding to the step response of the open loop system. 

However, there is an overshoot. The FOPID controller in comparison to PID controller not only reduced the 

settling time further but also the settling minimum to zero. In addition, it also reduced the rise time and peak 

time. The FOPID controller in comparison to PI controller significantly reduces both the overshoot as well rise 

time.  The TID controller optimized using BRO gives the best performance with respect to rise time, settling 

time, settling minimum, and peak time. Thus, the TID controller proposed with BRO is the best alernative for 

controllers’ design in DFIG.  
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