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#### Abstract

Currently, expressways are increasingly developed and expanded. Several highways of Vietnam allow vehicles to travel up to 120 kilometers per hour helping to transport goods quickly and bringing a lot of socio-economic benefits. Vehicle monitoring plays an important role in reducing traffic accidents helping to handle violations. The standard for vehicle speed estimation is radar or lidar speed signs which can be costly to buy and maintain. The paper proposes a model to identify and monitor car speed on highways. The proposed method uses YOLOv4 combined with DeepSORT for vehicle identification and tracking. We then calculate the speed of the car based on video recording and sending it back from the highway. The execution context is a highway where vehicles move very fast. The results show that the system improves $46 \%$ average accuracy compared with [27] and [28] and execution times for up to 70 frames per second that is suitable for real systems.
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## 1. INTRODUCTION

Traffic monitoring with an intelligent traffic system provides solutions to various challenges such as vehicle counting, speed estimation, accident detection, and traffic monitoring assistance. Traffic monitoring systems act as a tool to detect vehicles appearing on video images and estimate their locations when they are at the scene. In complex cases with many types of vehicles and a high density of vehicles, it is very difficult to accurately locate and classify vehicles in traffic flows. Furthermore, due to the limitations that occur in vehicle detection due to environmental changes, the vehicle's various features and detection rates are relatively low. Therefore, an algorithm has to be developed for a real-time traffic monitoring system with accurate vehicle detection and calculation capabilities. Therefore, the accurate and rapid detection of traffic vehicles from traffic images or videos has great practical significance.

Currently, expressways are increasingly developed and expanded. Several highways of Vietnam allow vehicles to travel up to 120 kilometers per hour helping to transport goods quickly and bringing a lot of socioeconomic benefits. Vehicle monitoring plays an important role in reducing traffic accidents helping to handle violations. However, investment in researching an automatic monitoring system on highways is facing many difficulties. As a result, surveillance systems are performed by manual monitoring from video capturing and sending back on the highway. Therefore, we will study the car speed detection and monitoring algorithm on a highway that makes monitoring work easier in the paper.

On highways, vehicles need to be tracked and speed calculated in [1], [2]. There are two problems for existing systems, namely tracking and calculating the velocity of objects [3],[4],[5].

Object tracking (OT) is the problem of tracking one or more moving objects of video. It is a higherlevel problem than object detection when the object being processed is not simply a single image. OT can be divided into two main approaches, namely single object tracking (SOT) and multiple object tracking (MOT).

SOT focuses on tracking a single object throughout the video. To know which object to tracking, we need to have a bounding box. The details of this method are mentioned in [6],[7],[8]. MOT is geared towards more extensible applications. In the MOT method, they try to simultaneously detect and track all objects including new objects appearing in the video. Therefore, MOT is often more difficult problems than SOT and receives a lot of attention from researchers [9], [10]. Besides, the methods of solving this class are also divided and popularized, namely online tracking and offline tracking [11],[12]. In online tracking, this method only uses current and previous frames for tracking while processing video. The treatment may reduce the accuracy of the algorithm. However, it reflects how the problem is handled in practice when "online" is essential. Several effective approaches have been proposed including sort [11] and DeepSORT [13]. In offline tracking, these methods usually use an entire frame of video. Therefore, it often achieves much higher accuracy than online tracking. However, its computational cost is much higher. While monitoring vehicle speed, vehicles must be tracked from frame to others since object detection may not require continuous tracking. The Kalman filter has been a reliable tool for solving object tracking tasks in many fields. The authors [3] have shown that a simple tracker can be better than complex ones when objects are reliably detected. The authors [16] present an algorithm for the detection of 3D bounding boxes of vehicles and then tracking and estimating the speed. However, the error of the system is still high from $30 \%$ to $40 \%$. In [17], the authors proposed the system using homography and YOLOv4 object detectors that are capable of vehicle speed estimation. However, the speed of vehicles is still from 10 to $40 \mathrm{~km} / \mathrm{h}$.

Many studies have been performed for field of vehicle speed detection with different methods [14],[15]. The authors [15] propose an approach involving vehicle position comparison between the current and previous frames to predict traffic speed from digital video capturing by fixing camera. Camera calibration is performed by applying geometric equations. The system is designed to be scalable to other application domains and has an average error of $\pm 7$ kilometers per hour for detecting vehicle speeds. The authors [18] uses motion parameters of an image in conjunction with projection information between ground and image planes to obtain various metrics including vehicle speed. The method uses real-time monitoring techniques. The authors [14] presented an approach based on detecting the moving target of video by mapping the relationship between a pixel and actual distances. In the algorithm, three-frame background difference is used to extract features from moving vehicles. The authors [18] combined modern deep learning models to improve an efficient way to predict vehicle speed. However, the maximum speed of vehicles is $70 \mathrm{~km} / \mathrm{h}$. In [19], the authors reviewed vision-based vehicle speed estimation. The authors showed that the accuracy of the system depended on the speed camera and status traffic.

In general, the above existing methods have low accuracy and do not meet actual requirements in the highways of Vietnam. To our knowledge, the proposal system with speed calculation and usage tracking using YOLOv4 combined with DeepSORT has not been mentioned.

The objective of the paper is to build a model to recognize and monitor vehicle speed on highways with video input recording on the highway. The scope of the model is a highway with only vehicles moving at a fast speed. In the proposed model, we change two blocks to determine correct velocity compared to the traditional model as follows:

- First, we use YOLOv4 to combine DeepSORT to identify and track vehicles. This is a highprecision identification algorithm for the context of express highways where objects move fast and need real-time processing.
- Secondly, we convert from pixel to distance (meter) and use the recycle track to solve the same vehicle problems that appear in consecutive frames.
Our main contributions to the paper include:
- Improving performance in tracking multiple vehicles by removing unnecessary vehicles from the tracklist.
- The velocity determination method has high accuracy and low processing cost by reducing the number of calculation parameters.
The rest of the paper includes five parts and is organized as follows. Section 1 presents an overview of estimating the distance to the camera system. Section 2 will evaluate the proposed model. In section 3, we analyze the results. In the final section, we give conclusions and future research directions.


## 2. PROPOSED SYSTEM

### 2.1. Overview of proposal system

Figure 1 is an overview of the proposal system. Video through the pre-processor block obtains images that are input into the recognition module. The id will be assigned to track an object through the tracking block after predicting the label and location of an object. Vehicles after identifying and assigning Id will be included in the velocity block to calculate speed. Details of implementation blocks are as follows.


Figure 1. The proposal model (a) overview and (b) detailed implementation.

### 2.1.1 Identification block

In the context of highways where the vehicles move very fast, it is necessary to use a recognition algorithm with fast processing speed and suitable accuracy. Therefore, we use YOLOv4 for the identification module.

YOLOv4 is a recognition algorithm suitable for real-time recognition problems [20],[21],[22]. It strikes a balance between processing speed and accuracy. Besides, we can use YOLOv4-tiny, a stripped-down version of YOLOv4, with almost 10 times fewer parameters than the original version. Table 1 is a chart comparing the processing speed and accuracy of YOLO-v4 and YOLOv4-tiny with other recognition algorithms [23], [29]. In Tab. 1, AP and ASFF are average precision and adaptively spatial feature fusion, respectively. The details of this method are mentioned in [25] and [31]. They proposed a novel and data-driven strategy for pyramidal feature fusion that is called ASFF. It learns the way to spatially filter conflictive information to suppress the inconsistency that improves the scale-invariance of features and nearly free inference overhead.

Table 1. Comparison of average precision (AP) among YOLOv4 with other algorithms using MS COCO

| object detection [23]. |  |  |  |  |
| :---: | :---: | :---: | ---: | ---: |
| FPS | Adaptively <br> spatial feature <br> fusion (ASFF) | EfficientDet | YOLOV3 | YOLOV4 |
| 10 | 45 | 49 | 36 | 45.5 |
| 30 | 44 | 45 | 35 | 45 |
| 50 | 41 | 39 | 34 | 44 |
| 70 | 34 | 31 | 33 | 43.5 |
| 90 | 10 | 10 | 32.5 | 43 |
| 110 | 5 | 5 | 31.5 | 40 |
| 120 | 5 | 5 | 30 | 38 |

YOLO architecture includes the following blocks. The base network is convolutional and fully connected layers to extract features. YOLOv4 uses the backbone as cspdarknet35. In YOLOv4, the neck block has the function of getting rich information for typical maps. The next part is extra layers applied to detect objects on a characteristic map of the base network. YOLO architecture is also quite diverse and able to customize for different input shapes.

The YOLO architecture includes base networks that are convolution networks to perform feature extraction. The following are extra layers applied to detect objects on the feature map of the base network. The base network uses mainly convolutional and fully connected layers. YOLO architectures are also quite diverse and can be customized into versions for different input shapes.

Darknet architecture component (base network) is used to extract features. The output of the base network is a $7 \times 7 \times 1024$ feature map that will be used as input for extra layers that predict label objects and bounding box coordinates.

In YOLO version 3, the authors apply network feature extractor Darknet-53. The network consists of 53 consecutively connected convolutional layers and each of them is followed by batch normalization and leaky Relu activation. To reduce output size after each convolution layer, the authors downsample with filters of size 2 . This helps to reduce the number of parameters for the model.

The output of the YOLO model is a vector that will include the following components as

$$
\begin{equation*}
y=\left[p_{o},\left(t_{x}, t_{y}, t_{w}, t_{h}\right),\left(p_{1}, p_{2}, \ldots, p_{c}\right)\right], \tag{1}
\end{equation*}
$$

where $\mathrm{p}_{0}$ is predicting the probability that an object will appear in a bounding box. ( $\mathrm{t}_{\mathrm{x}}, \mathrm{t}_{\mathrm{y}}, \mathrm{t}_{\mathrm{w}}, \mathrm{t}_{\mathrm{h}}$ ) help to define the bounding box where $t_{x}, t_{y}$ are coordinates of center and $t_{w}, t_{h}$ are width and length dimensions of a bounding box. ( $p_{1}, p_{2}, \ldots p_{c}$ ) is predictive probability distribution vector of classes.

To evaluate the accuracy of Yolo, the loss function is used. It is divided into two parts: $\mathrm{L}_{\mathrm{loc}}$ (localization loss) is used to measure the error of bounding box and $\mathrm{L}_{\text {cls }}$ (confidence loss) is used to measure the error of probability distribution of classes as

$$
\begin{align*}
& \mathrm{L}_{l o c}=\lambda_{\text {coord }} \sum_{i=0}^{s^{2}} \sum_{j=0}^{B} 1_{i j}^{b b_{j}}\left[\left(x_{i}-\hat{x}_{i}\right)^{2}+\left(y_{i}-\hat{y}_{i}\right)^{2}+\left(\sqrt{w_{i}}-\sqrt{\hat{w}_{i}}\right)^{2}+\left(\sqrt{h_{i}}-\sqrt{\hat{h}_{i}}\right)^{2},\right.  \tag{2}\\
& \mathrm{L}_{c l s}=\sum_{i=0}^{s^{2}} \sum_{j=0}^{B}\left(1_{i j}^{B j j}+\lambda_{\text {noobj }}\left(1-1_{i j}^{o b j}\right)\right)\left(C_{i j}-\hat{C}_{i j}\right)^{2}+\sum_{i=0}^{s^{2}} \sum_{c c C}^{1_{i}^{b j}}\left(p_{i}(c)-\hat{p}_{i}(c)\right)^{2},  \tag{3}\\
& \mathrm{~L}=\mathrm{L}_{l o c}+\mathrm{L}_{c l s} . \tag{4}
\end{align*}
$$

More detail of architecture is shown in Fig. 2.


Figure 2. Yolov4 network structure [25, 26].

### 2.1.2 Tracking block

After identifying objects with the Yolo algorithm, we use the DeepSORT algorithm [17] to perform monitoring and assigning IDs for vehicles. The method of monitoring objects using DeepSORT includes the following steps:
(1) Step 1: Using Yolo to detect objects of the current frame.
(2) Step 2: Using Kalman filter to predict new tracks based on past ones. These statuses at the beginning will be assigned a tentative value. If the value is still guaranteed to be maintained in the next three frames, the status will move from probe to confirmation status. It will try to maintain the following 30 frames.

Otherwise, if losing signs when there are not enough three frames, the state will be deleted from the tracking process.
(3) Step 3: Using confirming tracks, we take into matching cascade to link detection objects based on distance and characteristics.
(4) Step 4: Tracks and detections that have not been linked will be taken to a subsequent filter layer. We use the Hungarian algorithm [27] to solve the assignment problem with the IOU cost matrix to the second link.
(5) Step 5: Handling, classifying the detection, and tracks
(6) Step 6: Using Kalman filter to correct the value of track from detections that are linked to it and initialize new ones.

### 2.1.3 Velocity block

Instead of determining the travel distance of each vehicle at multiple locations through each frame, we fixed two locations as landmarks to determine the travel distance of the vehicle. This method will have
much higher accuracy than calculating the distance traveled for each vehicle since only one parameter needs to be determined that is the time to travel through that fixed area. In addition, the accuracy is no longer dependent on the viewing angle of the surveillance camera

In the block, we rely on the travel time of a vehicle for fixing distance to determine its speed. More details are shown in Fig. 3.

The distance $S$ is determined using the main measurement method. It is the distance between $l_{1}$ and $l_{2}$ lines of the frame. The movement time between $l_{1}$ and $l_{2}$ is calculated by the formula:

$$
\begin{equation*}
t=\frac{N}{F P S}, \tag{5}
\end{equation*}
$$

where $t$ is time to move between $l_{1}$ and $l_{2}$ and $N$ is the number of frames that move from $l_{1}$ and $l_{2}$, and FPS (frame per second) is the number of frames within one second.
Since we calculates vehicle speed v of formula:

$$
\begin{equation*}
v=\frac{s}{t} \tag{6}
\end{equation*}
$$

The most difficult of the block is that we must rely on the actual measurement and video to determine how many pixels on the image correspond to the actual one meter.


Figure 3. An example of the determination of velocity based on fixing distance.

### 2.2. Recycle track

In addition, we also added the Recycle track process to increase accuracy as well as minimize processing costs for the operation. Compared with the traditional YOLOv4 combined with DeepSORT or other Object tracking models, our object detection and tracking model has higher accuracy and processing performance for highway scenes since the vehicles only need to be tracked for a very short time while determining the velocity.

Deleting track after 30 frames in section 3.1 will result in vehicles of the same shape appearing in consecutive frames causing ID vehicles to be mistaken. Therefore, we use a solution called recycle track to discard tracks after being identified and display velocity to minimize errors and free up memory for them.

In [25], life-cycle management of track will include 3 states, namely probing, confirming, and deleting steps, as shown in Fig. 5. The process is as follows:
(1) These states are initially assigned an exploratory value (tentative).
(2) If this value is still guaranteed to be maintained for the next three frames, the state will change from the probe to confirmed.
(3) Tracks with confirmed status will try to stay track. Deep SORT will still maintain tracking for the next 30 frames even if they disappear.
(4) Otherwise, the status will be deleted from the tracker if the track is lost when less than three frames.


Figure 4. Process flow diagram of DeepSORT [11].


Figure 5. Managing track life-cycle in DeepSORT.
The processing flow of DeepSORT is performed sequentially as shown in Fig. 4 through the following steps:
(1) Step 1: Using faster region CNN (with backbone VGG16) to detect objects of the current frame,
(2) Step 2: DeepSORT uses Kalman filter to predict new track states based on past ones. These states are initially assigned a tentative value. If this value is still guaranteed to be maintained for the next three frames, it will change from the probe to confirmed and will try to stay tracked for the next 30 frames. Otherwise, it will be removed from the tracker if the track is lost when less than three frames are reached,
(3) Step 3: Using verified tracks and performing matching cascade to associate detections based on their distance and feature metrics,
(4) Step 4: Unlinking tracks and detections will be passed to the next filter layer. Using Hungarian algorithm to solve assignment problem with IOU cost matrix to link,
(5) Step 5: Processing and classifying detections and tracks,
(6) Step 6: Using Kalman filter to recalibrate value from detections associated with track and initialize new ones.

DeepSORT has improved the problem of SORT with association strategy as well as using appropriate metrics. The number of switches ID is reduced from 1423 to 781 which is a $45 \%$ reduction and also reduces errors relating to objects being obscured or disappearing. Although processing speed is slightly reduced, DeepSORT still ensures approximately real-time speed with GPU.

Details of the recycling track process are shown in Fig. 6.


Figure 6. Details of steps of recycling track process.

### 2.3. Prediction model

### 2.3.1. Preparing data

Data used in the paper consists of 3000 images cut from videos taken by us on the highway as shown in Fig. 7. This is the data that we built ourselves.


Figure 7. Images of vehicles on the highway are taken by ourselves.

### 2.3.2. Data labeling

In this step, we perform ROI block determination based on manual labeling. In the paper, we use an available tool called labeling. The process is drawing boxes around an object of the image. Figure 8 shows an example using the LabelImg tool that automatically creates a ".txt" file describing the location of an object in an image.


Figure 8. An example of data labeling.
The operations performing as shown in Fig. 9 are based on [28]. After assigning data labels, we divide them into train/test files and create a configuration file of parameters and upload it to drive. Model is next trained by Google collab. Finally, the values are put into the model for evaluation.


Figure 9. Detailed model of labeling implementation.
After training the model, we proceed to identify and track the vehicle. The output of the identification process includes Id, box, and frame. They are input data to the velocity module. The results of the training process are shown in Tab. 2.

Table 2. Result of training model.

| Type | Filters | Size | Input | Output |
| :---: | :---: | :---: | :---: | :---: |
| 0 conv | 16 | $3 \times 3 / 1$ | $416 \times 416 \times 3$ | $416 \times 416 \times 160.150 \mathrm{BF}$ |
| 1 max |  | $2 \times 2 / 2$ | $416 \times 416 \times 16$ | $208 \times 208 \times 160.003 \mathrm{BF}$ |
| 2 conv | 32 | $3 \times 3 / 1$ | $208 \times 208 \times 16$ | $208 \times 208 \times 320.399 \mathrm{BF}$ |
| 3 max |  | $2 \times 2 / 2$ | $208 \times 208 \times 32$ | $104 \times 104 \times 320.001 \mathrm{BF}$ |
| 4 conv | 64 | $3 \times 3 / 1$ | $104 \times 104 \times 32$ | $104 \times 104 \times 640.399 \mathrm{BF}$ |
| 5 max |  | $2 \times 2 / 2$ | $104 \times 104 \times 64$ | $52 \times 52 \times 640.001 \mathrm{BF}$ |
| 6 conv | 128 | $3 \times 3 / 1$ | $52 \times 52 \times 64$ | $52 \times 52 \times 1280.399 \mathrm{BF}$ |
| 7 max |  | $2 \times 2 / 2$ | $52 \times 52 \times 128$ | $26 \times 26 \times 1280.000 \mathrm{BF}$ |
| 8 conv | 256 | $3 \times 3 / 1$ | $26 \times 26 \times 128$ | $26 \times 26 \times 2560.399 \mathrm{BF}$ |
| 9 max |  | $2 \times 2 / 2$ | $26 \times 26 \times 256$ | $13 \times 13 \times 2560.000 \mathrm{BF}$ |
| 10 conv | 512 | $3 \times 3 / 1$ | $13 \times 13 \times 256$ | $13 \times 13 \times 5120.399 \mathrm{BF}$ |
| 11 max |  | $2 \times 2 / 1$ | $13 \times 13 \times 512$ | $13 \times 13 \times 5120.000 \mathrm{BF}$ |
| 12 conv | 1024 | $3 \times 3 / 1$ | $13 \times 13 \times 512$ | $13 \times 13 \times 10241.595 \mathrm{BF}$ |
| 13 conv | 256 | $1 \times 1 / 1$ | $13 \times 13 \times 1024$ | $13 \times 13 \times 2560.089 \mathrm{BF}$ |
| 14 conv | 512 | $3 \times 3 / 1$ | $13 \times 13 \times 256$ | $13 \times 13 \times 5120.399 \mathrm{BF}$ |
| 15 conv | 18 | $1 \times 1 / 1$ | $13 \times 13 \times 512$ | $13 \times 13 \times 180.003 \mathrm{BF}$ |
| 16 yolo |  |  |  |  |
| 17 route | 13 |  |  |  |
| 18 conv | 128 | $1 \times 1 / 1$ | $13 \times 13 \times 256$ | $13 \times 13 \times 1280.011 \mathrm{BF}$ |
| 19 upsample |  | $2 \times$ | $13 \times 13 \times 128$ | $26 \times 26 \times 128$ |
| 20 route | 19 |  |  |  |
| 21 conv | 256 | $3 \times 3 / 1$ | $26 \times 26 \times 384$ | $26 \times 26 \times 2561.196 \mathrm{BF}$ |
| 22 conv | 18 | $1 \times 1 / 1$ | $26 \times 26 \times 256$ | $26 \times 26 \times 180.006 \mathrm{BF}$ |
| 23 yolo |  |  |  |  |

Total BFLOPS $=5.448$
Learning rate $=\mathbf{0 . 0 0 1}$
Momentum $=0.9$
Decay $=\mathbf{0 . 0 0 0 5}$

## 3. SIMULATION AND RESULT

### 3.1. Setup

We use videos taken on any highway to evaluate the accuracy of the tracking model and calculate vehicle speed in the paper. For tracking identification module, we perform as following
(1) Using two modules yolov4 + DeepSORT, yolov4-tiny + DeepSORT,
(2) Evaluating of accuracy and performance of the model.

For the velocity calculation module, we evaluate the results through two methods as follows:
(1) Determine velocity for every tracking vehicle of frame [27][28],
(2) Determine vehicle speed to be tracked in specified location in the proposed method.

Figure 10 shows the detail of the testing system.


Figure 10. Illustrating of the system scenario

### 3.2. Result

### 3.2.1. Tracking module

Firstly, we perform identification and tracking modules on the highway. The results are shown in Fig. 11 and Tabs. 3 and 4.

Table 3. Result of the frame rate of yolov4-tiny+DeepSORT.

| Track ID | Class | BBox Coord (xmin, ymin, xmax, ymax) |
| :---: | :---: | :---: |
| 10 | car | (1123, 445, 1402, 660) |
| 27 | car | (603, 252, 762, 362) |
| 29 | car | (350, 232, 521, 364) |
| $\begin{gathered} \text { FPS }=41.98 \\ \text { Frame number }=262 \end{gathered}$ |  |  |
| 10 | car | (1133, 452, 1404, 663) |
| 27 | car | $(608,252,766,361)$ |
| 29 | car | (358, 229, 534, 365) |
| FPS $=40.94$ |  |  |
| Frame number $=263$ |  |  |
| 10 | car | (1140, 460, 1405, 665) |
| 27 | car | $(611,252,768,362)$ |
| 29 | car | (361, 227, 541, 367) |
| FPS $=41.48$Frame number $=264$ |  |  |

Table 4. Comparing the accuracy of Yolov4 and Yolov4-tiny.

| Critical | Yolov4 + DeepSORT | Yolov4-tiny + DeepSORT |
| :---: | :---: | ---: |
| Scene | Good weather, bright enough | Good weather, bright enough |
| Training time | 30 hours | $3 \div 4$ hours |
| Video length | 5 minutes | 5 minutes |
| Accuracy | $93 \div 99 \%$ | $90 \div 98 \%$ |
| Processing speed | $7 \div 10 \mathrm{FPS}$ | $29 \div 70 \mathrm{FPS}$ |



Figure 11. Tracking results based on bounding box with (a) Yolov4 and (b) Yolov4-tiny.
From the results of Tab. 4, we see that Yolov4 + DeepSORT method has higher accuracy under the same conditions. However, computation time is large when the Yolov4 tiny + DeepSORT method has fast computation time that is suitable for real-time applications. Besides, its accuracy is not significantly lower.

### 3.2.2. Velocity module

After using DeepSORT to track vehicles to calculate their speed, we get the result as shown in Fig. 12. In Fig. 12 (a), we show that the results do not match reality. In several cases, vehicle ID is mistaken leading to wrong speed because of not recycling track. In Fig. 12 (b), the results of model yolov4 give high accuracy with actual processing speed from 7 to 12 FPS.


Figure 12. The results of calculating the speed achieved by the model in three cases (a) without recycling track[27], [28], (b) Yolov4, and (c) Yolov4-tiny.

In Fig. 12, although the vehicles [27], [28] are updated with speed continuously for each frame, the processing time is greatly increased due to having to save the position of each vehicle of previous images. The second disadvantage is that distance of pixels is highly dependent on aspect ratio which leads to lower accuracy than selecting and measuring points. Besides, determining the time based on FPS for each frame leads to great dependence on processing speed. As a result, the same video is performed twice times and produces two different results. In our proposal, processing time increases slightly and accuracy is higher due to pre-measured distance. The only disadvantage is the limit on the number of velocity updating in the frame.

Table 5. Comparing accuracy with [27], [28]

| Critical | Proposal | $[27],[28]$ |
| :---: | :---: | ---: |
| Scene | Good weather, bright enough | Good weather, bright enough |
| Video length | 5 minutes | 5 minutes |
| Accuracy | $93 \div 99 \%$ | $<50 \%$ |
| Processing speed | $30 \div 70 \mathrm{FPS}$ | $<7 \mathrm{FPS}$ |

We evaluate the performance and processing time of the proposed system with [27], [28] on computers with core 15 configuration and 16 GB RAM. The results are shown in Tab. 5 . We see that the system achieves an accuracy of over $90 \%$ with execution time up to 70 FPS which is suitable for speed monitoring applications.

Besides, we also evaluated the system with real speeds between 70 and $120 \mathrm{~km} / \mathrm{h}$. The results are shown in Tab. 6. The system will achieve accuracy at speeds below 140 kilometers per hour which is suitable for highways in Vietnam. Table 6 shows the accuracy of the speed calculation. In the Table, an average error is $10 \%$.

Table 6. Evaluating of actual and calculated speed.

| ID vehicle | Actual speed | Calculated speed | Error (\%) |
| :---: | :---: | :---: | :---: |
| 1 | 93 | 90 | 3.23 |
| 2 | 91 | 92 | 1.1 |
| 3 | 86 | 90 | 4.65 |
| 4 | 92 | 92 | 0 |
| 5 | 90 | 92 | 2.22 |
| 6 | 105 | 108 | 2.86 |
| 7 | 87 | 90 | 3.45 |
| 8 | 75 | 72 | 4 |
| 9 | 75 | 73 | 2.67 |
| 10 | 73 | 71 | 2.74 |
| 11 | 100 | 96 | 4 |
| 12 | 98 | 103 | 5.1 |
| 13 | 90 | 83 | 7.78 |
| 14 | 78 | 73 | 6.41 |
| 15 | 86 | 80 | 6.98 |
| 16 | 82 | 79 | 3.66 |
| 17 | 80 | 72 | 10 |

## 4. CONCLUSION

The paper focuses on using neural networks for recognizing and tracking the speed of vehicles moving on highways. In the paper, we have identified vehicles on highways with an accuracy of over $90 \%$. The determining speed is consistent with reality and the processing time of the model is low ( 20 Fps without VGA and up to 70 Fps for I5 configuration 9400 ram 16Gb using VGA 1050Ti). However, speed tracking and monitoring only achieve high results in bright enough daytime weather conditions.

Therefore, we will improve the model in bad weather conditions at night to increase the accuracy of the model in all cases in the next direction. In addition, the future will aim to build a model capable of calculating vehicle speed at every position of the frame.
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