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Abstract: In developed countries, a large part of the building stock in 2050 will consist of currently
existing buildings. Consequently, in order to achieve the objectives in terms of energy efficiency
in the building sector we must consider not only new infrastructures but also the old ones. A
reduction in energy consumption for climate control of between 50 and 90% can be achieved by
rehabilitation and the implementation of different energy efficiency measures. Currently, these
measures to reduce energy consumption and associated CO2 emissions can be modelled using
computer tools. However, high precision and detail of thermal behaviour models through simulations
can mean a great computational cost for companies, which results in a blockage of servers and
workers. In this paper, the Response Surface Methodology (RSM) is presented as an innovative
methodology for the simplification of models for calculation of the energy savings associated with
thermal comfort improvement in buildings. A single-family house model, located in three different
climates, is presented as a case study in order to validate the proposed methodology. Different
scenarios were simulated, addressing heating and cooling temperature set points and external wall
insulation represented by the transmittance (U-value). Results obtained from energy simulation using
Design Builder were contrasted against those estimated from the simplified model extracted from
the RSM analysis. The results revealed a deviation lower than 3% when comparing both methods.
Therefore, the simplified mathematical prediction models are demonstrated to be suitable for the
study of the energy performance of buildings, saving computational time, costs and associated
human resources.

Keywords: Response Surface Methodology; Central Composite Design; energy services; thermal
comfort; energy saving

1. Introduction

The European Union aims at becoming the first climate-neutral continent in the world
by 2050 [1]. The building sector is one of the main producers of greenhouse gas emissions,
so it should be a key actor in the decarbonisation strategy [2]. Rising living standards
and demand for new energy services are putting upward pressure on energy demand in
the sector. In the EU, this sector represents approximately 40% of the total final energy
consumption [3] and the associated CO2 emissions. In addition, this percentage is expected
to grow due to the increase in cooling needs with the rise of the global temperature
due to global warming [4]. The increase in Nearly Zero Energy Buildings (nZEB) is
contemplated in the EU Directive 2010/31/EU [5] as an objective to improve the energy
efficiency in buildings and thus reduce CO2 emissions in the EU Member States. This
directive was amended by Directive 2018/844/EU [6] with the aim of modernizing the
building sector and increasing building renovations. In particular, the renovation wave
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strategy, presented within the European Green Deal [7], sets up a plan towards doubling
the building renovation rate by 2030.

There is a consolidated market for existing buildings, although it remains to be as-
sumed that this building stock meets current requirements in terms of health, comfort and
energy performance [8]. In-depth building refurbishment is a key mitigation strategy in
countries with a large number of available dwellings. This type of rehabilitation can have
a very considerable impact on improving global energy efficiency, to the extent that the
existing building stock is very numerous. For this reason, the energy refurbishment of
existing buildings is contemplated, in the recent European directives, as a means to reduce
energy consumption in them. The Energy Efficiency Plan of the European Commission
(EC) has defined its objectives for the period from 2021 to 2030 as: (1) Reduction of 40%
in the emission of greenhouse gases compared to levels of 1990, (2) contribution of 32%
to the final energy consumption of renewable energies and (3) reduction of 32.5% in the
consumption of primary energy (measures of saving and energy efficiency). These ob-
jectives are indispensable for the fulfilment of the commitments accepted in the Kyoto
Protocol and the subsequent Paris agreement (signed in 2016 [9]), within the framework
of the United Nations Framework Convention on Climate Change (UNFCCC). In order
to achieve these objectives, the different Member States have set a roadmap following
the guidelines of the European Directive. These new policies in the building sector may
enable global energy consumption in buildings to stabilize or even decrease by the mid-21st
century. However, the long life of buildings carries a risk of stagnation in the reduction
in energy consumption in the building sector. Unlike the production of consumer goods,
the production of buildings already incorporates the concept of durability (there is no such
thing as “programmed obsolescence”). In this context, current new technologies lead to a
new dynamic of greater efficiency in the productivity of the construction industry, which
makes the simulation of the building’s energy performance an extremely interesting option
to consider [10,11]. Simulations are very useful during the building design phase as they
allow the prediction of energy demand or consumption values, facilitating the comparison
of different scenarios with the inclusion of a series of energy efficiency measures in the
design phase of the refurbishment. Energy simulations and accurate energy performance
forecasting are also very valuable for the provision of advanced energy services based on
the continuous metering and parameter data collection and ingestion through Building In-
formation Modelling (BIM). These services may range from smart retrofitting, implicit and
explicit energy efficiency and self-consumption optimization conducted by Energy Service
Companies (ESCo) to demand response services delivered by demand side aggregators to
grid operators.

1.1. Building Energy Performance Simulation Catalogue at Present

The number of simulation tools oriented to obtain the energy demand of a building
are quite numerous [12]. These tools are called by their acronym BEPS (Building Energy
Performance Simulation) and allow rigorous analysis that will be used in the decision-
making process by energy service providers and building managers within acceptable
risk levels [13]. Since the 1960s, hundreds of programs have been developed by both
researchers and engineers. Some authors present a comparison of the most employed
BEPS [14,15]. Among the programs studied are: BLAST, DOE-2, EnergyPlus, ESP-r or
TRNSYS, which are the most used ones. However, the use of BIM tools is still rare in the
field of energy efficiency, and even more so when it comes to modelling the renovation
of existing buildings. In recent years, these tools have proven to have great potential for
efficient energy management and optimization [16,17] due to the increasing demand for the
use of this type of modelling as a mandatory tool for official projects in several developed
countries [18]. In addition, the facilitated energy management and the subsequent life cycle
analysis (LCA), where savings related to CO2 emissions to the atmosphere, are also taken
into account [19]. All these tools can be used for the evaluation of the thermal demand
under certain conditions and for the estimation of the savings of energy consumption and
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associated emissions that are expected to be achieved after the implementation of different
measures of energy efficiency and constructive solutions in a modelling environment.
It is important to note that an energy model is not an accurate reflection of reality, and
therefore simulations can present large discrepancies with the true behaviour of the system
they represent. This is because, unlike physical experiments, computer experiments are
performed on the basis of simplifications of reality [20,21]. However, they offer a great
advantage since they are responses generated from predefined stochastic algorithms [22].
Nonetheless, these tools imply a great effort (time, cost and human resources) to carry out
simulations for different scenarios.

Of all the existing BEPS, EnergyPlus is the most used to perform the analysis with re-
spect to the dynamic thermal simulations, using Design Builder as the graphic interface. En-
ergyPlus calculates loads by means of heat balance, which are then used in the system simu-
lation module where the response of the heating and cooling systems is calculated. Through
the integrated simulation, a more accurate prediction of the interior temperature is achieved.
DesignBuilder software (DB, Design builder software. http://www.designbuilder.co.uk,
accessed on 10 January 2022) is developed on the input requirements of EnergyPlus (calcula-
tion engine), which is the U.S. DoE (U.S. Department of Energy) building energy simulation
program for the modelling and calculation of heating, cooling, lighting, ventilation and
other energy flows. This software is one of the most advanced building energy simulation
tools in the market, which simplifies the modelling process and the analysis of the results.
For this reason, Design Builder has been chosen for the development of this study, however,
if the proposed hypotheses are met, this methodology could be used for any other energy
simulation software.

1.2. Response Surface Methodology as an Alternative Method

The Response Surface Methodology (RSM) is a mathematical and statistical technique
that allows the study of the effect produced by independent variables on another dependent
variable or response. RSM models and optimizes a process by using several variables which
affect the model response [23]. Central Composite Design (CCD) is the most employed
RSM design that can decrease the number of experiments and equally predict the possible
non-linear effect of each parameter and the possible interactions between them. RSM has
been successfully used in several research fields through the application of CCD. The areas
where it has been applied are diverse, in engineering fields such as the synthesis of oxygen
in nanocomponents, study of the effects of low-frequency oscillations in the generation of
energy by wind generators, or even the elimination of iron components in binary mixtures
of dyes [24–26], structural fields, where Response Surface Models have been used in
the study of the quality of welds in metal structures, predicting parameters such as the
tensile strength, impact toughness and hardness of friction [27,28]; in construction, this
methodology has been used in the study of mixtures’ optimization for mortar and concrete,
analysing properties required by EN regulations for these materials [29–31], among others.
Within the field of energy, application studies have been found in the optimization of
energy processes and fuel consumption or BTE and NOx Optimization using ANOVA
analysis [32,33].

Although research using other statistical and calibration methods have been con-
ducted [34], BESF models themselves use different methodologies to simplify their simula-
tions, such as screening [35], analysis of variance [36,37] or metamodeling (BACCO) [38].

In this paper, Response Surface Methodology, combined with energy simulation
tools, is presented as an innovative methodology for the calculation of the energy savings
associated with the thermal comfort improvement in all types of buildings, reducing the
need for complex simulations. The proposed methodology allows studying trend scenarios
under controlled conditions, obtaining a simple model that gives a quick response. This
simple model is developed to work within the established ranges without the need to use
complex simulation tools, achieving a quick response and flexible to different variables,
saving calculation time, costs and associated human resources.

http://www.designbuilder.co.uk
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2. Methodology and Case Study

This section presents the methodology followed for the verification of the Response
Surface Method as a simplification element in energy simulations using EnergyPlus. Firstly,
the theoretical foundations governing the calculations using RSM are described. Subse-
quently, the particularities of the case study used for such verification and implemented
with the Showare Design Building v4 are presented and an explanation is given of the
measures studied and the reasons for their choice.

This experimental program (Figure 1) is divided into four phases: (1) Response Surface
Methodology, (2) choice of climatic conditions and measures studied, (3) definition of the
case study and simulation model and (4) system check.
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2.1. Response Surface Methodology

Next, the Response Surface Method (RSM) is applied with the Central Composite
Design to verify the data obtained in the different simulations. Minitab uses CCD K3
typology, where the main characteristics are:

• Use of three factors,
• Matrix of experiments with three levels for each factor, as shown in Figure 2.

Sustainability 2022, 14, x FOR PEER REVIEW 4 of 15 
 

to use complex simulation tools, achieving a quick response and flexible to different var-
iables, saving calculation time, costs and associated human resources. 

2. Methodology and Case Study 
This section presents the methodology followed for the verification of the Response 

Surface Method as a simplification element in energy simulations using EnergyPlus. 
Firstly, the theoretical foundations governing the calculations using RSM are described. 
Subsequently, the particularities of the case study used for such verification and imple-
mented with the Showare Design Building v4 are presented and an explanation is given 
of the measures studied and the reasons for their choice. 

This experimental program (Figure 1) is divided into four phases: (1) Response Sur-
face Methodology, (2) choice of climatic conditions and measures studied, (3) definition 
of the case study and simulation model and (4) system check. 

 
Figure 1. Experimental program. 

2.1. Response Surface Methodology 
Next, the Response Surface Method (RSM) is applied with the Central Composite 

Design to verify the data obtained in the different simulations. Minitab uses CCD K3 ty-
pology, where the main characteristics are: 
• Use of three factors, 
• Matrix of experiments with three levels for each factor, as shown in Figure 2. 

 
Figure 2. Experiment matrix. 

• Coding of the ranges of values of the three factors to varying between (−1, 1) (Table 
1), according to Equation (2). 

Figure 2. Experiment matrix.

• Coding of the ranges of values of the three factors to varying between (−1, 1) (Table 1),
according to Equation (2).
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Table 1. Variable range of studio and coded.

Variables Range

Coded Variables*
[x1*, x2*, x3*]
[HT*, CT*, I*]

−1 −0.5 1 0 0.5 1 1

(x1) = (HT)
Heating set point (◦C) 20 28 20 22 24 26 28

(x2) = (CT)
Cooling set point (◦C) 22 30 22 24 26 28 30

(x3) = (TW)
U-value (W/m2-K) 1.3 0.1 1.3 1.0 0.7 0.4 0.1

1 Used for the system check.

• Use of a quadratic module defined in Equation (1), for the adjustment of the response
surface of each regression factor.

• The response surface will allow the estimation of the behaviour of any coded point
within the cube defined by the ends.

Actual parameter values must be pre-coded. Minitab uses coded configuration values
for the factors, which are presented below:

• −1: indicates low level of the factor,
• 0: indicates the intermediate point between low level and the highest level,
• 1: indicates high level of the factor,
• α: indicates, in codified units, the location of the axial points in the design.

These parameters, x1, x2 and x3, are the ones that will govern the response surface.
The relationship between these parameters and the response surface can be expressed as
ƒ (x1*, x2*, x3*), where ƒ is postulated as a quadratic model where x1*, x2* and x3* are the
coded variables x1, x2 and x3, respectively. The incorporation of the axial design value (α)
is not considered because unreasonable values would be required for this research, so the
values -α and α have been replaced by the values −1 and 1, respectively.

ƒ (x1*, x2*, x3*) = b0 + b1 × x1* + b2 × x2* + b3 × x3* + b11 × x1*2 + b22 × x2*2

+ b33 × x3*2 + b12 × x1* × x2* + b13 × x1* × x3* + b23 × x2* × x3*
(1)

For any real value Xi of the variable parameters, this coding can be completed through
the expression (Equation (2)), obtaining the corresponding coded value xi. Where XiNInf is
the real value of the lowest level of the i-factor, XiNSup is the real value of the highest level
of the i-factor and Ẍi is the measurement between the real values of the highest and lowest
level of the i-factor = (x1*, x2*, x3*).

xi =
2 × 1

(
Xi − Ẍi

)
XiNSup − XiNIn f

(2)

Values are saved with the help of a statistical software that contains the RSM function;
in this paper, Minitab® 19 (Stat Soft Inc., Tulsa, Tulsa, OK, USA) (Minitab. https://www.
minitab.com/es-mx/, accessed on 10 January 2022) is used, then, the regression coefficients
(b0, b1, b2, b3, b11, b22, b33, b12, b13 y b23) of the function ƒ (x1*, x2*, x3*) are determined. With
these coefficients, it is possible to estimate the value of the response for any combination
of the values of parameters (x1*, x2*, x3*) if these values are within the quadratic domain
defined previously for this design. Response surface graphs are used for the representation
of ƒ (x1*, x2*, x3*), where the blocking of one of the three parameters (e.g., x1) is sufficient to
represent the response as a function of the other two, e.g., x2 and x3.

https://www.minitab.com/es-mx/
https://www.minitab.com/es-mx/
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Therefore, ƒ (x1*, x2*, x3*) (Equation (1)) can be expressed as (HT*, CT*, TW*) (Equation
(3)), where ƒ is postulated as a quadratic model where HT*, CT* and TW* are the coded
variables of HT, CT and TW, respectively, following the indications in Table 1.

ƒ (HT*, CT*, TW*) = b0 + b1 × HT* + b2 × CT* + b3 × TW* + b11 × HT*2 + b22 ×
CT*2 + b33 × TW*2 + b12 × HT* × CT* + b13 × HT* × TW* + b23 × CT* × TW*

(3)

2.2. Choice of Climatic Conditions and Measures Studied

Three cities have been chosen for the study of different representative climatic zones
of Europe, according to Köppen [39]: Madrid (Csa—Typical Mediterranean), Paris (Cfb—
Temperate ocean) and Warsaw (Dfb—Hemi-boreal without dry season). The climatic
conditions of the three places are shown in Table 2 (Climate Data. https://es.climate-data.
org/ accessed on 10 January 2022).

Table 2. Weather conditions.

City Weather Average Annual
Temperature Rainfall Annual

Madrid Csa—Mediterranean hot summer climate 13.8 ◦C 437 mm
Paris Cfb—Oceanic climate 11.3 ◦C 637 mm

Warsaw Dfb—Hemi-boreal climate 7.7 ◦C 201 mm

In this paper, total energy demand (obtained as the sum of heating demand and
cooling demand) is the dependent variable or response studied. Independent variables
used are the set point temperature for the heating system (HT), the set point temperature
for the cooling system (CT) and U-value of exterior walls (TW). The selected variables and
their study ranges are representative of the analysis of energy-saving measures.

Thermal control systems (thermostats and systems that allow adjusting consumption
to thermal needs and adapting them to the outside temperature) allow a reduction of
between 10% and 30% [40] in heating and cooling consumption. The low cost and rapid
return on investment of these actions give rise to a high potential for their large-scale
adaptation in the coming years. Likewise, the ease of installation and the great energy
savings make the investments in the rest of the actions more efficient. The temperature
variation considered corresponds to the comfort zones for the winter season (20–24 ◦C)
and the summer season (24–28 ◦C). These ranges are extended in this research (20–28 ◦C)
and (22–30 ◦C), respectively, to have a wider analysis. The ideal temperatures of 21 ◦C and
26 ◦C, respectively, are within these variable ranges.

On the other hand, approximately 75% of a building’s energy losses occur through
the building envelope (windows, facades, roof and floor). Therefore, the quality of the
exterior walls is one of the factors that most improves the energy performance of buildings.
Similarly, the rehabilitation of facades to increase thermal insulation has great potential
for savings (between 30 and 60% compared to buildings constructed before 1980) [41].
However, this action requires a high initial investment and a longer payback period. The
variation U-value is studied from 1.3 W/m2-K cm for exterior walls to 0.1 W/m2-K, which
is common in countries with a cold climate.

CCD provides 15 combinations per experiment. In this study, three different types of
experiments were conducted according to the type of climate of each city: Madrid (first
experiment), Paris (second experiment) and Warsaw (third experiment).

2.3. Definition of the Case Study and Simulation Model

Firstly, from the constructive design of the building, energy simulations are carried out
to establish the basic energy consumption of the building. The methodology developed is a
single-family house (Figure 3), whose construction characteristics are specified in Table 3.

https://es.climate-data.org/
https://es.climate-data.org/
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Table 3. Main characteristic of case study.

Main Characteristic of Case Study

Surface (m2) 124
Height (m) 3.5
Regular occupants 0.05 person/m2

UOpaque envelope (W/m2-K)
External wall: Variable
Roof: 2.930
Basement floor: 0.25

Infiltrations (air changing per hour) 0.70

Uwindows (W/m2-K)
Glass 1.924
Frame 3.633

WWR (N%; S%; W%; E%) 14.12%; 14.95%; 13.57%; 13.90%
Cooling system Electrical Central Chiller
Cooling system efficiency COP = 1.8
Heating system Natural gas boiler
Heating efficiency COP = 0.85
Ventilation type Only Local Extract (single duct)

Likewise, in the definition phase, a series of concepts related to the use of the build-
ing have been estimated. The thermal behaviour of a building is influenced, to varying
degrees, by a series of factors that must be defined in the simulation, based on the levels of
occupation, schedules, behavioural patterns and habitability of the users or equipment. In
the case of residential buildings, some of these concepts do not represent a great influence
to be considered in the calculation of energy demand, however, there are other concepts
that have a greater impact, such as configuration, location, orientation or the presence
of external shadows, construction characteristics, external environmental conditions and
internal conditions such as temperature, relative humidity or degree of ventilation.

2.4. System Check

Finally, the verification of both methodologies is carried out with the comparison of
the data obtained between them. To test the methodology, 125 combinations inside the
study ranges have been analysed to verify whether the values obtained by both methods are
equivalent. Firstly, the points proposed in the RSM method have been compared (15 points)
and the remaining combinations resulting from the three ranges of the three variables were
then compared (+14 points). Then, to ensure that the method works within the proposed
cube, the resulting combinations of the intermediate points belonging to the code −0.5 and
0.5 (see Table 1) and the combinations of these points with those previously coded have
been analysed (+96 points). In order to carry out all test simulations to use jEPlus software
(jEPlus–An EnergyPlus simulation manager for parametrics. www.jeplus.org, accessed on
10 January 2022) is possible, which is developed to resolve parametric simulations that

www.jeplus.org
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act as a black box including its inputs, outputs and parameters. Using this software, it is
possible to automate the simulation process, saving human resources both in the process of
obtaining the design of experiments (in the case of very extended simulations in time) and,
also, in the process of checking whether it is necessary.

3. Results and Discussion

In this section, the results obtained from each of the experiments with the energy
simulation method and the statistical method are analysed in detail. Values were obtained
after the energy simulation of our building (characteristics shown in Table 2). This energy
demand (along with the simulation energy demand and the heating energy demand) is
shown in Table 5.

Once the coded variables (Table 1) have been processed by Minitab® statistical soft-
ware, the regression coefficients obtained in the calculation of RSM are shown in Table 4.
The study has been carried out only with the total energy demand, understanding that this
shows the behaviour of both cooling and heating.

Table 4. Regression coefficients for experiments.

Experiment 1: Madrid

β0 β1 β2 β3 β11 β22 B33 β12 β13 β23 R2 (%)

Regression coefficients 15,257.9 5112.3 −2305.4 −3581.7 519.9 316.2 −586.8 0.0 −1275.7 326.8
99.97Valor p 0.000 0.000 0.000 0.000 0.003 0.021 0.002 1.000 0.000 0.002

FIV 1.00 1.00 1.00 1.30 1.30 1.30 1.00 1.00 1.00

Experiment 2: Paris

β0 β1 β2 β3 β11 β22 B33 β12 β13 β23 R2 (%)

Regression coefficients 19,162.0 6169.8 −1592.1 −4575.2 300.2 533.4 −685.9 0.0 −1379.6 58.2
99.98Valor p 0.000 0.000 0.000 0.000 0.025 0.003 0.001 1.000 0.000 0.331

FIV 1.00 1.00 1.00 1.30 1.30 1.30 1.00 1.00 1.00

Experiment 3: Warsaw

β0 β1 β2 β3 β11 β22 B33 β12 β13 β23 R2 (%)

Regression coefficients 24,045.5 6310.2 −1175.5 −5808.4 272.2 473.9 −848.1 0.0 −1344.0 −23.2
99.98Valor p 0.000 0.000 0.000 0.000 0.0039 0.005 0.000 1.000 0.000 0.0693

FIV 1.00 1.00 1.00 1.30 1.30 1.30 1.00 1.00 1.00 1.00

Statistically, the regression is significant and explains more than 99.5% of the variance
for all cases. It can be assumed that the coefficient β12 is not significant (shown with an
artery). However, as stated in other studies [42], the non-significant coefficients help to
contribute to the proper shape of the response surface, so it is not advisable to remove them
from ƒ (HT*, CT*, TW*). Total Demand response surfaces obtained from the coefficients in
Table 4 are represented by the following equations (Equations (4)–(6)).

ƒ (Total demand − Madrid) (HT*, CT*, TW*) = 15,257.9 + 5112.3 × HT* − 2305.4 × CT*
− 3581.7 × TW* + 519.9 × HT*2 + 316.2 × CT*2 − 586.8 × TW*2 − 1275.7 × HT*

× TW* + 326.8 × CT* × TW*
(4)

ƒ (Total demand − Paris) (HT*, CT*, TW*) = 19,162.0 + 6169.8 × HT* − 1592.1 × CT*
− 4575.2 × TW* + 300.2 × HT*2 + 533.4 × CT*2 − 685.9 × TW*2 − 1379.6 × HT*

× TW* + 58.2 × CT* × TW*
(5)

ƒ (Total demand − Warsaw) (HT*, CT*, TW*) = 24,045.5 + 6310.2 × HT* − 1176.6 × CT*
− 5808.4 × TW* + 272.2 × HT*2 + 473.9 × CT*2 − 848.1 × TW*2 − 1344.0 × HT*

× TW* − 23.2 × CT* × TW*
(6)

Thus, Table 5 shows the results obtained in the simulations carried out by Design
Builder (DB) and the response values estimated by the response surface model (RSM) for
the different combinations.
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Table 5. Simulated (Design Builder) energy demand and test results using RSM.

Experiment 1 (Madrid) Experiment 2 (Paris) Experiment 3 (Warsaw)

Heating
Demand
(kWh)

Cooling
Demand
(kWh)

Total
Demand (kWh) Heating

Demand
(kWh)

Cooling
Demand
(kWh)

Total
Demand (kWh) Heating

Demand
(kWh)

Cooling
Demand
(kWh)

Total
Demand (kWh)

DB RSM DB RSM DB RSM

1 (−1,−1,−1) 7679.73 7706.48 15,386.21 15,333.02 13,979.93 4067.45 18,047.38 17,985.69 20,535.14 2782.23 23,317.37 23,251.11
2 (1,−1,−1) 20,370.81 7706.48 28,077.29 28,109.00 28,984.99 4067.45 33,052.44 33,084.56 35,738.63 2782.23 38,520.86 38,559.32
3 (−1,1,−1) 7679.73 2475.86 10,155.59 10,068.63 13,979.93 786.28 14,766.21 14,685.19 20,535.14 483.79 21,018.93 20,944.56
4 (1,1,−1) 20,370.81 2475.86 22,846.67 22,844.61 28,984.99 786.28 29,771.27 29,784.06 35,738.63 483.79 36,222.42 36,252.78
5 (−1,−1,1) 3580.83 6483.44 10,064.27 10,067.47 7329.97 4159.87 11,489.84 11,478.17 11,248.59 3149.89 14,398.48 14,368.64
6 (1,−1,1) 11,169.29 6483.44 17,652.73 17,740.83 16,816.6 4159.87 20,976.47 21,058.61 21,076.27 3149.89 24,226.16 24,301.05
7 (−1,1,1) 3580.83 2559.89 6140.72 6110.15 7329.97 1111.42 8441.39 8410.40 11,248.59 758.47 12,007.06 11,969.12
8 (1,1,1) 11,169.29 2559.89 13,729.18 13,783.51 16,816.60 1111.42 17,928.02 17,990.84 21,076.27 758.47 21,834.74 21,901.52
9 (−1,0,0) 5895.56 4602.38 10,497.94 10,665.46 11,100.67 2006.28 13,106.95 13,292.32 16,500.61 1298.54 17,799.15 18,007.55
10 (1,0,0) 16,459.84 4602.38 21,062.22 20,890.14 23,815.56 2006.28 25,821.84 25,631.98 29,539.82 1298.54 30,838.36 30,627.86
11 (0,−1,0) 10,646.36 7302.91 17,949.27 17,879.45 17,146.73 4181.61 21,328.34 21,287.44 22,742.80 2970.44 25,713.24 25,695.98
12 (0,1,0) 10,646.36 2556.98 13,203.34 13,268.60 17,146.73 920.17 18,066.90 18,103.31 22,742.80 584.98 23,327.78 23,342.95
13 (0,0,−1) 13,456.74 4685.45 18,142.19 18,252.70 21,139.03 1814.48 22,953.51 23,051.32 27,795.10 1138.90 28,934.00 29,005.81
14 (0,0,1) 6909.18 4295.27 11,204.45 11,089.38 11,776.53 2226.72 14,003.25 13,900.95 15,927.45 1535.40 17,462.85 17,388.95
15 (0,0,0) 10,646.36 4602.38 15,248.74 15,257.86 17,146.73 2006.28 19,153.01 19,161.99 22,742.80 1298.54 24,041.34 24,045.52

The 2D and 3D graphic representation of the response surface equation is used for this
purpose (Figures 4–6). In the first and second place, the heating temperature set point is
fixed at 21 ◦C and the cooling temperature set point is fixed at 26 ◦C; both temperatures
are coincident with the ideal comfort temperatures. Thirdly, the fixed U-value will be
1.22 W/m2-K (maximum U-value allowed by CTE) [43].
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The heating and cooling demands for the three climate zones can be evaluated. In all
three climate zones, the heating demand carries more weight than the cooling demand,
although, as expected, the relative proportion of these demands in construction is different
in each climate zone and is higher in the more extreme European climates. The greatest
demand for heating is observed in the city of Warsaw, due to its climate (Hemi-boreal
without dry season) which gives it very low temperatures in winter. In addition, this city
has few hours of sunshine in the winter season, which makes its residents spend more
hours in their homes and thus increases the demand for heating. On the other hand, the
low influence of the cooling system on the total demand for air conditioning is explained by
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the fact that only the climate of Madrid (Typical Mediterranean) can be considered warm,
and therefore this system is necessary. In the case of Paris and Warsaw, the lack of thermal
comfort during the summer is not sufficient for the common population to install cooling
systems in their homes.
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Considering the influence of the construction system and the increase in the thick-
ness of the insulation, Figure 4 shows how good thermal insulation helps to cool spaces,
however, the energy savings due to the cooling system are stabilised at very high insu-
lation thicknesses. The cooling set point has not much influence on the energy demand,
probably because there are not too many warm climates where the studied temperatures
are often reached. Figure 5 shows the high energy demand required when raising the
heating system’s set point because more energy is needed to reach higher temperatures. It
also shows the large energy reduction caused by good thermal insulation of the building
envelope. Finally, Figure 6 replicates and confirms the tendencies previously observed. For
the same U-value, the heating set point’s influence is greater than the cooling set point. A
greater inclination of the plane with respect to the heating axis than on the cooling axis
is observed. Total thermal demand is higher for higher heating temperatures; while this
varies little between temperatures, Madrid is the city with the greatest variation, because it
is the hottest climate of the three.

Methodology Check

The data obtained and the analyses exposed above show how the predictions made by
the Response Surface Method fit the values obtained by the simulations. In addition, the
progressions sent by the method show a reliable adaptation to the reality of consumption
expected in different situations. In order to guarantee an adequate, reliable and more
accurate response, the data obtained are checked.

After carrying out the 15 simulations established in our design of experiments, a
greater number of simulations have been carried out to compare the data obtained in them
with the response provided by the quadratic models. The regression line has been obtained
by comparing both values for each of the points. For the 15 combinations obtained as input
for the design of experiments, an R2 greater than 99%, as in the data provided by Minitab,
has been obtained (Table 4). Figure 7a–c shows the regression lines obtained for all the
analysed combinations within the range studied in the three experiments and correlation
coefficients. The fit of all the lines indicates that all the equations that define the response
surfaces obtained are also representative at the interior points of the study.

Additionally, knowing that the results by both methods are not exact, since both
predict behaviour in different ways, the percentage of error between both methods has been
calculated (Figure 7d). The percentage of error between the simulated energy demand and
the calculated energy demand shows the deviation between both methods. The average
percentage difference between each pair of values is 0.83% for the first experiment, with a
maximum of 2.65%, 0.71% with a maximum of 2.23% for the second experiment and 0.63%
with a maximum of 2.07% for the third experiment. The maximum and average percentages
obtained are low compared to those admissible in energy simulation processes, where
percentages lower than 10% can be admitted. Therefore, after checking both methodologies,
to use the design of experiments by means of RSM to know the demand of air conditioning
of a building without the need to carry out the corresponding simulation is possible, and the
good behaviour of the Response Surface Method in energy simulations can be guaranteed
to reduce energy simulation costs. Since, after the similarity of the results, it is possible to
reduce the number of simulations in our building (controlled environment) to the number
of simulations required to feed the RSM, only a total of 15, using human capital and
computational hours required only in this phase of the study. After carrying out this small
number of simulations and creating the RSM, the energy behaviour of the building studied
for any possible combination of the chosen parameters can be obtained by means of the RSM
equation (almost instantaneous in time) without the need to enter the parameters in the
simulation software and launch the new simulation (with the computational and time cost).
In the same way, to know the behaviour of the energy demand, as shown in the examples
of the Figures 4–6, it would be necessary to carry out innumerable energy simulations
using all the possible combinations of parameters and carrying out the extrapolation of
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results, an operation that seems unfeasible in resources. On the other hand, the study of
this behaviour is easily achievable using the combination of both methods.
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4. Conclusions

The deployment of new data-driven energy services in buildings requires advanced
modelling and forecasting algorithms to enable the on-time provision of energy efficiency
and demand response strategies and a suitable performance measurement and verification
protocol. For this purpose, energy simulations and performance modelling are key in the
novel energy services of the future. This requires heavy computing and management costs,
and alternative methods must be explored.

The Response Surface Methodology applied to the study of energy demand in build-
ings is suitable for explaining the tendency scenarios of the building’s thermal behaviour.
The response surfaces obtained, using the Composite Central Design, adjust with an error
of less than 3% to the results obtained through energy simulations, so the mathemati-
cal method of analysis is suitable for predicting the behaviours of this type. Therefore,
reducing the number of simulations between 50% and 70% is possible, which leads to im-
portant savings in terms of time and computational costs and human resources, optimizing
research processes.

In this way, finding a calculation method (Response Surface Methodology) capable
of adapting and replacing a large volume of energy simulations has also been possible,
obtaining an algorithm (black box) that allows estimating of energy consumption in air
conditioning and obtaining a large amount of data to save time in simulations. This leads
to obtaining of the energy demand of a building in a faster and easier way (on a known
model) that can support non-technical workers or customers when they need to decide by
consensus without needing complex simulation tools.

Although this study is not able to reflect all possible alternatives, both for architec-
ture and materials, important conclusions that are very useful for future research can be
extracted. In this light, this methodology can be replicated to lighting control systems, in
different locations and thermal zones, as well as in buildings monitored through SCADA.
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Similarly, this forecast method can be used for the delivery of data-driven energy services
in buildings, with any other reference factor chosen. Similarly, the application can be
extended to the creation of advanced energy monitoring and energy analytics interfacing
with energy service providers and building residents. Among the possible future inves-
tigations, the calibration of this methodology using real monitored building data can be
considered. Additionally, the testing of the methodology by increasing the number of
dependent variables using CCD K4, CCD K5 or higher designs, the study of the energy
demand, not only thermal but also lighting, and the creation of a valid interface can be
interesting as future development areas. Finally, this methodology can be implemented in
BIM models and data-driven energy management systems for ESCo and energy service
providers, allowing for improvement in demand forecasts and performance measurement
and verification towards the implementation of a new generation of ESCo energy services
based on the Pay-for-Performance approach.
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