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Abstract. Like most machining processes, drilling is affected by many parameters such as the tool diameter, the
cutting speed and feed. The current research investigates the possibility of developing a finite element modelling
based prediction model for the generated thrust force during drilling of A17075-T6 with solid carbide tools. A
total of 27 drilling experiments were carried out in order to examine the interaction between three key
parameters and their effect on thrust force. In addition, simulations of the experiments were realized with the use
of DEFORM3D"" software in order to obtain the necessary numerical data. Finally, a comparison was made
between the experimental and the numerical results to verify that reliable modelling is feasible. The
mathematical model was acquired with the use of response surface methodology and the verification of the
adequacy of the model was performed through an analysis of variance. The majority of the simulations yielded
results in agreement with the experimental results at around 95% and the derived model offered an accuracy
of 5.9%.
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1 Introduction

As technology advances, manufacturing industries tend to
design products with parts that require machining with the
highest standards available and at the lowest possible cost.
Such optimization during the manufacturing stage of a
product, require a lot of early planning and thorough
research, which lead to increase development time and
cost. In order to reduce these factors during the develop-
ment stage, the implementation of finite element method
(FEM) and similar techniques are widely applied.

An early example of FEM in machining is the work
completed by Klamecki [1] that was published in 1973.
Since then, as the computational resources advance, more
and more researchers took advantage of FEM in machin-
ing. Drilling is one of the most used metal cutting
operations, which can benefit from the use of FEM. Due
to the fact that drilling is an intricate process, with complex
tool and chip geometries, it was included to commercial
FEM software in the last few years. Guo and Dornfeld [2]
developed a nonlinear 3D finite element model which
considers thermal, elastic and plastic parameters to study
burr formation in drilling of 304L stainless steel. Similarly,
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3D FEM of chip formation during drilling is another topic
that is widely studied [3—6]. Chip formation progress, chip
thickness, burr height and surface roughness are some of
the parameters that are discussed. FEM is used for
prediction purposes as well. 3D models and computational
methods are used for measuring and predicting important
parameters such as thrust force and torque [4,7.8]. In
addition to the aforementioned parameters, temperature of
the tool-workpiece interface is another important property
that can be measured with the aid of finite element (FE)
models, in order to develop methods for tool wear
prediction and cutting parameters optimization [9,10].
Since metal materials are very common in manufactur-
ing industries, such as aerospatial, automotive and
machinery, most studies related in these areas focus on
materials like titanium alloys, aluminium alloys and carbon
steels. Davim and Maranh&o [11] utilized a finite element
analysis for examination purposes. Plastic strain and
plastic strain rate during the process of machining AISI
1020 steel were the main assessed parameters during their
study. Additionally, authors validated the process using
experimental values from literature and verified that
simulated results were close to the ones found in literature.
Belis et al. [12] used the finite element method for the
determination of the developed stresses along the cutting
edges of a twist drill, while the cutting forces have been
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Drill geometry

already calculated using a CAD based approach. Lotfi et al.
[13] investigated the drilling process of AISI1045 and
developed a 3D FE model for prediction purposes of the
produced heat and flank wear on the drill by using a
modified Usui model.

Parida [14] investigated the evaluation of several
properties like torque, thrust force, strain and temperature
on drills, with the aid of 3D FE modelling for Ti-6Al-4V
alloy. In addition, he experimentally validated the results.
Similarly, Nagaraj et al. [15] used DEFORM3D"" to
develop a FE based model to simulate the thrust force,
stress, strain and temperature at the tool’s cutting edge
when drilling Nimonic C-263 alloy. Dou et al. [16] worked
on a new constitutive model, to improve a prediction model
for thrust force and torque. Moreover, authors tested the
efficiency of their constitutive model by using finite element
modelling for simulating the drilling process of SiCp/Al6063.

Especially for drilling of aluminum alloys of the 7000
series, even though many studies exist in the literature that
present experimental analysis of Al7075 drilling [17-19],
the number of studies that implement FE models is still
low. A study on the thermal and mechanical behavior of
aluminum alloys (Al 7075-0) during machining with PCD
(polycrystalline diamond) and cemented carbide tools was
made by Davim et al. [20]. Additionally, they compared the
performances of both tools. Similarly, Ucun [21] empha-
sized with his study the advantages that arise when 3D
modelling the metal cutting processes and examined the
performances of the twist and 3-flute drills. The perfor-
mance of the drills was assessed focusing on the generated
thrust force, torque and stress. Sahu and Andhare [22]
presented in their work a prediction model using response
surface methodology (RSM) for determining the residual
stress that occurs when turning Ti-6Al1-4V, assisted by 3D
FEM and experiments.

With these in mind, the present paper contributes
towards both an experimental and a 3D numerical study on
drilling of Al17075-T6, with three solid carbide drills of the
same geometry, but with different diameters. Investigation
of cutting force parameters is a topic with constant
research interest [23,24]. The aim of this study is to develop
a mathematical model, with the employment of RSM and
3D FEM, for prediction purposes of the thrust force
induced during Al7075-T6 drilling under commonly used
conditions. This way, time and resources-consuming
experimental work can be minimized, as well as the
computationally intensive simulation runs. In order to do
S0, an investigation of the generated thrust forces and chip
formation evolution was realized. Additionally, a compari-
son between the numerical and the experimental results
was performed for validation. The proposed methodology
ensures that the prediction model can be verified in a cost
and time effective way, so that it can be used within the
limits of this study.

2 Material and methods
2.1 Experimental setup

During the experimental stage of this research, three drills
of the same grade (Kennametal KC7325) were used with

Fig. 1. Geometry parameters for the B041A10000CPG drill.

8mm, 10mm and 12mm diameter respectively. These
drills (BO41A series) are solid carbide that consist of 10%
cobalt and have double coating; a multilayer of TiN/TiAIN
with 3.5 micron thickness and an outer layer of TiN with
15 micron thickness. Figure 1 illustrates the CAD model
of the ¥10 drill compared to the physical model. The
catalogue numbers for reference of the used drills are:
B041A08000CPG (8 mm), B041A10000CPG (10 mm) and
B041A12000CPG (12mm).

A plate of Al7075-T6 with dimensions 150 mm X
130 mm x 15 mm served as the workpiece for the experi-
ments that were carried out at three different cutting
speeds (50m/min, 100m/min, 150m/min) and three
different feeds (0.15mm/rev, 0.2 mm/rev, 0.25 mm/rev).
The cutting conditions were chosen according to the
manufacturer’s recommended limits for Al7075-T6 alloy
with respect to the drill diameters. Thus, the combination
of the aforementioned parameters and the three drills used,
led to a setup of 27 experiments (each tool was used to
drill nine holes on the plate). In order to accurately
perform the drilling tests, a HAAS (California, USA) VF1
CNC machining center and a BT40 cone were used.
Additionally, a Kistler (Winterthur, Switzerland) type
9257B 3-component dynamometer was used for measuring
the developed thrust forces. A typical measuring chain with
data acquisition system (Kistler type 5697A1 with 16-bit
resolution) was used in order to capture the measurements
and store them, with the aid of a three-channel charge
amplifier and DynoWare type 2825A software, to a desktop
computer for analysis. The sampling rate was set to
approximately 10 kHz, based on the specifications of the
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Table 1. Basic mechanical and thermal properties of Al7075-T6 [25,26].

Mechanical properties

Young’s modulus Density Poisson’s ratio

Hardness (HV)

Yield strength Tensile strength

71.7 GPa 2810 kg/m® 0.33

175

503 MPa 572 MPa

Thermal properties

Heat capacity

Thermal expansion

Thermal conductivity

0.960J/g°C 2.2 x 10 ° pm/m°C

41.7W/mK

data acquisition system and the mean value of the
measured thrust forces was used as the acquired data for
easier comparison with the simulated values (see Sect. 3.1).
Semi-synthetic oil-based coolant (KOOLrite 2270) was
delivered to the tool throughout the whole experimental
process. Table 1 contains the most important mechanical
and thermal properties of the workpiece material and
Figure 2 illustrates the workflow of this project. First stage
includes the experimental setup (CNC and dynamometer
setup), the execution of the designed experiments and the
acquisition of the thrust force. Second stage includes the
setup of the numerical model and the implementation of
the simulations. Finally, third stage involves the analysis
and validation of the results.

2.2 3D finite element model setup
2.2.1 Workpiece model setup

The 3D cutting simulations of the drilling processes were
performed in the same order than the experiments with
DEFORMS3D  ver. 11.3 simulation software, on a desktop
computer with dual-core CPU, 16GB RAM and SSD
technology hard drive. In some of the simulations, the drill
bit was allowed to fully penetrate the workpiece so that the
full thrust force diagram can be acquired. However, most of
the simulations were stopped when the thrust forces
achieved steady state to save time. Depending on the time
step applied, steady state occurred at a different point for
each simulation. The time step was calculated based on the
drill diameter and cutting speed used in each simulation.
For example, the 10 mm tool at 100 m/min cutting speed
rotates with 3183 min * or 53.05 s ! according to equation
(1), hence the tool completes one full rotation in 0.0189s.
Finally, the time step can be determined by dividing the
previously calculated time value with the number of steps
of the tool per revolution (360 steps), thus the time step for
this case is 5.24 x 10 °s. As a rule of thumb, the number of
steps during drilling simulation should be close to 360 so
that the tool can rotate one degree per step [27]. This way,
it is ensured that the simulation will complete in a
reasonable time period and, at the same time, yield
acceptable results. It is possible though, to use an increased
number of steps for an improved accuracy at the cost of
very long simulation times

xDN

= 1
°71000° (1)

Where V. is the cutting speed in m/min, D is the tool
diameter in mm and N is the spindle speed in min .

The workpiece was modelled to be circular and thin,
with a thickness of about the radius of the drill for
simplification purposes, but not thinner as it would be
difficult for the workpiece to support the force of the drill
and separation of the nodes would occur in a non-chip
forming process according to Gardner and Dornfeld [28]. In
addition, a center drill spot with regard to the drill point
angle was made on the workpiece (Fig. 3a).

The purpose of this design is to significantly improve
the simulation time, firstly because the removal of the
material on the spot by the tool can be skipped and
secondly because one revolution of the drill can take many
time steps [28]. Three similar workpieces were used, but
with different sizes, according to each drill geometry (see
Tab. 1). All three workpieces were modelled as plastic with
a mesh of tetrahedral elements that have four nodes.
Depending on the dimensions of each workpiece, the mesh
size varied. However, the minimum element size of the
mesh was alwakls 50% of the feed, based on the suggestion of
DEFORMS3D"™ [27]. A finer mesh was localized at the center
of the workpiece in order to improve the fidelity at the contact
interface. A ratio of 10:1 was used with this mesh, so that the
total number of elements could be optimized. Even though a
finer mesh usually yields more accurate results, the simulation
time increases dramatically. Figure 3b depicts the tool-
workpiece setup for the @10 mm drill.

2.2.2 Drill model setup

To model the drills, only their tips were used for
simplification purposes. The drill tips were modelled as
rigid with a mesh of approximately 20,000 to 30,000
tetrahedral elements. Since the area of the drill that is in
contact with the workpiece is at the tip, a finer mesh with a
4:1 ratio was used at the tip (Fig. 3d). An adaptive
remeshing technique was implemented so that more
elements were generated in areas where there were large
strains and strain rates, high temperatures and large
deformations. The default strain and strain rate gradient
were used. This technique further improves the simulation
time and the produced chip geometry.

2.2.3 Boundary conditions and movement controls

The side of the workpiece was fixed in all positions (X, Y
and Z), so that the velocity of all nodes is zero (Fig. 3c).
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Fig. 3. Workpiece section (a), tool-workpiece setup

In addition, heat exchange (with the environment)
boundary conditions were assigned to all surfaces of the
workpiece. To better approximate heat transfer through
convection between the workpiece and the drill surface, a
convection coefficient for oil based coolant with value of
2N/(s x mm x °C) was used [27], whereas for heat transfer
through conduction in the tool-workpiece interface, a

(b), workpiece nodes (¢) and drill model mesh (d).

coefficient with the default value of 45N /(s x mm x °C)
was used. Finally, a master-slave contact relationship was
set, for the workpiece and the generated chips, because it is
most likely that the chips touch the workpiece. To define
the rotational and translational movement of the drill, it
was set to rotate around Z axis and move along Z axis (feed
towards —Z) accordingly.
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Table 2. Johnson — Cook constitutive model constants for A17075-T6 [29].

A (MPa) B (MPa) C

n m TO (OC) Tm (OC)

546 678 0.024

0.71 1.56 20 635

Sample simulation thrust force diagram
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Fig. 4. The simulated thrust forces versus time diagram for the 10 mm tool (a) and the formed chip (b).

2.2.4 Material model setup

In order to simulate the flow stress of the Al7075-T6
alloy during the drilling operation, the generalized
Johnson-Cook model was used. This model is widely
used for stress analysis in deformations involving high
strain, strain rate and temperature, and can be described

by equation (2).
(=) o

where A is the initial yield stress, B is the strain hardening
modulus, C'is the strain rate dependence coefficient, ¢ is the
plastic strain, n is the strain hardening exponent, m is the
thermal softening coefficient, ¢ is the plastic strain rate, &g
is the reference plastic strain rate, T is the reference
temperature, T is the bulk temperature and T,, is the
melting temperature of the workpiece material. Since this
constitutive model is commonly used for numerical studies
of metal machining, the material constants of this model
have been determined for a wide variety of workpiece
materials. The material constants for Al7075-T6 alloy are
presented in Table 2. In this study, a reference strain rate of
1/s was used.

The damage model used during this study was the
normalized Cockcroft and Latham model in order to
simulate the occurrence of material separation, when
certain criteria are met. This model is defined as a function
of the maximum principal stress ¢’ normalized with the
effective stress @ [30].

As for the interaction between tool — chip interface, a
hybrid model [21] was used for friction. To approximate the
frictional stresses around the tool tip, where a more sticking

o= (A+B8”)<1+Cln

behavior occurs, the shear friction model was used which
can be determined by equation (3). This relationship is
based on the assumption that the frictional stress is
proportional to the shear strength of the weaker of the two
materials that are in contact [31].

9y
V3

where 7;is the frictional stress, k. is a constant and o is the
uniaxial yield stress for the material.

In order to describe friction across the sliding zone, the
Coulomb’s friction model was used. This model is a good
estimation for the sliding friction region and uses a
constant u, such that the frictional stress is determined
by equation (4).

Tf

(4)

where 7/is the frictional stress, u is the friction coefficient
and o, is the normal stress along the tool — chip interface.

For this study, the constant shear friction coefficient is
m=0.7 and the constant Coulomb friction coefficient is
u=0.6.

Tf = oy,

3 Results and discussion
3.1 Thrust force evaluation

Figure 4a illustrates a sample thrust force diagram
obtained from the simulated drilling process of Al7075-
T6 with a solid carbide 10mm tool at cutting speed of
V.=50m/min and feed rate of f=0.15mm/rev. This
diagram indicates that the produced thrust force increases
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Fig. 5. Experimental versus numerical values of thrust force for the 8 mm drill with varied feed (a), (b), (d) and a sample force-time

diagram (c).

rapidly, as soon as chisel’s edge starts to press down the
surface of the workpiece. Then quickly reaches a steady
state, just before 0.0171 s thrust force stops to increase any
further and maintains a steady state until the simulation
was halted. The produced values of the simulated thrust
force for each time step, after the steady state occurred,
were used to plot the force-time graphs (Figs. 4a, 5c, 6¢
and 7c¢). As shown in Figure 4a, thrust forces fluctuated
between 370 and 605 N for the majority of the simulation
steps, with a mean value of about 500 N. Figure 4b depicts
the produced chip after 8182 steps or 0.0815s. The
aforementioned tendency was observed in all the numerical
tests that were performed. In order to eliminate any
excessive or non-realistic values of thrust forces that were
generated during the remeshing process on the workpiece,
the default exponential smoothing (first order) of
DEFORM3D  was implemented.

The processing of the results shows in general a good
agreement between the experimental and the numerical
results. Figure 5 depicts the comparison between the
experimental and the simulated mean values of the
produced thrust forces for all nine possible combinations
of cutting speed and feed for the 8 mm tool, in addition, a
sample thrust force diagram from this set of simulations is
depicted (Fig. 5¢); it is shown that thrust force increases
quickly until approximately 0.0078 s and then stabilizes at
a mean value of around 530 N. Relative error between —5%
and +2% is found in most of the experiments of this set. In
the next cases, between the one with cutting speed of
V.=50m/min and feed of f=0.15mm/rev (Fig. 5a) and

the one with V,=150m/min and feed of f=0.25 mm/rev
(Fig. 5d) the relative error is approximately +1%, which is
the lowest in the set. On the other hand, the maximum
deviation between the experimental and the numerical
results occurred in the simulation with cutting speed of
V,=100m/min and feed of f=0.20mm/rev (Fig. 5b), as
well as with V,=50m/min and f=0.25 mm/rev (Fig. 5d).
The relative error for these cases is —11% and —9%
respectively.

In this set of simulations (8 mm tool), the standard
deviation for the thrust force values was found to be
between 15 and 142N. Few cases in this set exhibited
similar values of standard deviation and the average
standard deviation for the set is close to 62 N. Moreover,
the standard deviation for the simulation with cutting
speed of V.=50m/min and feed of f=0.15mm/rev
(Fig. 5a) was found to be around 15N, which is the lowest
for all sets. In addition, the maximum standard deviation,
of about 142N, was calculated for the simulation with
V.=150m/min and f=0.25mm/rev (Fig. 5d).

Results of thrust forces for the 10 mm drill are also in
good accordance with the equivalent experimental results.
Figure 6 contains the three comparison graphs for the
experimental and the simulated mean values of the
produced thrust forces for the 10 mm tool and a sample
thrust force diagram (Fig. 6¢) that indicates the fast
increase of thrust force to the point of 0.0089 s followed by a
steady state. Mean value of thrust force for the given
conditions is around 650 N. Moreover, the percentages of
agreement between the experimental and the numerical
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results for each combination of cutting conditions tend to
fluctuate less, compared to the set of results for the 8 mm
drill. Relative error between —4% and +2% constitutes the
majority for this set, and in some cases the correlation was
close to 99% (cases with cutting speed of V.= 50m/min
and feed of f=0.20 and 0.25 mm/rev — Fig. 6b, d). The
maximum deviation between the experimental and the
numerical results in this set was found in the simulation
with a cutting speed of V.=100m/min and a feed of
f=0.25mm/rev (Fig. 6d).

The standard deviation for the thrust force values of
each of the simulations for the 10 mm tool, after the first
order exponential smoothing, fluctuated between 20 and
75N with an average value of 52 N. Simulation run with
cutting speed of V.= 50m/min and feed of f=0.15 m/min
(Fig. 6a) displayed the lowest value for the set, whereas the
simulation with cutting speed of V, =50 m/min and feed of
f=0.25mm/rev displayed the highest standard deviation
(Fig. 6d).

The relative error between the experimental and the
numerical values of thrust forces for the results of the last
set of simulations (12mm drill), fluctuated between —6%
and +8%. The comparison between the experimental and
the numerical results for the thrust forces of all nine
simulations in this set is illustrated in Figure 7. The sample
thrust force diagram of Figure 7c points out the rapid
increase of thrust force until 0.0096s and the following
steady state. Mean value of thrust force for the given
conditions is approximately 710 N. Two simulations in this
set, the one with V,=150m/min and f=0.20mm/rev
(Fig. 7b) and the other with V,=50m/min and
f=0.25mm/rev (Fig. 7d) yielded the highest agreement
percentage for the set at approximately 99%, which is
the highest value of correlation that observed through
the whole process of 27 simulations. Additionally, under
cutting conditions with V,=100m/min and f=0.25mm/
rev (Fig. 7d) the relative error slightly exceeds +1%
(simulated value is marginally higher than experimental).
Despite this fact, the maximum deviation was found to be
in the case with a cutting speed of V,=50m/min and a feed
of f=0.20mm/rev (Fig. 7b), which is one of the highest for
all the 27 simulations.

The standard deviation for the thrust forces in this set
of simulations (12 mm tool) showed values between 50 and
119N, with most cases yielding values close to 85 N. The
lowest standard deviation was found to be approximately
50N for cutting conditions with cutting speed of V.=
150 m/min and feed of f=0.15mm/rev (Fig. 7a). On the
other hand, the highest value of standard deviation was
calculated to be around 119N for the simulation with
V.=50m/min and f=0.25mm/rev (Fig. 7d).

It is worth mentioning that in three cases with cutting
speed of V.= 150 m/min, the experimental values of thrust
forces were found to be slightly lower compared to the
values for V.= 100m/min. Two of the three cases refer to
drilling with the 8mm tool at a feed of f=0.20 and
0.25 mm/rev respectively, and one case to the drilling
with the 10mm tool at f=0.15mm/rev as observed in
Figures 5b, 5d and 6a. In addition, four cases with
V,.=150 m/min display no fluctuation in generated thrust
forces compared to the values found with V.= 100 m/min.

These cases are: 8mm tool with f=0.15mm/rev, 10 mm
tool with f=0.20 and 0.25 mm /rev respectively and 12 mm
tool with f=0.15mm/rev.

Figures 8a, 8c and 8e illustrate the variation of the
experimental thrust forces with feed for varying tool
diameter at certain cutting speed. Similarly, Figures 8b, 8d
and 8f depict the variation of simulated values. It is obvious
that both feed and cutting speed play an important role to
the produced thrust forces, regardless of the tool diameter,
especially the feed. There is a small but steady increase in
thrust forces as cutting speed increases for each feed value
and all tool diameters. Similarly, a noticeable and constant
increase in thrust forces is present as feed increases for each
cutting speed. For instance, according to figure 8b for the
12 mm tool, simulated thrust forces increase from approxi-
mately 550 N to 680 N and finally to 810 N at cutting speed
of V,=50m/min for each value of feed (0.15, 0.20 and
0.25 mm /rev respectively). The same linear trend applies
for the other two tools. However, it is noted that thrust
forces for the 8 mm tool increase at a different proportion.

As cutting speed increases, it is clear that simulated
thrust forces increase for each value of feed in a similar
manner. This pattern is different to the linearity that exists
at cutting speed V.= 50m/min and is displayed mostly at
V.=100 and 150 m/min (Fig. 8d and f). For example, with
the 8 mm tool at V,=100m/min (Fig. 8d) thrust forces
increase from approximately 460 N to 510 N and finally to
630N for each value of feed (0.15, 0.20 and 0.25 mm/rev).
Additionally, for the same tool at V.= 150 m/min (Fig. 8f)
the increase pattern is similar, from 490N to 520N and
then to 650 N.

3.2 Evolution of chip formation

Both the experimental and the simulated results indicate
that the produced chip retains the same conical shape on
each simulation regardless of the combination of the feed
and cutting speed. However, the size of the chip (diameter
of the conical shape chip) depends on the drill diameter.
This is anticipated due to the fact that a larger flute can
remove more material and thus produce wider chips. In
general, the size of the flutes is related to the size of the drill.

Figure 9a depicts the evolution of the generated
simulated chip during drilling of AI7075-T6 with a
10 mm, two flute twist drill, at 50 m/min cutting speed
and 0.15mm/rev feed rate, whereas Figure 9b illustrates
the produced experimental chip for the same cutting
conditions.

3.3 Mathematical modelling of thrust force

Since the correlation between the experimental and the
numerical results was found to be very high on all three
tools, a mathematical model is possible so that future
experiments for different drill diameters and similar
cutting conditions can be skipped. The proposed mathe-
matical model for thrust force was developed with the aid of
RSM, which is a proven statistical methodology that
provides excellent experiment design and result presenta-
tion. There are cases in literature where researchers in the
field of machining have successfully implemented RSM in
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Thrust force results
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Fig. 8. Variation of the experimental (a), (c), (e) and the numerical (b), (d), (f) values of thrust force with feed for varying tool

diameter.

their research [22,32—-35] with excellent results, thus the use
of RSM was selected for this study. Because this research
includes 27 drilling experiments and simulations, the
mathematical modelling was performed with a full factorial
design in mind, based on the numerical results. Table 3
illustrates the design of experiments and the corresponding
output for the numerical study.

The first step that was made during modelling was to fit
the regression model. Based on the number of factors (drill
diameter, cutting speed and feed) that were involved in the
numerical study, the fitted model that occurred is a second
order polynomial with linear, quadratic and interactive
terms. Equation (5) represents the second order polynomial

for this study.

Y = b+ b1 X1 + boXo + b3 X3 + by X3 + b5 X3 + b6 X3

+ b7 X1 Xy + bs X1 X3 + by X X3 (5)
where Y'is the response of the model, thus the thrust force
in this case, X; are the coded values of the model (drill
diameter, cutting speed and feed) and b; are the regression
coefficients that depend on the number of factors of the
model (three in this case).

Using the aforementioned polynomial and the data that
are presented in Figures 5-7, the complete mathematical
model based on the verified simulated results that was
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Evolution of chip forming

Step 2000 Step 3000
(a)

()
Fig. 9. The evolution of the simulated chip (a) and the experimental one (b) for the 10 mm drill.

Table 3. Design of experiments.

Std order D (mm) V. (m/min) f (mm/rev) F, smulated (N)
1 8 50 0.15 435.6
2 8 50 0.20 501.4
3 8 50 0.25 573.5
4 8 100 0.15 462.5
5 8 100 0.20 510.3
6 8 100 0.25 634.9
7 8 150 0.15 491.5
8 8 150 0.20 520.8
9 8 150 0.25 649.8
10 10 50 0.15 495.9
11 10 50 0.20 628.8
12 10 50 0.25 742.9
13 10 100 0.15 573.5
14 10 100 0.20 650.4
15 10 100 0.25 751.6
16 10 150 0.15 582.4
17 10 150 0.20 679.9
18 10 150 0.25 763.0
19 12 50 0.15 553.8
20 12 50 0.20 612.9
21 12 50 0.25 806.7
22 12 100 0.15 605.8
23 12 100 0.20 713.2
24 12 100 0.25 901.3
25 12 150 0.15 656.5
26 12 150 0.20 770.0
27 12 150 0.25 938.7
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Table 4. ANOVA results for thrust force.

Source Degree of freedom Sum of squares Mean square Jfvalue p-value
Regression 9 427676 47519.5 103.01 0.000
Residual error 17 7842 461.3
Total 26 435518

R-sq (adj) = 97.25%

Term PE coefficient SE coefficient t-value p-value
Constant 238 295 0.81 0.432
D 79.5 46.1 1.73 0.102
V. —0.21 1.06 —0.19 0.848
f —4797 1557 —3.08 0.007
D? —5.52 2.19 —2.52 0.022
V.2 —0.00451 0.00351 -1.29 0.215
f? 9883 3507 2.82 0.012
Dx V. 0.20 0.062 3.23 0.005
Dx f 301.6 62.0 4.86 0.000
V. x f —0.56 2.48 —0.22 0.825

developed, is represented by equation (6).

F, =238+ 79.5D — 021V, — 4797f — 5.52D?
—0.00451V? + 9883 f* + 0.2DV..

+301.6Df — 0.56V . f (6)
where F, is the thrust force in N, D is the drill diameter in
mm, V. is the cutting speed in m/min and fis the feed in
mm/rev.

3.4 Analysis and validation of model

After fitting the model, analysis of variance (ANOVA) has
been performed for validation purposes. During this step, a
confidence level of 95% was used for all intervals. The
adjusted R-squared for this model found to be as high as
97.25% proving the validity of the fit. In addition, the high
correlation can be proved by the p-values that are 0.05 and
lower. Due to the fact that the significance level is 0.05, the
contribution to the validity of the thrust force model
according to Table 4 is done by these factors: f with a
p-value of 0.007, D with p=0.022, f° with p=0.012,
D x V, with p=0.005 and D x f with p=0.000.

Table 4 contains the sum of squares and degrees of
freedom of the analysis. Sum of squares includes the sum of
squared deviations due to each of the nine factors and the
sum of squares due to error. Mean square is the ratio of sum
of squares to the degree of freedom and the f-value is the
ratio of mean square of regression model to the mean square
of residual error. Lastly, the p-value of the analysis is 0.000
which means that the correlation is very high as the
probability of getting an extreme result is very low.

The significance of the tool diameter D, cutting speed
V. and feed rate fis highlighted with the main effects plot
(Fig. 10). As already pointed out with the aid of Figure 8,
the key parameters that effect thrust forces are the tool

Main Effects Plot (data means) for Fz (N)

7501
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650

Fz (N)

6001

550+

500+

50 100 150 0.15 0.20 0.25
V (m/min) f (mm/rev)

10 12

D (mm)

8

Fig. 10. Main effects plot for thrust force.

diameter and the feed rate. More importantly, it is obvious
that as diameter and feed increase, thrust forces also
increases.

Following the validation of goodness of fit, the next step
was the residual analysis to check the accuracy of the
model. Figure 11 contains four graphs: the normal
probability plot of the residuals (Fig. 11a), the residuals
versus the fitted values (Fig. 11b), the distribution of error
histogram (Fig. 11c¢) and the residuals versus the order of
the data (Fig. 11d). The normality of distribution in all
graphs suggests the validity of the regression analysis.
Specifically, from the normal probability plot it is
understandable that the errors follow an almost linear
pattern which means that the errors follow a normal
distribution pattern. The residuals versus the fitted values
graph shows that the residuals are evenly scattered on both
sides of the reference line of the graph, thus the variance is
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Residual analysis graphs
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Fig. 11. Residual analysis graphs: probability plot (a), residuals versus fitted values (b), error histogram (c) and residuals versus

order (d).

Thrust force 3D response surface
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Fig. 12. 3D plots of the thrust force for each drill.

constant. In addition, the histogram depicts a normality in
distribution between the error percentages. Finally, the
residuals versus order graph indicates that there are no
obvious systematic effects in the data due to time.

Final step of the mathematical modelling was the
analysis of the developed prediction model. With the aid
of 3D response surface plots, the combined effect of the
tool diameter and cutting conditions on thrust forces
were analyzed. Figure 12 illustrates the generated 3D

surfaces for each drill diameter based on the polynomial
solutions. The inputs of the polynomial are within the
investigated range for cutting speed and feed, thus
from 50 to 150 m/min for cutting speed and 0.15 to
0.25 mm /rev for feed. According to Figures 10 and 12 it is
observed that:
— As alarger drill diameter is selected, the produced thrust
force increases notably (the larger the diameter, the
higher values of thrust force).
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Table 5. Confirmation of mathematical model for F,.

Set Simulated F, (N) Predicted F, (N) Relative error (%)
I (3mm) 487.6 483.1 ~0.92

I (10 mm) 602.9 582.0 —3.47

III (12 mm) 611.5 636.6 4.11

— Similarly, at higher values of feed, the produced thrust
force is significantly increased.

— On the other hand, any increase in cutting speed has
limited effect (increase) on thrust force.

Eventually, to further validate the mathematical
model, a set of three extra simulations (one for each drill)
was performed for the prediction of F,. The cutting
conditions were selected arbitrarily from within the range
of the experimental data. The selected conditions are:
V.=75m/min and f=0.18 mm/rev. Table 5 includes the
produced results which are deemed sufficient since the
relative error for all three cases is below 5%.

4 Conclusions

The development of a prediction model for the generated
thrust forces during drilling of A17075-T6, with the aid of
RSM and the implementation of 3D FEA, is presented in
this study. A complete series of 27 3D simulations was
carried out under different cutting conditions (speed and
feed rate) in addition to the three different tool diameters
that were used. The simulated results were validated via
experiments and the correlation between the simulated and
the experimental results exceeded 95% in most cases. After
thoroughly analyzing the model for its accuracy (5.9%) and
goodness of fit, it is concluded that the developed model can
safely predict the thrust forces under certain limits that are
discussed in this research. Moreover, the morphology of the
produced chips during drilling of Al7075-T6 was intro-
duced. Finally, through this analysis the following
conclusions are drawn:

— Increase in tool diameter and feed rate leads to significant
boost of thrust force. Specifically, an increase of close to
20% in thrust force is observed when changing to the
10 mm drill from the 8 mm one or when increasing the
feed to 0.20 mm/rev from 0.15 mm/rev. The equivalent
shift from 10mm to 12mm or from 0.20mm/rev to
0.25mm/rev amplifies F, by more than 40% for both
cases.

— On the other hand, any increase in cutting speed
increases thrust force at a small but not negligible
amount; a step-up from 50m/min to 100m/min was
estimated to rise F, approximately by 8.5%, whereas
from 100 m/min to 150 m/min by 4%.

— The factors that affect the most the statistical model are:
f. D? f?, D x V.and D x f since their p-values is lower
than the significance level.

— The produced chips tend to maintain a conical shape,
regardless of the cutting conditions, whereas the
diameter of the curling of chip increases as larger tool
diameter was selected.

Nomenclature

Bulk temperature of the workpice material (K)
Cutting speed (m,/min)

Drill diameter (mm)

Effective stress (N/m?)

Feed (mm/rev)

Frictional stress at the tool — chip interface (N/m?)
Initial yield stress (N/m?)

Maximum principal stress (N/m?)

Melting temperature (K)

Normal stress (N/m?)

Plastic strain

Plastic strain rate (s ')

Reference plastic strain rate (s ')
Reference temperature (K)

Shear friction coefficient

Sliding friction coefficient

Spindle speed (min )

Strain hardening modulus (N/m?)

Strain hardening exponent

Strain rate dependence coefficient
Thermal softening coefficient for JC model
Thrust force (N)

Uniaxial yield stress (N/m?)
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