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Abstract
A geometric approach to Sundman infinitesimal time-reparametrisation is given and 
some of its applications are used to illustrate the general theory. Special emphasis 
is put on geodesic motions and systems described by mechanical type Lagrangians. 
The Jacobi metric appears as a particular case of a Sundman transformation.

Keywords  Sundman transformation · Tangent bundle · regularisation · Jacobi 
metrics
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1  Introduction

An infinitesimal time reparametrisation, usually called Sundman transformation 
[1], was introduced when looking for an analytic solution to the three-body prob-
lem. Such transformation is very intriguing, at least from a geometric perspective, 
but it allowed to find solutions for many different problems in the theory of dif-
ferential equations and related physical problems. For instance it has been very 
useful in problems of linearisation of differential equations or to regularise some 

 *	 José F. Cariñena 
	 jfc@unizar.es

	 Eduardo Martínez 
	 emf@unizar.es

	 Miguel C. Muñoz‑Lecanda 
	 miguel.carlos.munoz@upc.edu

1	 Departamento de Física Teórica and IUMA, Universidad de Zaragoza, Pedro Cerbuna 12, 
50009 Zaragoza, Spain

2	 Departamento de Matemática Aplicada and IUMA, Universidad de Zaragoza, Pedro Cerbuna 
12, 50009 Zaragoza, Spain

3	 Departament de Matemátiques, Campus Nord U.P.C., Ed. C‑3 C/ Jordi Girona 1, 
08034 Barcelona, Spain

http://orcid.org/0000-0003-4480-6535
http://orcid.org/0000-0003-3270-5681
http://orcid.org/0000-0002-7037-0248
http://crossmark.crossref.org/dialog/?doi=10.1007/s44198-022-00037-w&domain=pdf


	 Journal of Nonlinear Mathematical Physics

1 3

equations of motion and avoid collision singularities. More generally, to trans-
form a given equation into another of some appropriate form.

Even if in the early days of the beginning of the nineteenth century the meth-
ods developed for studying differential equations were of an ad hoc character, 
after the pioneer work by Lie on symmetry methods, systematic approaches have 
been developed, most of them based on a geometric theory of differential equa-
tions and dynamical systems. The geometric approach is intrinsic and the results 
do not depend on a particular choice of coordinates and may be generalised to 
infinite dimensional systems (with some topological difficulties).

Within this approach, an autonomous system of first order differential equa-
tions is replaced by a vector field X on a differentiable manifold M, the system 
being used to compute, in a local coordinate system, the integral curves of the 
vector field. But the time is not explicitly appearing in the expression of the vec-
tor field and only appears as the parameter of such integral curves, and therefore 
the geometric interpretation of an infinitesimal change of time is not clear. It will 
be shown that the infinitesimal time reparametrisation can then simply be under-
stood as a change of the dynamical vector field X, replacing it by a conformally 
related one, f X , where f is a nonvanishing real function on the manifold M.

The existence of compatible geometric structures on M provided by special 
tensor fields has been shown to be very efficient to establish and study hidden 
properties of the given system of differential equations and its solutions. This is 
the main reason for the usefulness of Sundman transformations, because the ten-
sor fields invariant under f X are not, in general, invariant under X.

The aim of this paper is to investigate from a geometric perspective the mean-
ing of such infinitesimal time reparametrisation, to relate it with changes in the 
vector field describing the dynamical system, as well as to point out many of its 
applications. Section 2 is devoted to first recall the classical Sundman transforma-
tion and, as an example of its applications, to show its use in the linearisation of 
the Kepler problem, and then to introduce, from a geometric perspective, a con-
cept of generalised Sundman transformation for systems of first-order differential 
equations. Section  3 points out some possible applications in mathematics and 
classical mechanics.

The corresponding generalisation of Sundman transformation for systems of sec-
ond-order differential equations is not so easy and we restrict ourselves in this article 
to the case of those derivable from a variational principle. Therefore, as we also aim 
to study this generalised Sundman transformation in the framework of Riemannian 
manifolds, in order to the paper be self contained, we recall in Sect. 4 the main defi-
nitions and properties to be used in the geometric study of such transformation, and 
in particular the conformal equivalence relation in the set of Riemanniant metrics is 
explicitly given. A brief overview of symplectic geometry and Lagrangian formal-
ism is presented to introduce some additional notation.

The rest of the paper is devoted to different applications in geometry and mechanical 
systems. In Sect. 5, we describe geodesics and free motions in a Riemannian manifold 
and the relation with geodesic vector fields and the effect of a Sundman transformation 
on the set of geodesic curves, while Sect. 6 is devoted to mechanical and Newtonian 
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systems in a Riemannian manifold. In both cases we solve the question of the relation 
between two vector fields whose integral curves are related by a time reparametrisation.

In Sect.  7 we take a different approach. Instead of changing the vector field, we 
change the metric on the manifold to a conformally related one in order to obtain some 
specific properties of the vector field of a mechanical system or its trajectories. In 
particular we obtain in a new fashion, related to a Sundman transformation, the well 
known Jacobi metric. Different relations between the Jacobi metric and the Hamil-
ton–Jacobi equation for a Newtonian system are briefly commented in Sect. 8.

As usually in this kind of geometric papers, all the manifolds and mappings are 
assumed to be of C∞ class.

2 � Sundman Transformation

The classical Sundman transformation [1] introduced to regularise the equations of 
motion and avoid collision singularities (see also [2]), which had previously been used 
by Levi-Civita [3, 4], was shown to be useful in many other situations and can be gen-
eralised and extended to other more general cases. For instance the classical paper by 
Bohlin [5] used a similar relation to define the Keplerian anomaly. Moreover, Sundman 
transformation can be used in the study of linearisation of differential equations [6] and 
in numerical solution of systems of differential equations (see e.g. [7–11]).

The classical Sundman transformation is an infinitesimal scaling of time from the 
time t to a new fictitious time � given by

where r is the radial distance in the plane, which was later on generalised to 
dt = c r� d� , where c ∈ ℝ and � is a positive constant [9], or more generally to 
dt = f (r) d� [12–14].

2.1 � An Illustrative Example

We next present an explicit example of application of the transformation (2.1) in the 
Kepler problem. It is well known that the motion of a particle under a central force 
takes place in a plane and we can restrict our study to such a plane. Using the standard 
polar coordinates the Lagrange function for a m = 1 particle is given by

and as the angular variable � is cyclic, the Euler–Lagrange equation for such vari-
able shows that the corresponding (angular) momentum � = r2 𝜃̇ is constant. The 
other Euler–Lagrange equation, r̈ = r 𝜃̇2 − V �(r) , reduces, using the constant of 
motion � , to the equation of motion of the particle in (0,∞) under the action of the 
reduced potential V(r) = V(r) + �2∕(2r2) , i.e. in the case of Coulomb–Kepler prob-
lem for which V(r) = −k∕r , the radial equation of motion is

(2.1)dt = r d�,

L(r, 𝜃) =
1

2
(ṙ2 + r2 𝜃̇2) − V(r), r > 0,
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The conserved energy is given by

and when we introduce the eccentric anomaly parameter � by the classical Sundman 
transformation (2.1), then we get

where derivatives with respect to � of a function f are denoted by f ′ instead of ḟ  . 
The differential equation (2.2) becomes

and simplifying

But the expression of the energy (2.3) can now be rewritten as

and therefore we see that for motions with a fixed energy E, the equation (2.6) 
reduces to

which is an inhomogeneous linear second order differential equation with constant 
coefficients, whose general solution is easily found. This shows that Sundman trans-
formation (2.1) provides a linearisation of the motion equation for the Kepler prob-
lem with a fixed energy E.

For instance, when the energy is negative and the angular momentum is different 
from zero, the solutions are ellipses given by [15]

where A is the major semiaxis and

(2.2)r̈ =
�2

r3
− V �(r) = −V�(r) =

�2

r3
−

k

r2
.

(2.3)E =
1

2
ṙ2 +

�2

2r2
−

k

r
,

(2.4)d

dt
=

1

r

d

d�
,

d2

dt2
=

1

r2
d2

d�2
−

r�

r3
d

d�
,

(2.5)1

r2
r�� −

1

r3
r�2 = −V�(r) =

�2

r3
−

k

r2
,

(2.6)r�� =
1

r
r�2 +

�2

r
− k.

(2.7)2r2E = r�
2
+ �2 − 2kr,

(2.8)r�� = 2rE + k,

(2.9)r(�) = A(1 − e cos(��)), � =
√
2�E�,

(2.10)t = A
(
� −

e

�
sin(��)

)
.
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2.2 � Generalised Sundman Transformation and Geometric Approach

The important point is that even if this classical Sundman transformation (2.1) was car-
ried out for the second order differential equations of motion, it admits a generalisation 
to the case of systems of first-order differential equations and, moreover, its geometric 
interpretation is more clear. Recall that a second-order differential equation vector field 
in Q can be seen (see Sect. 4.3) as a particular case of vector fields on TQ, and therefore 
it is enough to consider, for the time being, Sundman transformations for autonomous 
systems of first-order differential equations.

As indicated in [16], given an autonomous system of first order differential equations

we can consider the generalisation of Sundman transformation defined by

and then (2.11) becomes

Let us first remark that when each one of the integral curves of a vector field X 
is arbitrarily reparametrised we obtain a new family of curves which may be, or 
not, the integral curves of a vector field Y. In the affirmative case, as the two vec-
tor fields have the same local constants of motion, they generate the same 1-dimen-
sional distribution and, at least locally, there exists a nonvanishing function h such 
that Y = h X . Let us prove that this is the case if we consider the reparametrisation 
defined by a Sundman transformation and then h coincides with the the function f 
defining the transformation (2.12).

In fact, if �(t) is a given curve and we carry out the reparametrisation for which 
the new parameter � is defined by the relation (2.12) written as

we obtain the reparametrised curve 𝛾̄(𝜏) such that 𝛾̄(𝜏(t)) = 𝛾(t) and then

and consequently, if the curve �(t) is an integral curve of X, i.e. d�∕dt = X� , then

i.e. the curve 𝛾̄ is an integral curve of the vector field f X.
From the geometric viewpoint the solutions of the system (2.11) provide us the 

integral curves of the vector field X = Xi(x1,… , xn)�∕�xi and then the solutions of 

(2.11)dxi

dt
= Xi(x1,… , xn), i = 1,… , n,

(2.12)dt = f (x1,… , xn) d𝜏, f (x1,… , xn) > 0,

(2.13)dxi

d�
= f (x1,… , xn) Xi(x), i = 1,… , n.

(2.14)
d�

dt
=

1

f (�(t))
,

d𝛾

dt
=

d𝛾̄

d𝜏

d𝜏

dt
=

1

f (𝛾(t))

d𝛾̄

d𝜏
,

d𝛾̄

d𝜏
= f (𝛾(t))

d𝛾

dt
= f (𝛾(t))X𝛾(t) = (f X)𝛾(t) = (f X)𝛾̄(𝜏),
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the new system (2.13) provide the integral curves of the vector field f X . In other 
words, the effect of the generalised Sundman transformation (2.12) is the replace-
ment by the vector field f X instead of X [17]. But the integral curves of the vec-
tor fields X ∈ �(M) and f X ∈ �(M) coincide up to respective reparametrisations, 
because both vector fields have the same local constants of motion.

Equivalently, the reparametrisation defined by Sundman transformation (2.14) 
should be carried out for each orbit, i.e. as pointed out in [18], if x(t) is a solution of 
(2.11), then we consider the reparametrisation defined by

and the inverse expression t = �(�) , and then x(�(�)) is a solution of (2.13).
It is noteworthy that the ‘velocity’ with respect to the new time is different and so 

the new velocity v̄ is related to the old one by v̄i = f vi , as a consequence of (2.14).
The reinterpretation of this ‘infinitesimal time scaling’ was used in [19] to deal 

with the theory described by Bond and Janin in [20] in satellite theory. By appropri-
ately selecting the function f, a problem with singular solutions can be transformed 
into a related one with globally defined solutions in terms of the new time variable.

3 � Applications in Mathematics and Classical Mechanics

Let us first remark that even if the vector fields X and f X on a manifold M, with f 
a nonvanishing function, usually called conformally related vector fields, have the 
same local constants of motion, the same property does not hold for general tensor 
fields T, because Lf XT ≠ f LXT  and this fact is quite important because it provides 
us a way for obtaining, from a vector field X that does not preserve T, vector fields 
under which a given tensor field T is invariant.

We have shown before how the classical Sundman transformation (2.1) provides 
a method to linearise the equations of motion for a given energy in the Kepler–Cou-
lomb problem. Recall that a manifold M can be endowed with a linear structure (see 
[21], Chapter 3) if there exists a complete vector field Δ , playing the rôle of Liou-
ville vector field, with only one non-degenerate critical point and such that F(0)

Δ
= ℝ 

and F(1)

Δ
 separates derivations, where F(k)

Δ
 denotes the set of functions on the mani-

fold M defined by

Linear functions (with respect to such a linear structure) are those f ∈ F(M) satis-
fying that LΔf = f  , that is, the elements of F(1)

Δ
 , and linear vector fields X ∈ �(M) 

are those preserving the ℝ-linear subspace of linear functions, that is, satisfying 
LX(F

(1)

Δ
) ⊂ F

(1)

Δ
 , or what is equivalent, LXΔ = [X,Δ] = 0.

Then, given a nonlinear vector field X such that LXΔ ≠ 0 , it may 
exists a positive function f ∈ C∞(M) such that Lf XΔ = 0 , because 

�(t) = ∫
t

0

1

f (x(�))
d� ,

F
(k)

Δ
= {f ∈ F(M) ∣ Δf = k f }, k ∈ ℕ.
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Lf XΔ = [f X,Δ] = f [X,Δ] − Δ(f )X . This happens when there exists a function h 
such that [X,Δ] = h X and we choose the function f in such a way that h = Δ(log f ).

In the case of M being a n-dimensional manifold, a chart (U,�) of M identifies 
U with an open set of ℝn , and this one, as a linear space, is endowed with the com-
plete vector field Δ =

∑n

i=1
xi �∕�xi , where xi are the usual coordinates, and there-

fore, if X =
∑n

i=1
Xi(x) �∕�xi is the coordinate expression of the vector field X in the 

mentioned chart, then we can say that the vector field X is linear in this chart when 
[Δ,X] = 0 , and taking into account that

we see from [Δ,X] = 0 that the components of the vector field X in the given chart 
are homogeneous of order one functions, i.e. linear functions, Xi(x) =

∑n

j=1
Ai

j x
j , 

where Ai
j ∈ ℝ , and then their integral curves are given by the solutions of the lin-

ear system ẋi =
∑n

j=1
Ai

j x
j , i = 1,… , n . The vector fields X whose integral curves 

are given by solutions of inhomogeneous linear systems ẋi =
∑n

j=1
Ai

j x
j + Bi , 

i = 1,… , n , where Bi ∈ ℝ , are the sum of a linear vector field X0 and another one 
X−1 with components that are homogeneous of degree zero, i.e. constants. Of course 
as [Δ,X0] = 0 and [Δ,X−1] = −X−1 we have that

and hence,

Conversely, if this last relation holds, then having in mind (3.1) we see that

and therefore, [Δ, [Δ,X]] = −[Δ,X] if and only if, for each index i = 1,… , n , 
Δ2(Xi) − Δ(Xi) = 0 , i.e. Δ(Xi) − Xi is a homogeneous function of order zero, 
because there exist constants Bi such

from where we find that Xi =
∑n

j=1
Ai

jx
j + Bi , for each index i = 1,… , n . Without 

using local coordinates, we observe that [Δ, [Δ,X]] = −[Δ,X] implies that the com-
ponents of the vector field [Δ,X] are homogeneous functions of order zero, i.e. is a 
vector field with constant components, i.e., X is if the form X = X0 + X−1.

We can summarise the preceding results as follows:

Theorem 3.1  Let M be a differentiable manifold endowed with a linear structure Δ . 
If X is a vector field in M, then: 

(3.1)[Δ,X] =

[
n∑
i=1

xi
�

�xi
,

n∑
j=1

Xj �

�xj

]
=

n∑
k=1

(
n∑
i=1

xi
�Xk

�xi
− Xk

)
�

�xk
,

[Δ,X] = [Δ,X0 + X−1] = [Δ,X0] + [Δ,X−1] = −X−1,

[Δ, [Δ,X]] = −[Δ,X−1] = X−1 = −[Δ,X].

[Δ, [Δ,X]] =

n∑
i=1

(
Δ(Δ(Xi) − Xi) − Δ(Xi) − Xi

) �

�xi
,

n∑
j=1

xj
�Xi

�xj
− Xi = −Bi,
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1.	 LΔX = h X , for some function h, if and only if there exists a nonvanishing positive 
function f such that the vector field fX satisfies LΔ(fX) = 0.

2.	 LΔX = 0 if and only if for any coordinate system (U,�) , where � = (x1,… , xn) , 
such that Δ�U =

∑n

i=1
xi

�

�xi
 , the local expression of X is linear in xi , that is, 

3.	 L
2
Δ
X = −LΔX if and only if for any coordinate system (U,� = (x1,… , xn)) such 

that Δ�U =
∑n

i=1
xi

�

�xi
 , the local expressión of X is affine in xi , that is, 

	�  ◻

Comment: This theorem gives us a characterisation of the vector fields X that 
are linearisable with respect to a general linear structure Δ in a manifold M, by 
means of a general Sundman transformation.

As another instance of application of Sundman transformations, if (M,Ω) is 
an oriented manifold, i.e. Ω is a volume form in M, and a vector field X ∈ �(M) 
is such that LXΩ ≠ 0 , there may be a positive function f ∈ C∞(M) such that 
Lf XΩ = 0 : these functions are called Jacobi multipliers [22] and play a relevant 
rôle in the process of integrability by quadratures. Note that as Lf XΩ = LX(f Ω) , 
the search of such a Jacobi multiplier is equivalent to the determination of a 
X-invariant volume form f Ω . For examples of applications of Jacobi multipliers 
in integrability and the inverse problem of mechanics see e.g. the recent review 
paper [23] and references therein.

Another possibility would be to consider a Riemannian structure on the man-
ifold M given by a non-degenerate symmetric two times covariant tensor field 
g and then, as Lf Xg ≠ f LXg , some non-Killing vector fields X, i.e such that 
LXg ≠ 0 , can give rise to Killing ones by just multiplication by a convenient func-
tion f.

Similarly, given a closed 2-form on a manifold, for instance a symplectic form 
� , that may be not invariant under the vector field X, i.e. LX� ≠ 0 , if there is a 
positive function f such that Lf X� = 0 , i.e. f i(X)� is a closed form, then, when 
the non-degeneracy condition df ∧ � = 0 is satisfied, the 2-form f � is symplectic 
and the vector field X is locally-Hamiltonian with respect to such symplectic form 
f � . Recall that in the case of X being also locally-Hamiltonian with respect to 
the original symplectic form � , such function f must be a constant of motion for 
X, Xf = 0 (see [24]).

The same can be said about skew-symmetric two times contravariant tensor 
fields, i.e. bivector fields Λ , and a particularly interesting case is that of Poisson 
structures, i.e. such that [Λ,Λ]S = 0 , where [⋅, ⋅]S denotes the Schouten bracket 
[25, 26]. Recall that in this case

X|U =

n∑
i,j=1

Ai
j x

j �

�xi
, Ai

j ∈ ℝ.

X|U =

n∑
i=1

(
n∑
j=1

Ai
j x

j + Bi

)
�

�xi
, Ai

j,B
i ∈ ℝ.
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defines a Poisson bracket and vector fields Xf  on M of the form Xf g = {g, f } are said 
to be Hamiltonian vector fields. Then given a vector field X and a Poisson structure 
Λ sometimes there exists a function f such that fX is Hamiltonian with respect to the 
Poisson structure Λ . In this way an infinitesimal Sundman time-reparametrisation 
can transform a given vector field into a Hamiltonian one. This is usually called 
Hamiltonization process [27, 28].

4 � Digression on Some Geometric Complements

The applications of the Sundman transformation for systems of second-order differ-
ential equations we will develop in next sections cover different topics, going from 
minimal length curves to systems of a mechanical type and from the geodesic vector 
fields to the Jacobi metric. This is why we need to extend our standpoint and for-
mulate the Sundman transformation in a different framework, that of a Riemannian 
manifold.

We begin with a short review of the concepts of Riemannian geometry we will 
need, some comments on conformally related metrics and some ideas on the tangent 
bundle and second-order differential equation vector fields in the case of Lagrangian 
systems and systems of a mechanical type. The remaining sections are devoted to a 
detailed study of different applications using these topics.

4.1 � A Quick Survey of Riemannian Geometry

In order to the paper be self-contained, this Subsection is devoted to recall well 
known concepts and properties in geometry and also to establish the notation to be 
used. The results can be found in many classical books on Riemann geometry (see 
e.g. [29] and [30] for more details).

A (pseudo-)Riemann manifold (M,  g) is a pair given by a differentiable mani-
fold M, dimM = n , and a non-degenerate symmetric two times covariant tensor 
field g on M. Nondegeneracy means that the map ĝ ∶ TM → T∗M from the tan-
gent bundle, �M ∶ TM → M , to the cotangent bundle, �M ∶ T∗M → M , defined by 
⟨ĝ(v),w⟩ = g(v,w) , where v,w ∈ TxM , is a regular vector bundle map, that is, a vec-
tor bundle isomorphism. As the map ĝ is a fibred map over the identity on M, it 
induces the corresponding map between the C∞(M)-modules of sections of the tan-
gent and cotangent bundles, to be denoted by the same letter ĝ ∶ �(M) →

⋀1
(M) : 

⟨ĝ(X), Y⟩ = g(X, Y) . Given a local chart (U, q1,… , qn) on M we can consider the 
coordinate basis of �(U) usually denoted {�∕�qj ∣ j = 1,… , n} and its dual basis for ⋀1

(U) , {dqj ∣ j = 1,… , n} . Then a vector v in a point q ∈ U is v =
∑n

j=1
vj (�∕�qj)�q 

and a covector � in such a point is � =
∑n

j=1
pj (dq

j)�q , with vj = ⟨dqj, v⟩ and 
pj = ⟨� , �∕�qj⟩ being the usual velocities and momenta. The local expression for g 
in the open set U is

{f , g} = Λ(df , dg), f , g ∈ C∞(M),
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and therefore the arc-length of a curve � in M, �(t) = (q1(t),… , qn(t)) , between the 
points �(t1) and �(t2) is given by

i.e. the classical local expression for the arc-length ds is given by

Given q1, q2 ∈ M , the extremal length curves in (M, g) from q1 to q2 are the curves 
� ∶ [t1, t2] → M, �(t1) = q1, �(t2) = q2 , such that the integral (4.2) is extremal among 
all the curves going from q1 to q2 . Such curves will be studied in Sect. 5.1.

Recall that a linear connection ∇ in a manifold M is a map 
∇ ∶ �(M) ×�(M) → �(M) , such that if X, Y , Z ∈ �(M) , f ∈ C∞(M) and ∇XY  
denotes ∇XY = ∇(X, Y):

In a local coordinate system the connection symbols Γi
jk

 are defined by

while ∇XY  is given by

Moreover, each linear connection has associated a (1, 2) tensor �  , called torsion ten-
sor, which is skewsymmetric in the two last indices and it is defined as follows

and a (1, 3) tensor field called curvature tensor defined by

(4.1)g =

n∑
i,j=1

gij(q) dq
i ⊗ dqj, gij(q) = g

(
𝜕

𝜕qi
,
𝜕

𝜕qj

)
, i, j = 1,… , dimM,

(4.2)s(𝛾) = ∫
t2

t1

√
g(𝛾̇ , 𝛾̇) dt = ∫

t2

t1

���� n�
i,j=1

gij(q)q̇
iq̇j dt,

(4.3)ds2 =

n∑
i,j=1

gij(q) dq
idqj.

(i) ∇X+YZ = ∇XZ + ∇YZ,

(ii) ∇X(Y + Z) = ∇XY + ∇XZ,

(iii) ∇fXY = f ∇XY ,

(iv) ∇X(fY) = (Xf )Y + f ∇XY .

(4.4)∇ �

�xi

(
�

�xj

)
=

n∑
l=1

Γl
ji

�

�xl
,

(4.5)∇XY = ∇∑n

i=1
Xi �

�xi

�
n�
j=1

Yj �

�xj

�
=

n�
i,k=1

Xi

�
�Yk

�xi
+

n�
j=1

YjΓk
ji

�
�

�xk
.

(4.6)� (X, Y) = ∇XY − ∇YX − [X, Y],

(4.7)R(X, Y)Z = ∇X(∇YZ) − ∇Y (∇XZ) − ∇[X,Y]Z.
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A Riemann manifold (M, g) is endowed with a uniquely determined torsionless met-
ric connection ∇ , called the Levi-Civita connection. By metric we understand that if 
X, Y , Z ∈ �(M) , then

and by torsionless we mean that the corresponding torsion tensor �  is null, hence

Such a Levi-Civita connection is given by the so-called Koszul formula:

for every X, Y , Z ∈ �(M) . In terms of local coordinates on M Koszul formula gives

and using the definition of connection symbols (usually called second class Christ-
offel symbols)

Hence, the second class Christoffel symbols are given by

where 
∑n

j=1
gijgjk = �i

k
.

On the other hand, the vanishing of the torsion tensor is equivalent to the follow-
ing symmetry property of Christoffel symbols: Γi

jk
= Γi

kj
.

As indicated above, these symbols Γi
jk

 locally determine ∇XY  for every X, Y,  by 
making use of (4.5). The remarkable fact (see e.g. [29, 30] for details) is that as 
given a vector field Y ∈ �(M) the value of ∇XY  at a point x ∈ M , (∇XY)(x) , only 
depends, with respect to X, on the value of X in such a point, then for each v ∈ TxM 
we can define ∇vY = (∇XY)(x) , where X is any vector field X ∈ �(M) such that 
X(x) = v , and then this allows us to introduce the concept of parallelism of a vector 
field along a curve as follows: A vector field along a curve � ∶ I → M , Y ∈ �(�) , is 
parallel along � if ∇𝛾̇(t)Ȳ = 0 , for all t ∈ I , where Ȳ ∈ �(M) is an arbitrary extension 
to M of Y.

An example of a vector field along a curve � in M is given by its velocity vec-
tor field 𝛾̇ ∈ �(𝛾) , and the curves whose velocity vector field is parallel along 
the curve, ∇𝛾̇(t)𝛾̇(t) = 0 , are called geodesics. In particular in a Riemann manifold 
(M,  g) the connection to be considered is its Levi-Civita connection and using 
this connection ∇ , the geodesics in (M,  g) are the curves � in M satisfying the 

(4.8)LX(g(Y , Z)) = g(∇XY , Z) + g(Y ,∇XZ),

(4.9)∇XY − ∇YX = [X, Y].

(4.10)
2g(∇XY , Z) = LX(g(Y , Z)) + LY (g(Z,X)) − LZ(g(X, Y))

− g(X, [Y , Z]) + g(Y , [Z,X]) + g(Z, [X, Y]),

2g
(
∇�∕�xi

(
�

�xj

)
,
�

�xk

)
=

�gjk

�xi
+

�gik

�xj
−

�gij

�xk
,

g
(
∇�∕�xi

(
�

�xj

)
,
�

�xk

)
=

n∑
l=1

Γl
ji
glk.

(4.11)Γi
jk
=

1

2

n∑
l=1

gil
(
�glj

�qk
+

�glk

�qj
−

�gjk

�ql

)
,
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equation ∇𝛾̇ 𝛾̇ = 0 , where 𝛾̇ is the vector field along � given by the velocity of 
the curve at each point. They are uniquely defined from the Riemann metric g 
through the Levi-Civita connection ∇ , which is uniquely defined by g. Their geo-
metric properties can be studied through the so called second order geodesic vec-
tor field defined by g and we will see below the relation with extremal length 
curves through an appropriate Sundman transformation.

For a curve parametrised by its arc-length s, �(s) = (q1(s),… , qn(s)) , as we 
have

the local equation of the geodesic lines, ∇𝛾̇ 𝛾̇ = 0 , is the second order differential 
equation

See Sect. 5.1 for another approach to this equation.
Consequently, the geodesic curves are the projection on the base manifold M 

of the integral curves of the second order geodesic vector field Γ ∈ �(TM) whose 
local expression is

4.2 � Conformal Metrics

We have seen in Sect. 2.2 that the vector fields X and fX on a manifold M have 
integral curves related by a Sundman transformation. Other interesting problems 
related to Sundman transformation for second-order differential equation vec-
tor fields use conformal Riemannian metrics to study dynamical systems. Two 
metrics, g and ḡ , are conformally related if there exists a function � such that 
ḡ = exp(2𝜑) g . This establishes an equivalence relation in the set of metrics. A 
conformal structure is an equivalence class of metrics. The covariant derivatives 
with respect to both metrics g and ḡ are related by:

To obtain these formulas, consider the Koszul formula for the connection ∇̄ that 
gives

∇𝛾̇ 𝛾̇ =

n∑
l=1

(
n∑
j=1

q̇j
𝜕q̇l

𝜕qj
+

n∑
j,k=1

Γl
jk
q̇jq̇k

)
𝜕

𝜕ql
◦𝛾 =

n∑
l=1

(
q̈l +

n∑
j,k=1

Γl
jk
q̇jq̇k

)
𝜕

𝜕ql
◦𝛾 ,

(4.12)q̈i +

n∑
j,k=1

Γi
jk
q̇jq̇k = 0 , l = 1,… , n .

(4.13)Γ =

n∑
i=1

(
vi

�

�qi
−

(
n∑

j,k=1

Γi
jk
vjvk

)
�

�vi

)
.

(4.14)
∇̄XY = ∇XY + (LX𝜑)Y + (LY𝜑)X − g(X, Y) gradg𝜑

= ∇XY + (LX𝜑)Y + (LY𝜑)X − ḡ(X, Y) gradḡ𝜑 .
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and simplifying the factor e2� , it may be rewritten as

from where, once again by simplification, we obtain

Finally, by making use of

we find

where gradg is the gradient with respect to the metric g. The above relation can also 
be rewritten as

Remark that the relation ḡ = exp(2𝜑) g implies that gradḡ𝜑 = exp(−2𝜑) gradg𝜑.
In the case of X = Y  the expression (4.18) reduces to

It is also interesting to study the relationship between the corresponding Christoffel 
symbols to both metrics. The new Christoffel symbols of the second kind are [31]:

where �i
k
 denotes Kronecker delta symbol, because

and using Leibniz rule for derivatives and simplifying terms we arrive to (4.21).
There is also an interesting equivalence relation in the set of symmetric linear 

connections (see e.g. [31] and references therein): two such connections are said 

(4.15)

e2𝜑g(∇̄XY , Z) = e2𝜑
[
LXg(Y , Z) + LYg(Z,X) − LZg(X, Y) + 2g(Y , Z)X(𝜑)

+2g(Z,X)Y(𝜑)

− 2g(X, Y)Z(𝜑) − g(X, [Y , Z]) + g(Y , [Z,X]) + g(Z, [X, Y])
]
,

(4.16)
2g(∇̄XY , Z) = LXg(Y , Z) + LYg(Z,X) − LZg(X, Y)

+ 2g(Y , Z)X(𝜑) + 2g(Z,X)Y(𝜑)

− 2g(X, Y)Z(𝜑) − g(X, [Y , Z]) + g(Y , [Z,X]) + g(Z, [X, Y]),

(4.17)g(∇̄XY , Z) = g(∇XY , Z) + g(Y , Z)X(𝜑) + g(Z,X)Y(𝜑) − g(X, Y)Z(𝜑).

g(X, Y)LZ� = g(X, Y)d�(Z) = g(X, Y)g(gradg�, Z) = g(g(X, Y)gradg�, Z),

(4.18)∇̄XY = ∇XY + (LX𝜑)Y + (LY𝜑)X − g(X, Y) gradg𝜑,

(4.19)∇̄XY = ∇XY + (LX𝜑)Y + (LY𝜑)X − ḡ(X, Y) gradḡ𝜑.

(4.20)∇̄XX = ∇XX + 2(LX𝜑)X − g(X,X)gradg𝜑 .

(4.21)

Γ̄i
jk
(q) = Γi

jk
(q) + 𝛿i

j

𝜕𝜑

𝜕qk
+ 𝛿i

k

𝜕𝜑

𝜕qj
−

n∑
l=1

gjk g
il 𝜕𝜑

𝜕ql
, i, j, k = 1,… , dimM,

Γ̄i
jk
=

1

2
e−2𝜑

n∑
l=1

gil
(

𝜕

𝜕qk
(e2𝜑glj) +

𝜕

𝜕qj
(e2𝜑glk) −

𝜕

𝜕ql
(e2𝜑gjk)

)
,

i, j, k = 1,… , dimM,



	 Journal of Nonlinear Mathematical Physics

1 3

to be projectively equivalent when their geodesics differ only by a parametrisa-
tion. Each equivalence class is characterised by its Thomas symbol. A projective 
structure is compatible with a conformal structure if there exists a metric g in its 
conformal class such the associated Levi-Civita connection is in the equivalence 
class defining the projective structure. Necessary and sufficient conditions for 
local compatibility are given in [31].

4.3 � Lagrangian Systems

Given a regular Lagrangian (see later on), L ∶ TM → ℝ , L(q, v), defined on the 
velocity phase space, that is, a function depending on the positions q and veloci-
ties v, we can obtain the associated dynamical equations in two different ways. In 
the traditional one we consider the Hamilton principle, that is, we try to deter-
mine the curves q(t) with fixed end-points making extremal the action defined by:

Then, applying the classical variational calculus, the curves we are looking for are 
solutions to the Euler–Lagrange equations associated to the Lagrangian L:

But the theory of the above systems can be presented more geometrically by means 
of the symplectic approach to Lagrangian formalism (see e.g [21, 32, 33]). In this 
approach, from the Lagrangian function L we construct the Cartan 1-form �L given 
by �L = dL◦S , where S is the vertical endomorphism [32, 33] in the tangent bun-
dle TM of the configuration manifold M. Associated to the 1-form �L , we have the 
2-form �L = −d�L . These forms are locally given by

If �L is symplectic, we say that the Lagrangian L is regular. Otherwise L is called 
singular. In the sequel we suppose that L is regular.

The 2-form �L has the usual form

with the matrices A and W being given by

S(q(t)) = ∫
t2

t1

L(q(t), q̇(t)) dt.

(4.22)
d

dt

(
𝜕L

𝜕q̇i

)
−

𝜕L

𝜕qi
= 0, i = 1,… , n .

�L =

n∑
j=1

�L

�vj
dqj ,

d�L =

n∑
j=1

d
(
�L

�vj

)
∧ dqj =

n∑
i,j=1

(
�2L

�qi�vj
dqi ∧ dqj +

�2L

�vi�vj
dvi ∧ dqj

)

(4.23)�̂L =

(
A −W

W 0

)
, �̂−1

L
=

(
0 W−1

−W−1 W−1AW−1

)
,
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The regularity of the Lagrangian depends on the regularity of �̂L and, consequently, 
on the regularity of the matrix W.

On the other side, recall that the energy of the Lagrangian system determined by L is 
defined by EL = ΔL − L , where Δ ∈ �(TM) is the Liouville vector field, generator of 
dilations along the fibres of TM, given by

for all (q, v) ∈ TM and f ∈ C∞(TM) . Hence, as Δ(L) =
∑n

j=1
vj�L∕�vj , the total 

energy is EL =
∑n

j=1
vj�L∕�vj − L . The corresponding associated dynamics when L 

is regular is given by the unique dynamical vector field ΓL ∈ �(TM) defined by

and since we know the expression of EL , we see that ΓL is of the form

where

with 
∑n

j=1
WijWjk = �i

k
.

The uniqueness of ΓL satisfying equation (4.25) is a consequence of the assumed 
regularity of the 2-form �L.

The dynamical vector field ΓL is a second order differential equation and the corre-
sponding system of differential equations is

which gives the second order differential equation

In the case of a mechanical type Lagrangian system in the Riemanian manifold 
(M, g), the Lagrangian is given by L = Tg − V  where Tg is the kinetic energy defined 

Aij =
�2L

�qi�vj
−

�2L

�vi�qj
, Wij =

�2L

�vi�vj
, i, j = 1,… , n.

(4.24)Δf (q, v) =
d

dt
f (q, etv)|t=0, Δ =

n∑
i=1

vi
�

�vi
,

(4.25)i(ΓL)�L = dEL,

(4.26)ΓL =

n∑
i=1

(
vi

�

�qi
+ Fi(q, v)

�

�vi

)
,

(4.27)Fi(q, v) = −

n∑
j,l=1

WijAljv
l +

n∑
j=1

Wij �L

�qj
,

(4.28)

⎧⎪⎪⎨⎪⎪⎩

dqj

dt
= vj

dvj

dt
= Fj = −

n�
i,l=1

WijAliv
l +

n�
i=1

Wij �L

�qi

d2qj

dt2
= Fj = −

n∑
i,l=1

WijAli

dql

dt
+

n∑
i=1

Wij �L

�qi
.
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by the metric and V ∶ M → ℝ is the potential energy. The local coordinate expres-
sion for the kinetic energy Tg is

To understand V as a function defined in TM we need to write �∗
M
V  . By simplicity 

we continue writing simply V.
For such kind of systems the Cartan 1-form �Tg given by �Tg = dL◦S = dTg◦S , 

reduces to �L(v) = ĝ(v) = g(v, ⋅) , which in local coordinates looks as

with associated symplectic form �L given by

Here this 2-form �L is symplectic and consequently the Lagrangian L = Tg − V  is a 
regular Lagrangian as defined above. The matrix of �L is of the form (4.23), but now 
with

The total energy is EL = Tg + V  , hence the dynamical vector field defined as in 
(4.25) is given by (4.26) with

where use has been made of definition (4.11).
Once again the vector field ΓL corresponds to a second order differential equation 

we can write as

(4.29)Tg(v) =
1

2

n∑
i,j=1

gij(�M(v)) v
ivj .

(4.30)�L(q, v) =

n∑
i,j=1

gij(q) v
j dqi,

(4.31)�L =

n∑
i,j=1

gij dq
i ∧ dvj +

1

2

n∑
i,j,k=1

(
�gij

�qk
vj −

�gkj

�qi
vj
)
dqi ∧ dqk.

Aij =

n∑
k=1

(
�gkj

�qi
−

�gki

�qj

)
vk, Wij = gij.

(4.32)Fi(q, v) = −

n∑
j,l=1

WijAljv
l +

n∑
j=1

Wij �L

�qj
−

n∑
j=1

gji
�V

�qj

(4.33)= −

n∑
j,k,l=1

gij
(
�gkj

�ql
−

�gkl

�qj

)
vkvl −

n∑
j=1

gji
�V

�qj

(4.34)= −

n∑
k,l=1

Γi
kl
vkvl −

n∑
j=1

gji
�V

�qj
,

(4.35)q̈i = −

n∑
k,l=1

Γi
kl
q̇kq̇l −

n∑
j=1

gji
𝜕V

𝜕qj
, i = 1,… , n,
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where the last term, XV = −
∑n

i,j=1
gji

�V

�qi
�

�vj
= −(grad V)v , comes from the external 

force. Here Yv denotes the vertical lift of the vector field Y ∈ �(M) (see e.g. [32, 
33]). We are in the usually called case of conservative systems or potential forces.

If grad V = 0 , the external force vanishes, we say we have a free motion, L = Tg , 
and then

4.4 � General Forces and Newtonian Mechanical Systems

We can consider a more general situation where the external forces are not poten-
tial ones. This is the case when the force is given by a non-exact semibasic 1-form 
F ∈

⋀1
(TM) ; then the dynamics Γ ∈ �(TM) is given by

instead of a free motion whose dynamics ΓTg
 is given by i(ΓTg

)�Tg
= dETg

 as we 
know.

The 1-form F is called the force form or work form and, being semibasic in TM, 
its local expression is F =

∑n

i=1
Fi(q, v) dq

i . When the 1-form F is basic, that is 
F =

∑n

i=1
Fi(q)dq

i , it does not depend on the velocities, and then the system is said 
Newtonian. In this last case, given the force form F, then XF =

∑n

i,j=1
gijFi

�

�vj
 is the 

local expression of the vector field of force which is the vertical lift to TM of the 
vector field in M, ZF = ĝ−1F , i.e. XF = Zv

F
 . The above case of potential forces, with 

L = Tg − V  , is given by F = −�∗(dV) with V ∶ M → ℝ.
Conversely, we can give a vector field of forces, Z ∈ �(M) , with 

Z =
∑n

i,j=1
Zi�∕�qi , then FZ = i(Z)g =

∑n

i,j=1
gijZ

idqj is a 1-form in M and �∗FZ is 
a basic 1-form in TM, the force form associated to the force vector field Z. In this 
approach the dynamical vector field Γ is given by

where we write FZ instead of �∗FZ for simplicity. The corresponding second order 
differential equation for its integral curves is

Furthermore, we can consider the case where the vector field of forces is depending 
on the velocities Z =

∑n

i=1
Zi(q, v)�∕�qi , that is, it is a vector field along the projec-

tion �M ∶ TM → M . In this case we proceed as above obtaining the 1-form of forces 
FZ = i(Z)g =

∑n

i,j=1
gijZ

idqj and thecorresponding expression for the dynamical vec-
tor field Γ.

(4.36)ΓTg
=

n∑
i=1

(
vi

�

�qi
+ Fi(q, v)

�

�vi

)
, Fi(q, v) = −

n∑
k,l=1

Γi
kl
vkvl.

(4.37)i(Γ)�Tg
− dETg

= F,

(4.38)i(Γ)�Tg
− dETg

= FZ ,

(4.39)q̈i = −

n∑
k,l=1

Γi
kl
q̇kq̇l + Zi , i = 1,… , n.
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In all these situations the dynamical vector field Γ is a second order differential 
equation with a similar local expression as above.

5 � Application to Geodesics, Free Motion and Geodesic Fields

5.1 � Curves with Extremal Length

As defined in (4.2), the extremal length curves in (M, g) are those corresponding 
to the action defined by the Lagrangian �(v) =

√
g(v, v) , even if we have to restrict 

ourselves to the open submanifold T0M = {v ∈ TM ∣ v ≠ 0} in order to preserve the 
differentiability. Remark that the length does not depend on the parametrisation of 
the curve and consequently a reparametrisation of an extremal length curve leads to 
another extremal length curve.

Consider, therefore, the Lagrangian �(v) =
√

2 Tg(v) , where Tg ∈ C∞(TM) is the 
function defined in (4.29)

usualy called kinetic energy in the context of mechanical systems.
This function �(v) ∈ C∞(T0M) is a singular Lagrangian that has been studied in 

[34] in a problem with applications in a geometric approach to optics. This singu-
lar character of � is responsible of the fact that a reparametrisation of an extremal 
length curve gives rise to another extremal length curve.

Being � a singular Lagrangian, the symplectic approach is not directly applicable 
but we can use the first method and obtain the Euler–Lagrange equations. As 
�(q, q̇) =

√
gij(q)q̇

iq̇j , then

and the Euler–Lagrange equations of the Lagrangian � are:

where t is the parameter of the solution curves.
If we parametrise the curves by the arc-lenght s, that is we apply a Sundman 

transformation, then as ds∕dt = � , q̇i = � q�i = � dqi∕ds , we have that the previous 
system becomes

i.e.

(5.1)Tg(v) =
1

2
g(v, v), v ∈ TM,

𝜕�

𝜕q̇i
=

n∑
j=1

gij(q)q̇
j

�
,

𝜕�

𝜕qi
=

1

2�

n∑
j,k=1

(
𝜕gjk

𝜕qi
q̇j q̇k

)
, i = 1… , n,

d

dt

(
n∑
j=1

gij(q) q̇
j

�

)
=

1

2�

(
n∑
j=1

𝜕gjk

𝜕qi
q̇j q̇k

)
, i = 1… , n,

(5.2)
d

ds

(
n∑
j=1

gij(q) q
�j

)
=

1

2

n∑
j,k=1

�gjk

�qi
q�j q�k,



1 3

Journal of Nonlinear Mathematical Physics	

or in another form,

where Γi
jk

 are the Christoffel symbols of the second kind defined by the metric g.
Equation (5.4), which is the same equation as (4.12), is called geodesics’ equation 

obtained from Euler-Lagrange equations for � by the above Sundman transforma-
tion. It is to be remarked that the same can be said for a Sundman reparametrisation 
d�∕dt = a� , where a ∈ ℝ . This corresponds to the fact that the parameter of geodesic 
curves is defined up to an affine transformation s ↦ a s + b . See Sect. 5.3 for a recipro-
cal of this result and some comments on it.

5.2 � Free Motions on a Riemann Manifold

Free motion on a Riemann manifold (M, g) is described by a regular Lagrangian given 
by the function Tg ∈ C∞(TM) , as defined in (4.29), which is the kinetic energy defined 
by the metric.

We can follow the geometric approach with the Lagrangian L = Tg , which reduces 
to the kinetic energy and is a regular Lagrangian. The Cartan 1-form �Tg and the sym-
plectic 2-form are given by

The total energy is ETg
= Tg and the dynamical vector field solution of 

i(ΓTg
)�Tg

= dETg
 is

where, as above, Γi
jk

 denote the second class Christoffel symbols defined by the 
metric.

The projected curves on the base manifold of the integral curves of the vector field 
ΓTg

 are solutions of the system of second order differential equations

(5.3)q��i =

n∑
j,k,l=1

gil(q)

(
1

2

�gjk

�ql
−

�glj

�qk

)
q�j q�k,

(5.4)q��i +

n∑
j,k=1

Γi
jk
(q) q�j q�k = 0,

(5.5)

�Tg(q, v) =

n∑
i,j=1

gij(q) v
j dqi,

�Tg
=

n∑
i,j=1

gij dq
i ∧ dvj +

1

2

n∑
i,j,k=1

(
�gij

�qk
vj −

�gkj

�qi
vj
)
dqi ∧ dqk.

(5.6)ΓTg
=

n∑
i=1

(
vi

�

�qi
+ Fi(q, v)

�

�vi

)
, Fi(q, v) = −

n∑
j,k=1

Γi
jk
(q)vjvk,

(5.7)q̈i +

n∑
j,k=1

Γi
jk
(q) q̇j q̇k = 0,
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which is the local expression for ∇𝛾̇ 𝛾̇ = 0 , where � is a curve in M and 𝛾̇ the vector 
field along � given by the velocities of the curve at each point. This shows that the 
above integral curves are geodesics of the Riemannian structure, and therefore, the 
geodesic curves � are such that their tangent prolongations 𝛾̇ are integral curves of 
ΓTg

.
In particular, as indicated above, an extremal length curve parametrised by its 

arc-length is a solution of

and therefore in terms of such parametrisations the extremal length curves are geo-
desics of the corresponding metric.

As we will see in Sect. 5.3, if a curve �(t) satisfies ∇𝛾̇ 𝛾̇ = 0 , then g(𝛾̇ , 𝛾̇) is con-
stant along � , hence the parameter t is a real affine function of the arc-length, that is 
t = as + b with a, b ∈ ℝ.

5.3 � Geodesic Fields and Sundman Transformation

There are distinguished classes of vector fields on a Riemann manifold (M, g). For 
instance, Killing vector fields X are those such that LXg = 0 , i.e. vector fields whose 
local flows are preserving g. Another relevant class is that of autoparallel vector 
fields, characterised by the property ∇XX = 0 , where ∇ is the corresponding Levi-
Civita connection.

Remark that X ∈ �(M) is an autoparallel vector field if and only if its integral 
curves � are geodesics, i.e. they satisfy the equation ∇𝛾̇ 𝛾̇ = 0 , and then when lifted 
to the tangent bundle TM are integral curves of ΓTg

 , the second order geodesic vector 
field given in (4.13) or (5.6). In fact, suppose that ∇XX = 0 and let 𝛾 ∶ I ⊂ ℝ → M 
be an integral curve of X, that is 𝛾̇ = X◦𝛾 . Then:

and therefore � is a geodesic curve in M. If, on the contrary, we suppose that every 
integral curve of X satisfies the equation ∇𝛾̇(t)𝛾̇(t) = 0 , let p ∈ M and 𝛾 ∶ I ⊂ ℝ → M 
be the integral curve of X with initial condition p, we have

But as this is true for every p ∈ M , we have ∇XX = 0.
Because of this property the autoparallel vector fields are also called geodesic 

vector fields [35]. It is to be remarked that for each real number a, if X is a geodesic 
vector field, then a X is geodesic too.

There exists an even more general class of generalised geodesic vector fields, 
usually also called pregeodesic vector fields, which are those such that there exists a 
function f satisfying ∇XX = f X.

(5.8)
d2qi

ds2
+

n∑
j,k=1

Γi
jk

dqj

ds

dqk

ds
= 0,

∇𝛾̇(t)𝛾̇(t) = ∇(X◦𝛾)(t)(X◦𝛾)(t) = (∇XX)(𝛾(t)) = 0,

(∇XX)(p) = ∇X(p)X = ∇𝛾̇(0)𝛾̇(t) = (∇𝛾̇(t)𝛾̇(t))|t=0 = 0.
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Before going to the application of Sundman transform to these vector fields, 
we recall some known results with slightly new proofs.

In [36], it is proven, Lemma 3, and in [37] is used, that a Killing vector field 
X ∈ �(M) has constant length if and only if every integral curve of X is a geo-
desic, that is, X is a geodesic vector field. We can give a little more general proof: 

(a)	 Using that the connection ∇ is metric and torsionless, we have on the one hand 
that for arbitrary vector fields X, Y ∈ �(M) , 

 and on the other hand, 

 Comparing both expressions we have that 

(b)	 If X = Y , the expression (5.9) reduces to LX(g(X,X)) = 2g(∇XX,X) and this rela-
tion shows that if X is a geodesic vector field, ∇XX = 0 , then LX(g(X,X)) = 0 , 
that is, the norm of X is constant along the integral curves of X.

(c)	 Moreover,  i f  X  i s  a  Ki l l ing  vec tor  f ie ld ,  we  have  tha t 
g(∇XX, Y) = −(1∕2)LY (g(X,X)) , and, consequently, as Y is an arbitrary vector 
field, we see that then X is a geodesic vector field, i.e. ∇XX = 0 , if and only if 
g(X, X) is a real constant as we wanted.

A remarkable similar property was proved in [38]: a generalised geodesic vector 
field X of constant length on a Riemannian manifold is a geodesic vector field, 
because if � is the function defined by � =

1

2
g(X,X) , as ∇XX = f X , we have that

and equivalently, 2f = LX(log�) , which shows that as � is constant, then f = 0 , and 
therefore X is a geodesic vector field.

As a time-reparametrisation of an extremal length curve gives rise to another 
extremal length curve, we can study the reparametrisation of geodesics curves, 
which we know are parametrised by the arc-length. If we consider a reparametri-
sation of a solution of (5.8) with a generic parameter � defined, as a given func-
tion of s, by

LX(g(X, Y)) = (LXg)(X, Y) + g(LXX, Y) + g(X,LXY)

= (LXg)(X, Y) + g(X,∇XY) − g(X,∇YX)

= (LXg)(X, Y) + g(X,∇XY) −
1

2
LY (g(X,X)),

(5.9)LX(g(X, Y)) = g(∇XX, Y) + g(X,∇XY) .

g(∇XX, Y) = (LXg)(X, Y) −
1

2
LY (g(X,X)).

LX(�) =
1

2
g(∇XX,X) +

1

2
g(X,∇XX) = 2f�,
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we have

and the corresponding differential equation (5.8) for geodesics in such a generic par-
ametrisation is

with

that can also be written as

Note that when �(�) is a constant a, that corresponds to an affine change of parame-
ter, we obtain from (5.13) that � = 0 , i.e. (5.12) reduces to the original equation. 
This corresponds to the case � = as + b , wth a, b ∈ ℝ , that is, d

2�

ds2
= 0 , as we com-

mented at the end of Sect. 5.1.
Conversely, a solution of the differential equation (5.12) corresponds to a solu-

tion of (5.8) with a reparametrisation defined by (5.10) with 

�(�) = exp

(
∫

�

�(�) d�

)
.

Instead of a reparametrisation (5.10) we can consider a classical Sundman 
transformation

and then differential equation (5.8) for geodesics becomes

Now we try to obtain the relation between geodesic fields and Sundman transforma-
tion in a more geometric way.

If we carry out a Sundman transformation (2.12) in the description of the geo-
desics of a Riemann manifold (M, g) as integral curves of geodesic vector fields, 
a geodesic vector field X should be replaced by the vector field Y = f X , and then 

(5.10)
ds

d�
= �(�),

(5.11)
d

ds
=

1

�

d

d�
⟹

d2

ds2
=

1

�

d

d�

1

�

d

d�
= −

d�∕d�

�3
d

d�
+

1

�2
d2

d�2
,

(5.12)
d2qi

d�2
+

n∑
j,k=1

Γi
jk

dqj

d�

dqk

d�
= �(�)

dqi

d�
,

(5.13)�(�) =
d2s

d�2

(
ds

d�

)−1

,

�(s) = −
d2�

ds2

(
ds

d�

)2

.

(5.14)
ds

d�
= f (q),

(5.15)
d2qi

d�2
+

n∑
j,k=1

Γi
jk

dqj

d�

dqk

d�
=

1

f

(
n∑

k=1

�f

�qk
dqk

d�

)
dqi

d�
=

d

d�
(log f )

dqi

d�
.
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its integral curves are not geodesics because their velocities are not covariantly 
constant. Actually, from

we see that ∇XX = 0 implies that ∇f X(f X) = (Xf ) (f X) , i.e. ∇YY = (Xf )Y  . Con-
versely, the integral curves of a vector field X ∈ �(M) can be reparametrised to be 
geodesic curves if and only if there exists a function f ∶ M → ℝ, f > 0 , such that 
∇XX = f X , because in this case, for any function 𝜆 ∶ M → ℝ, 𝜆 > 0 , we have

and taking as � any solution of the differential equation LX(log �) = −f  , we have 
that ∇�X(�X) = 0 , and then �X is a geodesic field in M and its integral curves are 
geodesic ones.

Observe that if ∇XX = fX , i.e. X is a generalised geodesic vector field, then 
Y = �X with LX(log �) = −f  is a geodesic vector field.

Summarising, we have proved:

Proposition 5.1  The integral curves of a vector field X ∈ �(M) can be transformed 
by a Sundman transformation to be geodesic curves if, and only if, the vector field X 
satisfies ∇XX = fX for some nonvanishing function f ∶ M → ℝ.

6 � Applications in Mechanical Systems

6.1 � Newtonian Systems and Time Reparametrisation

In this section we study a mechanical Newtonian system determined by a vector 
field of forces Z ∈ �(M) in the Riemannian manifold (M, g). We know from (4.38) 
that the corresponding dynamical vector field Γ satisfies the equation

where FZ = i(Z)g . The integral curves of Γ satisfy the second order differential 
equation

But a curve 𝛾 ∶ I ⊂ ℝ → M satisfies this equation if and only if it satisfies the fol-
lowing one

as we can prove expressing both equations in coordinates.

∇f X(f X) = f ∇X(f X) = f 2 ∇XX + f (Xf )X,

∇�X(�X) = (�LX�)X + �2∇XX = (�LX�)X + �2fX = (�X(�) + �2f )X,

(6.1)i(Γ)�Tg
− dETg

= FZ ,

(6.2)q̈i = −

n∑
k,l=1

Γi
kl
q̇kq̇l + Zi, i = 1,… , n.

(6.3)∇𝛾̇ 𝛾̇ = Z◦𝛾 ,
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We are now interested in studying the properties of vector fields X ∈ �(M) play-
ing the rôle of the geodesic vector fields but in presence of a non-null vector field of 
forces Z ∈ �(M).

The main result, to be compared with a previous one for the case Z = 0 , is the 
following:

Proposition 6.1  Given Z ∈ �(M) , the integral curves � of X ∈ �(M) satisfy the 
equation ∇𝛾̇ 𝛾̇ = Z◦𝛾 , if and only if the vector field X satisfies the equation ∇XX = Z.

Proof  Suppose that the integral curves � of X ∈ �(M) satisfy the equation 
∇𝛾̇ 𝛾̇ = Z◦𝛾 . If p is a point of M and � is the integral curve of X starting from p, we 
have:

and as this is valid for any p ∈ M , then ∇XX = Z.
Conversely, if ∇XX = Z and � is an integral curve of X, that is 𝛾̇ = X◦𝛾 , then 

(∇XX)(�(t)) = Z(�(t)) , which gives ∇𝛾̇(t)𝛾̇(t) = Z(𝛾(t)) . 	�  ◻

This result can be particularized to the case Z = −gradV  corresponding to a sim-
ple mechanical type system.

The relation with Sundman transformation is the following:
Suppose that the vector field X ∈ �(M) satisfies the equation ∇XX = Z and con-

sider a Sundman reparametrisation of its integral curves, that is, consider the vector 
field Y = h X , with h a function, h ∶ M → ℝ, h > 0 . Then the corresponding equa-
tion for the vector field Y = h X is:

where � = LY (log h) =
1

h
LYh.

This last equation, ∇YY = �Y + h2 Z , is the general expression of time repara-
metrisation of the equation ∇XX = Z , when changing the vector field X by Y = h X 
in the Newtonian system ∇XX = Z.

This result can be summarised as:

Proposition 6.2  The integral curves of a given vector field Y ∈ �(M) can be repara-
metrised to be solutions of the Newtonian equation ∇𝛾̇(t)𝛾̇(t) = Z(𝛾(t)) if, and only if, 
there exists a function h ∶ M → ℝ, h > 0 , which satisfies the equation

where � = LY (log h) =
1

h
LYh . � □

Remark that, as a consequence of this last Proposition, unless Z = 0 or Z = f X 
with ∇XX = 0 , we cannot find a Sundman reparametrisation of the curves solution to 
∇𝛾̇(t)𝛾̇(t) = Z(𝛾(t)) to obtain geodesics of the metric g, that is curves satisfying equation 

(∇XX)(p) = ∇X(p)X = ∇𝛾̇(0)(X◦𝛾)(t) = ∇𝛾̇(0)𝛾̇(0)(t) = Z(𝛾(0)) = Z(p),

∇YY = ∇h X(h X) = h (LXh)X + h2∇XX = (LY (log h))Y + h2 Z = �Y + h2Z,

∇YY = �Y + h2Z,
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∇𝛾̇(t)𝛾̇(t) = 0 , and therefore, in order to understand such curves as geodesics we need to 
change the Riemannian metric g to eliminate the external force with an adequate con-
nection and, as we will see in the sequel, we cannot do this in the whole configuration 
manifold M. Later on we will show how to proceed in the case of a mechanical type 
Lagrangian system, leading to the so called Jacobi metric.

6.2 � Mechanical Type Systems on a Riemann Manifold

We consider now Lagrangian systems of simple mechanical type, that is, Lagrangi-
ans of the form L = Tg − �∗

M
V , defined by a Riemann metric g on M and a function 

V ∶ M → ℝ . Its energy function is then E = Tg + �∗
M
V . We have shown in (4.35) that 

the second order differential equation of the dynamical trajectories is

Which equation is the corresponding one when we apply a time reparametrisation?
When expressed in terms of a generic parameter � defined as a given function of t, 

as in (5.10),

we obtain as in (5.11) that

and the differential equation for those curves in such a generic parametrisation will 
be

with

In this way we have obtained the differential equation of the trajectories of the given 
mechanical system in a general parametrisation.

(6.4)q̈i +

n∑
j,k=1

Γi
jk
(q) q̇j q̇k = −

n∑
l=1

gil
𝜕V

𝜕ql
, i = 1,… , dimM.

(6.5)
dt

d�
= �(�),

(6.6)
d

dt
=

1

�

d

d�
⟹

d2

dt2
=

1

�

d

d�

1

�

d

d�
= −

d�∕d�

�3
d

d�
+

1

�2
d2

d�2
,

(6.7)

d2qi

d�2
+

n∑
j,k=1

Γi
jk

dqj

d�

dqk

d�
− �(�)

dqi

d�
= −�2(�)

n∑
l=1

gil
�V

�ql
, i = 1,… , dimM,

(6.8)�(�) =
1

�

d�

d�
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7 � Conformal Metrics and Sundman Transformation. The Jacobi 
Metric

7.1 � Sundman Transformation in Free Motions. Changes in the Riemannian Metric

In this Subsection and the next one we go to a more geometric approach to the same 
problem of reparametrisation. We will try to change the metric g in order to modify 
the geometric properties of the dynamical trajectories of the system.

Let us remark that if we carry out the Sundman transformation (2.12) in the 
framework of Lagrangian formulation, with f being a basic function, the new veloci-
ties v̄ are related to the previous ones v by v̄ = f v , and, moreover, if a system was 
defined by a Lagrangian L, in order to the action be well defined and preserved, the 
system must be described in terms of the new time � by a new Lagrangian

and then ∫ L dt = ∫ L̄ d𝜏.

The new dynamical vector field will be given by

for appropriate functions F̄i as given by (4.27).
In the particular case of a free motion on a Riemann manifold (M, g), the new 

Lagrangian will be the kinetic energy defined by the metric (1∕f ) g , because g is 
quadratic in velocities and therefore f L(q, v̄∕f ) = (1∕f )L(q, v̄).

On the other side, the considered Sundman transformation for a mechanical type 
system amounts to change not only the Riemann structure from g to the conformally 
related one ḡ = (1∕f )g but also the potential function V to V̄ = f V  , a fact that has 
recently been used in the corresponding Hamiltonian formalism in the search for a 
new superintegrable system [39] according to the metod developed in [40]. Recall 
that a mechanical type system for which there is a coordinate system such that the 
potential function is a sum V(q) = V1(q1) +⋯ + Vn(qn) and the local expression of 
the Riemann structure is diagonal, i.e.

is separable as a sum of one-dimensional systems and hence integrable by quadra-
tures. A generalisation of such system is due to Liouville [40] and consists on the 
Hamiltonian

L̄(q, v̄) = f L

(
q,

v̄

f

)
,

ΓL̄(q, v̄) =

n∑
i=1

(
v̄i

𝜕

𝜕qi
+ F̄i(q, v̄)

𝜕

𝜕v̄i

)
,

(7.1)L(q, v) =
1

2

n∑
i=1

ai(qi)v
2
i
−

n∑
i=1

Vi(qi),

(7.2)H(q, v) =
1

2W(q)

n∑
i=1

ai(qi)v
2
i
+

1

W(q)

n∑
i=1

Vi(qi),
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where W(q) = W1(q1) +⋯ +Wn(qn) . These systems are called Liouville systems 
[41, 42] and one can check that the n functions

are constants of motion {H,Fi} = 0 , but they are not independent because ∑n

i=1
Fi = 0 . Therefore, starting from an appropriate Hamiltonian H one can look for 

possible functions f such that the new Hamiltonian fH satisfies the required proper-
ties of superintegrability.

This method of deriving from a given set of involutive functions a new one recalls 
very much the Stäckel transforms [43] and the coupling constant metamorphosis [44] 
where also infinitesimal time reparametrisations are used (see also [45] where recip-
rocal transformations of different times are used in the study of generalised Stäckel 
transforms).

It is interesting to study the relationship with the case of a metric ḡ = e2𝜑g , which 
corresponds to f = e−2� . We have proven in (4.21) that in this case the new Christoffel 
symbols of the second kind are:

Then, instead of (5.7) the new equations of the motion for a mechanical system 
defined by ḡ and V will be:

for i = 1,… , dimM.
Here we see that the two last terms of the left-hand side of (7.4) correspond to the 

two last terms in (4.21).
If we reparametrise in (7.4) in a way similar to (6.5), i.e.

using expressions corresponding to (6.6) such differential equation becomes

for i = 1,… , dimM , where

Fi =
1

2
ai(q) p

2
i
+ Vi(q) −Wi H, i = 1,… , n,

(7.3)Γ̄i
jk
(q) = Γi

jk
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gjk g
il 𝜕𝜑
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, i, j, k = 1,… , dimM.
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The expression (7.6) is the differential equation for the dynamical trajectories of a 
simple mechanical control system in a general parametrisation with respect to a met-
ric ḡ = e2𝜑g.

It is to be remarked that in the free (geodesic) case V = 0 the equation of geo-
desic curves for the Riemann structure ḡ = e2𝜑g in terms of the new time � such that 
d� = e2�dt is

which does not coincide with (5.15) for f = e−2� because of the last term on the 
leftt-hand side of (7.8).

7.2 � Sundman Transformation and the Jacobi Metric

From a local viewpoint we can look for a possible choice of the function � such that 
there exists a Sundman reparametrisation (5.14) of the geodesics lines equation in 
(M, g) given by (5.4) leading to the equation (7.4). This choice is possible when we 
restrict our study to motions given by (6.4) with a fixed energy E, i.e. when

A simple comparison of (5.15) with (7.4) shows that both equations coincide when

i.e. f = e−2� , and

When the energy E of the mechanical system defined by ḡ and V is fixed,

from where we obtain f 2 = 2 e−2� (E − V) . Using this value for f 2 , (7.11) becomes

and from here we obtain that
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Consequently, we have recovered the well-known result about Jacobi metric: The 
geodesics of the Jacobi metric gE = (E − V)g when using as parameter its arc-length 
sE , are the solutions with fixed energy E of the mechanical system determined by the 
Lagrangian Lg,V.

With a simple look at equations (5.8) and (6.4) or the corresponding equations in 
terms of ∇X , one can try to relate both types of equations. From the geometric view-
point this suggests us the following question: Can we conformally change the Rie-
mannian metric g to another one ḡ = exp(2𝜑) g , with an adequate � , such that the 
vector fields X solution to the dynamical equation, ∇XX = −gradV  , are geodesic, or 
at least pregeodesic, vector fields for the Riemannian metric ḡ?

We have the following result:

Theorem  7.1  Let X ∈ �(M) be a solution to the equation ∇XX = −gradV  , and 
suppose that the function E(X) ∶ M → ℝ defined on M by E(X) = E◦X , i.e. 
E(X) = (Tg + V◦�M)(X) , takes a constant value, E = E0 ∈ ℝ . Then, X is a prege-
odesic vector field for the Riemannian metric ḡ = exp(2𝜑) g if, and only if, there 
exists a function f such that

Moreover, if f = 0 and M is connected, then � = log(E0 − V)1∕2 + k , where k is a 
real number, that is, ḡ = e2k(E0 − V)g . The case k = 0 is usually called Jacobi met-
ric: ḡ = (E0 − V)g.

Proof  Let be ḡ = exp(2𝜑) g , and recall the relation (4.18) between the covariant 
derivatives with respect to g and ḡ and the corresponding equation (4.20) for X = Y .

Therefore, the vector field X is pregeodesic for ḡ if, and only if, there exists a func-
tion h such that ∇̄XX = h X , and hence if, and only if, ∇XX − g(X,X) gradg� = f X 
with f = h − 2LX�.

But the condition ∇XX = −gradgV  for the vector field X is then equivalent to

where use has been made of E(X) = E0 and

If f = 0 , then gradg
(
� − log(E0 − V)1∕2

)
= 0 , and consequently, when M is con-

nected, there exists a real number k such that � = log(E0 − V)1∕2 + k , where k is a 
real number.

We have obtained that ḡ = exp(2𝜑)g = e2k(E0 − V)g . Obviously the factor k is 
irrelevant for the characterization of the geodesics of the family of metrics ḡ and we 
can choose k = 0 as in the classical Jacobi metric. 	�  ◻

(7.12)�(q) = −
1

2
log(E − V) ⟹ e2� = (E − V)−1.

2(E0 − V) gradg
(
� − log(E0 − V)1∕2

)
= −f X.

2(E0 − V) gradg
(
� − log(E0 − V)1∕2

)
= −f X,

gradg
(
log(E0 − V)1∕2

)
= −

1

2(E0 − V)
gradgV .
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The above Theorem is, at our knowledge, the most natural approximation 
to the description of the Jacobi metric in a mechanical type system. Another 
approach to Jacobi metric can be found in [46].

8 � Comments on Jacobi Metric and Hamilton–Jacobi Equation

Remark that condition E(X) = (T + V◦�M)(X) = E0 ∈ ℝ is equivalent to say that 
the image of X ∶ M → TM is contained in the hypersurface of TM

This is a natural condition because the total energy E = T + V  is a constant of the 
motion for the dynamical Newtonian system. In fact, if X ∈ �(M) is a solution to the 
equation ∇XX = −gradV  , then:

and therefore, as

we obtain that LX(E(X)) = 0.
Hence for every vector field X ∈ �(M) solution to ∇XX = −gradV  , we have 

that the image of every integral curve of X ∶ M → TM is contained in a constant 
energy surface, that is, E◦� ∶ ℝ → ℝ is a constant E0 . This constant is generi-
cally different for every integral curve.

The above Theorem can also be stated for the curves solution to the mechani-
cal type systems, that is: a curve satisfying ∇𝛾̇ 𝛾̇ = ZF◦𝛾 = −(gradV)◦𝛾 is a 
pregeodesic of the metric ḡ = e2k exp(2𝜑)g , with k ∈ ℝ , and in particular for the 
Jacobi metric determined by k = 0.

For the general Newtonian case ∇XX = ZF , where F is an arbitrary semi-basic 
1-form on TM, the necessary and sufficient condition for X to be a pregeodesic 
vector field is the existence of a function f such that ∇XX + g(X,X)XF = f X , but 
this situation is not easy to deal with and we have not any constant of the motion 
to be chosen instead of the energy. Observe that if E(X) = E0 the family of inte-
gral curves of X is contained in the above hypersurface of TM.

The above results are related with Hamilton-Jacobi equation. In fact if we 
suppose that the vector field X satisfies the equation d (iXg) = 0 , then condition 
∇XX = −gradV  is equivalent to d (E(X)) = 0 , which is the global expression of 
the classical Hamilton-Jacobi equation in the Lagrangian form. See [47] for 
more details on this subject.

{
v ∈ TM ∣ E(v) = T(v) + V(�M(v)) =

1

2
g(v, v) + V(�M(v)) = E0

}
.

LX(E(X)) = LX

(
1

2
g(X,X) + V

)
= g(∇XX,X) + LXV ,

g(∇XX,X) = g(−gradV ,X) = −dV(X) = −LXV ,
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9 � Conclusions and Future Work

We started with the classical definition of Sundman transformation for autono-
mous systems of first-order differential equations and its applications at the 
beginning of twentieth century and describe it in a geometric way as a conformal 
change in the corresponding. dynamical vector field. This geometric approach 
allows us to implement new applications and to understand why such transforma-
tions can be useful when additional geometric structures are present. The case 
of systems of second-order differential equations is not so easy because the con-
cept of velocity also changes. However, those derivable from a variational princi-
ple as those related to geodesic motions or Newtonian mechanical systems have 
been studied in the framework of Riemannian geometry. We can give a geometric 
answer to what is the relation between vector fields if we can relate their integral 
curves or we impose some particular properties to these integral curves. This is 
stated and solve in Sects. 5 and 6.

As we relate the Sundman transformation with a conformal change, we use 
the same idea to obtain the Jacobi metric as a kind of Sundman transformation, 
in fact a conformal one of the metric of the manifold which is the configuration 
space of the mechanical system. This is made in Sect.  7, Theorem 7.1, and the 
relation with Hamilton–Jacobi equation for Newtonian systems is commented in 
Sect. 8. This application is also related with the results obtained in Sect. 6.

There are several future lines of development, most of them related with the 
problems included in Sect. 3. On the other side, the geometric definition of Sund-
man transformation for general systems of second-order differential equation 
needs to be more carefully studied. As the concept of velocity after a Sundman 
transformation is different, we have to consider alternative tangent bundle struc-
tures. This shows the convenience of the study of the different structures associ-
ated with the tangent and cotangent bundles of a manifold, and this also affects to 
the idea of linear and Hamiltonian systems respectively. We hope to present some 
results in these lines in a forthcoming paper.
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