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The flux fit method is used to self-consistently estimate the power deposition profile and heat transport profiles from

temperature measurements originating from perturbative experiments with a modulated source. This letter improves on

this method by addressing the limitations and assumptions. The most crucial improvement is the additional freedom in

the source deposition profile. Allowing for a variable central deposition location and height and including a skewness

parameter produces deposition profiles more consistent with the measurement data, but still wider than equilibrium ray

tracing in two different DIII-D discharges. Moreover, we show that the quality of the estimated deposition profile is key

to the accuracy of diffusivity and convectivity estimates, but inversely, the estimated transport parameters hardly affect

the quality of the power deposition estimate. Using this method, we show that the power deposition profile estimate is

broadened with respect to ray-tracing by about 1.7-1.8 times in two DIII-D discharges.

The application of RF power in the electron cyclotron (EC)

range of frequencies to a tokamak plasma results in partic-

ularly localized resonance, with high power EC waves play-

ing a crucial role in stabilizing plasma instabilities such as

neoclassical tearing modes (NTMs) by driving current within

magnetic island structures as small as a few centimeters

wide1. Recent studies have demonstrated that interactions be-

tween the propagating wave and plasma turbulence before it

reaches any resonance can have a significant impact on the

deposition profiles of the RF wave2, with potential implica-

tions for e.g. NTM control in ITER3. However, resolving this

effect from plasma processes is a significant challenge. Fast

transport in response to applied heating power can obscure

the width of the power deposition profile4. Determining the

full deposition profile therefore requires self-consistent treat-

ment of applied power and the resulting transport5,6. To this

end, Brookman et al. developed a method to self-consistently

estimate power deposition and transport profiles from temper-

ature measurements in response to a modulated RF heating

source, denoted here as the ’flux fit method’7.

This letter presents a set of tools which improve on this

method by addressing limitations and assumptions, which

include limited freedom in the deposition profile estimation.

With this set of tools, the method could prove valuable in

assessing EC wave launcher performance and the control-

lability of MHD instabilities like NTMs, where the power

deposition width in relation to the island width is a crucial

control parameter8. Moreover, the tools are capable of being

run on a large data sets rapidly, allowing the benchmarking

of simulations that include turbulence broadening and the

development of predictive models of deposition broadening.

Before starting to introduce our extended methodology, We

briefly re-visit the flux fit method presented in Ref.7 on which

our extension is built. The original method, and our extended

method, are based on the use of:

1. spatially and temporally resolved temperature pertur-

bation measurements T̃ (ρ, t) resulting from a known

modulated heat source Ũ(t),

2. a Gaussian parametrization of the (modulated part of

the) expected source deposition profile PM(ρ),

with time t, ρ =
√

ψN the square root of normalized toroidal

flux (often referred to as ’normalized minor radius’ and typi-

cally well approximated by ρ ≈ r
a
, with plasma minor radius

a and r the distance from the magnetic axis).

The main difference between the work presented in this

letter and in Ref.7 is the freedom in the source profile

parametrization, which also has consequences for the opti-

mization.

In Ref.7, the structure of the deposition profile is taken as

a Gaussian fit of the TORAY-GA9 ray-tracing profile. The

resulting profile is convoluted with a Gaussian filter which

results in a Gaussian profile at the same peak location that

is broadened by a (variable) factor b. This factor b is taken

as a free parameter that is varied to determine the deposi-

tion profile P(ρ,b). To determine the best fit for b, an itera-

tive two-step procedure is used which involves calculating the

perturbed heat-flux Q̃(ρ,ω) directly resulting from the mod-

ulated source:

Q̃(ρ,ω) =
1

ρ

∫ ρ

0
ρ ′
(

3i

2
ωn(ρ ′)Θ̃(ρ ′,ω)

−PM(ρ ′,b)ϒ̃(ω)
)

dρ ′,

(1)

in cylindrical geometry4,10, where density n(ρ) is assumed to

be time-invariant and unaffected by the source perturbation

but allowed to vary spatially. Θ̃(ω,ρ) = F{T̃ (ρ, t)} is the

Fourier transform of the measured T̃ (ρ, t), ϒ̃(ω) = F{Ũ(t)}
and Q̃(ρ,ω) the resulting (perturbed) heat flux in the fre-

quency domain. This formulation of the flux is fit to a
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Extension of the flux fit method 2

diffusive-convective model plus a coupled transport term ξ
dependent on the density modulation ν̃(ρ,ω) = F{ñ(ρ, t)}:

Q̃(ω)/n =−DM∇ρ Θ̃(ω)+VMΘ̃(ω)+ξ (ω, ν̃), (2)

where all terms are dependent on ρ , so this dependency has

been omitted for the sake of brevity. This fit is made for sev-

eral values of b where the best fit belongs to the minimum of

the fit residual χ2.

Given that only b needs to be optimized, this optimization

approach is feasible. However, the use of a single free

parameter places a severe restriction on the shape of profiles

that can be estimated. Therefore, we propose an extension of

the number of free parameters. With this, the total parameter

space to be covered quickly explodes, such that a new

optimization procedure is needed.

The new source profile parametrization is defined as:

PM(ρ,b,ς ,A,α) = R(ρ,b,ς ,A)S(ρ,α), (3)

which is comprised of the product of two functions R and S

and contains four free parameters (b,ς ,A,α). R is obtained

from the expected source profile by fitting a Gaussian to the

TORAY estimation like in Ref.7 and adding the free parame-

ters b,ς and A:

R(ρ,b,ς ,A) = Aexp

(

−
(

ρ − (µTORAY − ς)

bσTORAY

)2
)

, (4)

The parameters b and ς are included to account for shifted

and broadened profiles while the freedom in the parameter A

removes the need for a-priori assumptions on the amount of

power absorbed. This latter parameter currently serves as a

consistency check but in the future could be used to detect

power losses in the EC system, for instance due to significant

shine-through.

To account for non-symmetric profiles (see e.g.11,12), R is

multiplied by a skew function S with parameter α , given by:

S(ρ,α) = 1+ erf



α





ρ −µ
√

2σ2
F







 , (5)

where erf denotes the error function and µ = µTORAY − ς .

To find the optimal fit for (3), we no longer make use

of the two-step approach as in Ref.7, since there are too

many combinations of four fit parameters to pick them from

a grid of possible values. Instead, we use an iterative nonlin-

ear least squares approach that fits DM(ρ),VM(ρ) and ξ (ρ),
parametrized either by polynomials of arbitrary order or third-

degree B-splines, to the parametrization of the perturbed heat

flux Q̃(ρ,ω,b,ς ,A,α):

χ2 = min
x,y

∣

∣

∣

∣Q̃(ρ,ω,x)− y[∇ρ Θ̃(ρ,ω),Θ̃(ρ,ω),1]T
∣

∣

∣

∣

2
, (6)

with the (optimal) solutions x = [b,ς ,A,α] and

y = [DM(ρ),VM(ρ),ξ (ρ)] and χ2 the (squared) fit residual
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FIG. 1: Estimation of power deposition, diffusivity and

convectivity profiles from a simulation (shown in black) of a

perturbation experiment with

q̃sim(ρ, t) =−Dsim
M (ρ)∇ρ T̃ (ρ, t)+V sim

M (ρ)T̃ (ρ, t), where

Dsim
M (ρ) =−3(ρ −0.5)3 +1, V sim

M (ρ) = 30(ρ −0.5)3 and

Psim
M (ρ) = 52∗max(sin(0.5π (ρ −0.7)) ,0)e(−20(ρ−0.7)+0.05),

comparing the resulting estimates from the original flux fit

method7 (denoted by FF,orig and shown in red dashes) to the

extended flux fit method presented in this letter (denoted by

FF,ext and shown in blue dots).

given x and y. The nonlinear optimization (6) is performed

using the trust-region-reflective algorithm13,14, and it is

performed simultaneously across (a chosen number of) the

perturbed frequencies ω .

We validate the extended estimation method by applying

it to a set of simulated data and comparing with the original

method with only a single free parameter in the source profile,

b.

A set of temperature perturbation data was generated using

the models (1), (2) and artificial profiles for power deposition,

diffusivity and convectivity. See figure 1. The PM profile is a

skewed, non-Gaussian function consisting of the positive part

of a sine wave plus an exponential decay (see caption of fig.

1). The diffusivity and convectivity profiles are generated us-

ing third-order polynomials and are estimated using B-splines.

The estimation results for the original and extended meth-

ods are, respectively, shown in figure 1 in red dash-dots and

blue dots. From the figure it becomes clear that errors made
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Extension of the flux fit method 3

FIG. 2: Sum of squared errors (SSE) as defined by (7) of the

extended flux fit power deposition estimation compared to a

simulated profile like that of fig. 1, as a function of the

diffusivity SSE for polynomial DM estimations of order

varying between 0 and 7. The simulated and esitmated DM

profiles are shown in the top right of the figure. The residual

error between the estimated and simulated power deposition

profiles is small and nearly independent of the accuracy of

the diffusivity estimation.

in the estimation of the deposition profile need to be com-

pensated by the transport profiles, that subsequently deviate

significantly from the ’true’ (i.e. simulated) profiles. More-

over, due to the spatial integral definition of the flux that is fit

(equation 1), discrepancies between the estimated and intrin-

sic deposition profiles also get integrated and the deviation of

the transport estimates from the intrinsic profiles grows with

radius. Due to this effect, it is hard to accurately estimate dif-

fusivity and convectivity profiles with this method. This, how-

ever, is found to be largely inconsequential to accurate source

profile estimations. To support this, the sum of squared errors

(SSE) between the estimated source profile using the extended

flux fit method and the simulated profile was plotted against

the SSE between the estimated diffusivity and the simulated

profile, for polynomial orders of the estimated diffusivity pro-

file ranging between 0 (constant over the entire domain) and

7. The SSE is defined by:

SSE(X̂Flux fit) =
n

∑
i

(

X sim(ρi)− X̂Flux fit(ρi)
)2
, (7)

where X sim is the simulated profile, i.e. Dsim
M or Psim

M ,

X̂Flux fit is the flux fit estimation of that same profile, n is

the total number of spatial points and ρi is the ith spatial point.
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FIG. 3: Estimation of the power density deposited by modu-

lated Electron Cyclotron Heating (ECH) as a function of nor-

malized minor radius ρ ≈ r/a in DIII-D discharges (a) 154532

and (b) 165078. The broadening-only implementation of the

flux fit method (FF broadening only) shows a broadened de-

position profile compared to the TORAY-GA9 ray tracing es-

timate. The extended flux fit method (FF extended), presented

in this work, shows a less severe broadening by allowing for

(a) freedom in the peak location and (b) a skewed profile. A

break-in-slope (BIS) estimate is shown for comparison.
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Extension of the flux fit method 4

The result, shown in fig. 2, shows that the accuracy of the

source (PM) estimation is independent of the accuracy of the

diffusivity (DM) estimation. This implies that, provided we

have sufficient freedom in the estimation of PM , we can accu-

rately estimate the deposition profile. However, errors made

in the estimation thereof are compensated through the trans-

port estimation, i.e., affect the estimated DM and VM . This

supports earlier findings15. Hence, the estimated DM and VM

profiles will not necessarily reflect the intrinsic transport pro-

files and have little influence on the estimated deposition pro-

file. Inversely, this implies that large errors made in the esti-

mation of DM and VM reflect errors made in the estimation of

PM . With prior knowledge of intrinsic transport profiles, any

discrepancy between them and the estimated profiles provides

a hint that the estimated deposition profile might deviate from

the intrinsic one. Without any such prior knowledge, large

values (say, DM & 1 m2/s and |VM|& 10 m/s in a DIII-D-sized

tokamak) might provide the same.

After verification of the method in simulation, the extended

flux fit method is applied to two datasets from DIII-D:

discharges 154532 (limited L-mode, Bt = 2.0 T, Ip = 1.2

MA, ne,0 = 4.2×1019 m−3, Pinj, mod = 3.0 MW and fmod = 50

Hz) and 165078 (diverted L-mode, Bt = 2.0 T, Ip = 1.0 MA

ne,0 = 2.9×1019 m−3, Pinj, mod = 1.0 MW and fmod = 70 Hz),

both analyzed in Ref.7. Power is applied to the plasma by

Electron Cyclotron Heating (ECH) and modulated between

10 and 100% power. Fast Electron Cyclotron Emission (ECE)

data (sampled at 500 kHz) is used to measure the resulting

electron temperature perturbations through 40 channels

corresponding to different spatial locations. Electron density

measurements are provided by the DIII-D Thomson scattering

diagnostic.

We apply and compare the following four power deposition

estimation methods to the above discharges:

• TORAY-GA9,

• The extended flux fit method,

• The flux fit method where only b is varied (denoted by

FF broadening only), to mimic the method as imple-

mented by Brookman et al.7

• Break-in-slope16, as a reference for the two flux fit

methods.

For discharge 154532 the first 5 and for discharge 165078

the first 3 harmonics of the modulation frequency were used

in the flux fit estimations, corresponding to a signal-to-noise

ratio (SNR) of ≥ 10 dB. Moreover, the Local Polynomial

Method (LPM) is used to remove trends from the measured

temperature signals in the frequency domain17. Figure 3

shows the results.

Figure 3a shows the importance of allowing the freedom of

peak location. The broadening-only method (denoted by the

squares) is fixed in its peak location and can therefore only

compensate for an apparent shift in peak power deposition lo-

cation in the measurement data with respect to the TORAY es-

timation by substantial broadening. This shift could arise due

to a variety of reasons, including deviations from local power

absorption conditions in TORAY due to the power levels in-

jected, plasma edge events temporarily shifting the TORAY

estimated peak at the timestamp the profile was computed or

inaccuracies in the mapping of temperature measurements to

ρ . We define the broadening factor β as the ratio of full width

at half maximum18 (FWHM) of the flux fit estimate to the

FWHM of the TORAY estimate (FWHMTORAY):

β = FWHM/FWHMTORAY, (8)

such that the broadening factor β = 1 when both curves are

equally wide, β > 1 when the flux fit estimate is broader than

the TORAY estimate and β < 1 when the flux fit estimate is

less broad.

The broadening-only estimate shows a broadening of

β = 2.8 over TORAY. The extended method finds a peak

position shifted about 0.06 in ρ (corresponding to about 4

cm in DIII-D) to the right. This peak position coincides with

the peak estimated by the break-in-slope method (shown for

reference as the dashed line), which is a method independent

of any initial estimate of the profile. With the shift in

peak position, the broadening with respect to the TORAY

estimate is significant, but drastically reduced from β = 2.8
to 1.7. The fit residual, defined by (6), is also reduced from
√

χ2 = 0.0218 W/cm3 for the broadening-only fit to only

0.0099 W/cm3 for the extended flux fit estimate. This 2.2

times reduction in fit residual indicates that the additional

freedom in central deposition location provides a fit more

consistent with the measurement data compared to allowing

only the width to vary.

The importance of including the skew parameter α in com-

bination with a variable peak location is illustrated in figure

3b. In this particular case, where the best fit using the ex-

tended flux fit method gives a skewness value α ≈ 4, allowing

for a non-symmetric profile significantly reduces the broad-

ening needed to fit the measurement data. Again, a signifi-

cant broadening with respect to the ray tracing estimate as ob-

served in7 remains, yet is considerably reduced from β = 4.2
when only the broadening is allowed to be varied to β = 1.8
in the extended method with all four parameters. The fit

residual
√

χ2 is likewise reduced from 0.0067 W/cm3 in the

broadening-only fit to 0.0045 W/cm3 in the extended flux fit

estimate, a reduction of 1.5 times.

Note that Brookman et al. report a broadening of 2.2 ac-

cording to the definition in (8) for this discharge7, which

deviates from the 4.2 broadening factor for the broadening-

only method in figure 3b. This is expected to be due to the

differences in fitting and optimization routines: orthogonal

distance regression (ODR) in Ref.7 versus iterative nonlin-

ear least squares. We have also checked our results against

a (time-consuming) grid search algorithm. The result is very

close to our gradient descent result validating that the algo-

rithm found a minimum close to the global minimum. The

small difference is caused by a numerical approximation of

the Jacobian, which in the future will be replaced by an an-

alytic implementation likely resolving the small differences.
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Extension of the flux fit method 5

For completeness, we also want to note that there are alterna-

tive (exotic) explanations for a broadening effect due to fast

non-local transport mechanisms. Theoretically, this would

also lead to an apparent broadening of the deposition profile

as estimated using the methodologies presented here10.

In conclusion, this work presents an extension to the ’flux

fit’ method7 for estimating power deposition profiles and

spatially varying modulated heat transport coefficients based

on temperature measurements from a periodically perturbed

source and a parametrization of its expected spatial profile. In

this work, the number of parameters available for fitting of the

source function is extended to include a variable peak loca-

tion, peak height, and a skewness parameter. Because of this,

the optimization procedure is therefore changed to a nonlinear

least squares optimization.

The (extended) flux fit method serves as a clear improve-

ment over traditional methods for experimentally determining

the deposition profile9,19, due to the self-consistent treatment

of power deposition and transport. This reduces the transport

broadening of the observed deposition profile that has tradi-

tionally plagued these methods. The downside is a slightly

higher computational cost.

The method is applied to DIII-D discharges 154532 and

165078 (see Ref.7) to show that there is a significant broaden-

ing compared to ray tracing, but considerably reduced com-

pared to the original publication. In both discharges, the fits

from our method are more consistent with the measurement

data than the broadening-only fits.

It is shown that the method is very suitable for power depo-

sition estimates but not for accurate transport profile estima-

tions. It can be used to further understand deposition broaden-

ing and how this might impact profile- and instability control

in devices like ITER and DEMO.
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