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Legacy, industry established disaster recovery approaches are known for impeding a relatively high 
additional expenditure, thus limiting the usage of such mechanisms only to the most business-critical 
IT systems and applications. However, with the emergence of Infrastructure-as-Code practices, this 
paradigm can now be challenged. 

The objective of this thesis is to design and implement a novel disaster recovery tool, that can be used 
for the recovery of a web application. By following the design science methodology, this thesis 
proposes a primary-fallback oriented disaster recovery model, where the fallback site of the 
infrastructure is an empty cloud service account, into which a near duplicate copy of the primary site is 
recreated in the event of a disaster.  

The proposed recovery process consists of two phases, where the 2nd phase stateful application data 
recovery procedure is kept as an add-on functionality to the 1st phase stateless infrastructure 
management practices. For switching from primary to fallback site, the design proposes a DNS 
failover mechanism, whereby modifying the DNS A-record associations of the Public IP address 
during the start of the recovery process, traffic can be directed to the recovered site with a minimal 
delay. 

Based on the insights and data gathered during and after the evaluation phase of the proposed design, 
the tool created with Ansible and Terraform was found to be functional, performant and cost efficient 
within the known limits and expectations set by legacy disaster recovery practices. 
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1 Introduction 

1.1 Motivation 

To succeed in today’s highly competitive IT software services market, companies need to be 

able to prove their capability of meeting stringent requirements with a solution offering that is 

both cost efficient and modern. Due to a steady growth seen in the adoption rate of public 

cloud services within the Finnish business landscape, as visualized in Figure 1, service 

providers are also being pushed towards adopting strategies which involve shifting their 

operations infrastructure from in-house, private datacentres to those managed by public cloud 

service providers or CSPs such as AWS, Azure and Google Cloud. Considering infrastructure 

costs and sales margins, this transitional movement has levelled the playing field, as the 

transparent pricing structure listed by most CSPs has left little to no room for manoeuvring 

and competition between companies that offer their products and services on top of these 

CSPs platforms.  

 

Figure 1 Usage of paid cloud services in Finnish companies [1] 

 

Given this market setting, the question then arises: how can one compete or differentiate 

within this operational landscape? Suggestions for this were searched from the “State of 

DevOps 2019” report [2], published by Google, which through interviews with multiple 

companies operating in the cloud, aims to distinguish the efforts prevalent in the practices of 

organizations proven for excellence in technology delivery and powerful business outcomes. 

Within this report, the practice of disaster recovery testing emerged as one key differentiator 

of interest.  
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Falling into the area of infrastructure management, disaster recovery has been identified as a 

natural target for finding efficiencies when operating in the cloud, mostly due to the latest 

developments seen in modern infrastructure management practices and the constantly 

growing spectrum of different cloud services. Legacy, industry established disaster recovery 

approaches are known for impeding a relatively high additional expenditure, thus limiting the 

usage of such mechanisms only to the most business-critical IT systems. However, with the 

emergence of Infrastructure-as-Code (IaC) practices, this paradigm can now be challenged. 

As IaC allows the handling of infrastructure management in a textual format, the premise of 

having a fallback disaster recovery system created ‘out of thin air’ in the case of a disaster, 

instead of having it operational 24x7 in parallel with the system it protects, makes up for a 

compelling area to search for efficiencies.  

1.2 Research questions and objectives 

In this thesis the design and implementation process of a novel disaster recovery tool, which 

makes use of industry established Infrastructure-as-Code practices, is presented. This tool will 

be tailor-made to recover a specific web application or target application, and its respective 

platform architecture, the design and selection process of which will also be covered as a part 

of this thesis. As an objective for the design and implementation phase, the answer for the 

following research question is explored: 

 RQ1: What aspects should be considered when designing an IaC -based disaster 

recovery for a web application? 

For evaluating the implemented disaster recovery tool, the target web application and its 

platform infrastructure is configured to an operational state, after which an artificial disaster is 

generated, rendering the application unusable. The implemented disaster recovery tool is then 

started, with the aim of completely recovering the applications operation. 

The main objective of the testing phase of this thesis is to gain confidence in the design of the 

tool and to evaluate the tools efficacy and cost implications that result from the its usage. 

Selected metrics will be followed, and the accumulated data from multiple rounds of test 

execution will be used to assess the overall time performance, reliability, and stability of the 

disaster recovery tool. Further, this data is used to assess whether the assumptions made in the 

following research questions hold: 
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 RQ2: Is the practice of Infrastructure-as-Code mature enough for it to be used in the 

recovery of a web applications operation after a disastrous event? 

 RQ3: Does the cost efficiency expectation hold when comparing an IaC -based 

approach to industry established disaster recovery approaches? 

In addition to the full recovery functionality, a testability functionality that allows testing the 

disaster recovery tools usage in parallel without affecting the target application state, is 

incorporated as a part of the tool’s repertoire. This added functionality will also be tested as a 

part of the overall evaluation of the tool’s operation. 

The overarching objective of this thesis is to develop insight within the subject matter by 

answering the previously listed three research questions. This insight can then be used by the 

commissioner company to support the solving of related business problems, namely, to assist 

in the assessment of whether IaC -based disaster recovery techniques could be used as a part 

of future business offerings.  

1.3 Research method 

As a framework for answering the previously listed research questions, this thesis uses the 

design science approach, whereby an invention is proposed, its expected outcome is predicted 

and consequently evaluated. 

Following the design science methodology, the disaster recovery tool, and its design act as the 

proposed invention. For setting the expectation, the predicted outcome for the designed tool is 

that it can be used for the complete recovery of a web application, with confidence in its 

operation and cost-efficiency. Whether the tool meets these expectations will then be 

evaluated during the verification phase of this thesis.   

As a result, this thesis is expected to produce two distinct artifacts: 1) a design for a IaC -

based web application disaster recovery tool, and 2) associated source code for a tool created 

based on this design. In addition, the expectation is that during the design and verification 

process, multiple ‘lessons learned’ bits of information are gathered, which can provide for 

those considering future designs and improvements to such a tool. 

1.4 Thesis structure 

The rest of the thesis is organized as follows.  
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In chapter two, necessary background information of the three central concepts and their 

respective terminology are introduced, with the purpose of providing the reader of this thesis a 

solid understanding of the subject domain. As no pre-existing web application was provided 

for the purpose of this thesis, against which the disaster recovery system could be run, the 

selection process of a target web application and the design of its underlying platform 

infrastructure is explained in Chapter 3. Given the actual design of the disaster recovery tool 

will be tailor-made against the target application, this chapter lays the groundwork for the 

actual design phase considerations, which are presented in Chapter 4. Then, in Chapter 5 the 

focus is put on the actual implementation work and the effort of evaluating the selected 

designs efficacy. Insight into the results of the testing phase and design aspects are 

summarized in Chapter 6, leaving Chapter 7 for concluding remarks.  

1.5 Source code 

At the time of the completion of this thesis, all related source code artifacts were released 

under the CC-BY 4.0 license and made publicly accessible through the following Github 

repository:  

 https://github.com/tommi-tuomisto/utu-msc-drac 
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2 Central Concepts 

2.1 Disaster Recovery 

A disaster is an unexpected, major outage that renders a service provided by a computer 

system or application unusable to a point where basic fault tolerance and high-availability 

means are inefficient for recovery [3]. Further, if left unresolved, a disastrous event can be 

expected to cause severe damage to businesses and organizations relying on the affected 

services. Disastrous events can include both natural phenomena, such as earthquakes, floods, 

and fires, along with less tractable events, such as security breaches, human-error in 

configuration and administration, among others [3]. 

Disaster recovery is a mechanism specifically designed to dampen the effect a disastrous 

event might have on a system or service, ideally restoring its functionality [3] and assuring 

complete service continuity. Disaster recovery planning is typically driven as a part of a 

business continuity plan [12], or BCP, where different mechanisms for avoiding outages and 

tolerating failures within an organization are described. Whereas fault protection mechanisms 

exist to avoid outages happening at all to the extent that they are not visible even to the end 

users, and high-availability measures target to prevent minor outages, disaster recovery is 

considered as a solution aimed solely for resolving major outages and preventing long 

duration breaches in service availability [3].  

2.1.1 Motivations for Disaster Recovery Planning 

Implementing a DRP or disaster recovery plan is usually preceded by careful examination and 

weighing of an IT systems criticality from the perspectives of the organization or individuals 

using the system, the organization providing the system and the industry under which the 

system operates [11]. When considering whether DRP should be part of an organization's 

business continuity processes, the need for assessing both internal and external motivators 

was identified1.  

Internal motivators address the direct causality of a possible disaster and its effects to the day-

to-day operations of an organization. For example, if most of a business organization's 

employees are reliant on a software tool or service for all work-related tasks, having this 

 
1 The categorization of motivators to internal and external ones was done based on the author’s own observation 
after reading relevant literature. 
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specific system non-operational would in effect halt the productivity of the organization. For 

organizations that provide such business-critical systems to other organizations, protecting the 

most critical part of the services architecture is another example of an internal driver towards 

DRP. IT software services are typically bound by contractual agreements known as SLAs or 

service level agreements, which guarantee a level of service availability to the service 

consumer and define a reimbursement penalty scheme in case of a breach of this guarantee. 

Thus, if a service provider were not to implement DRP, a disastrous event could have a direct 

impact on the service provider organization through monetary losses accumulated from SLA 

penalties. 

External motivators on the other hand, are those imposed by parties which otherwise might 

not play a part in the fulfilment or use of a service itself. These include mainly standardization 

authorities specific to certain industries and the judicial systems of a country the organization 

operates in. Failing to adhere to the requirements or recommendations of such authorities can 

have varying impacts, ranging from being unable to participate in bids as a service provider to 

being fined or made accountable for negligence through legal proceedings. 

As an example, through its Guidelines on ICT Security and Risk Management, the EBA or 

European Banking Authority states that all EBA compliant financial institutes must 

incorporate adequate disaster recovery methods and continuity management processes to 

ensure a stable business environment and to avoid negative impacts on the financial system as 

a whole [5]. Continuing with the financial industry, the Finnish Financial Supervisory 

Authority similarly states, “There must be recovery plans for IT systems describing how each 

IT system can be reactivated in the event of a serious disruption or catastrophe” [7]. 

Further, VAHTI, the information security governance entity of the Finnish central 

government describes the framework of requirements that should be adhered to by providers 

participating in bids for government IT systems. In its “ICT -varautumisen vaatimukset” 

VAHTI requires, that in order to ensure fast recovery, service disruptions are to be prepared 

for. Further, VAHTI requires that for services rated from the level “Basic” and above, the 

core functions of an organization, recovery processes for such systems need to be described. 

[13] 

Although such regulations and guidelines are not necessarily enforced by law, as is the case 

with FIN-FSA [8], in 247 a § “Laki sähköisen viestinnän palveluista” of the Finnish law states 

that in its risk management processes an organization operating in the web must take into 
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account “2) the management of information security threats and disruptions”, “3) 

management of business continuity” and “5) adherence to international standards”, if 

providing marketplace, search engine or cloud services [9]. 

2.1.2 RPO and RTO 

The ongoing event of an IT system or application being unavailable for its end users due to 

unexpected events is called an unplanned outage [14]. To decrease the impact of such an 

outage, the general goal of a recovery method of any kind, is to minimize its duration by 

returning the service to an available state as soon as possible. As a ‘best practice’ with disaster 

recovery planning, an acceptable level for outage duration and its impact on potential data 

loss is set through two objectives: the Recovery Time Objective (RTO) and the Recovery 

Point Objective (RPO).  

RTO sets the maximum available time within which the effort of service recovery from a 

disastrous event must be completed. Calculating RTO starts from the point of time when the 

disaster is noticed, thus excluding the promptness of possible monitoring tools or related 

processes from the measurement. The point in time where complete service availability is 

again achieved is consequently used to establish whether the RTO was successfully met. [3] 

RPO, or Recovery Point Objective, is a measure for quantifying the allowed data loss in a unit 

of time, typically days or hours. RPO sets the maximum interval at which data should be 

made recoverable for a disaster recovery system.  For example, given an RPO of 20 hours, if a 

disastrous event occurs at the point in time X, the recovered data must be at most from the 

point of time X - 20 hours. [3] 

When measuring actual results, RPA for Recovery Point Actual and RTA for Recovery Time 

Actual can be used [6]. Continuing with the previous example, if a disastrous event occurs at 

the point in time X and the latest data recovery point exists at X - 5 hours, the RPA is 5 hours. 

With the original RPO of 20 hours, this translates to the objective being met with a 15-hour 

margin.  

2.1.3 Established solutions 

For implementing a working disaster recovery system, robustness and redundancy 

mechanisms are typically incorporated at the scale of complete IT systems. Three approaches 

for such system architecture design exist: the shared system, the hot standby system, and the 
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cold standby system approach [3]. Since physical disasters cannot be excluded from the set of 

possible disastrous events, both approaches are generally complemented with a varying 

degree of geo-local separation between the subsystems that make up the complete, 

recoverable architecture [3][10]. 

With the shared system approach, instead of relying on a single system to provide the service 

in question, the workload generated by the system's end users is shared with and serviced by 

multiple identical subsystems. Each individual subsystem acts independent of the availability 

of the other subsystems, i.e., having one subsystem non-operational is by design not allowed 

to impact the state of others, and thus the overall service operation. 

 

Figure 2 User traffic behavior, shared system vs. standby system 

 

With the standby system approach, initially all traffic is directed against the primary system. 

If a disastrous event were to render the primary system unusable, the service would ‘fall back’ 

to a standby system. Once the fallback operation is complete, the end-user traffic would be 

directed against it, as is shown in Figure 2 with the 1 2 transition. A standby system can be 

further categorized as ‘hot’ or ‘cold’. A hot standby system is constantly operational and run 

parallel to the primary system, while a cold standby system is brought up only in the case of 

an actual disaster. The cold standby approach is at times even further split into ‘warm’ or 

‘cold’ solutions, with the distinction that while both can be offline during the moment of 

disaster, a warm system has been prepared further than a completely cold one. For example, a 

warm disaster recovery system might have the appropriate software installed while a cold 

system might include only the physical hardware, requiring all software installations to be 
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included in the disaster recovery process. This distinction however is not precise and can vary 

depending on the context and scope of operations included in the disaster recovery process. 

2.1.4 Disaster recovery testing 

The purpose of disaster recovery testing is to gain confidence in the created disaster recovery 

plan and process, and to increase the level of certainty that the process will work in an event 

of a disaster [11]. Creating a disaster recovery plan without including a proper testing process 

might lead to a situation where a change in any part of the plan, were it personnel changes 

responsible for managing the process or external dependencies which the actual disaster 

recovery mechanism relies on, might go unnoticed, resulting in severe consequences in the 

event of an actual disaster. 

Going through this categorization, a paper test refers to a process simply consisting of 

reviewing the disaster recovery plan as it is documented. A walkthrough test is a similar 

review of a written document, with the distinction that a group of experts rather than single 

individual is gathered to go through each step of the process and provide comments on 

possible errors and improvements.  As opposed to these two testing types, parallel testing is 

the first type of testing activity that includes performing the activities against a parallel 

system, meaning that the primary system is kept unaffected by the testing activities. Finally, 

the cutover test is used to test an actual workload shift from the primary system to the 

recovery system. This type of testing carries the highest amount of risk, as it can cause a real 

impact to the primary systems operation. [11] 

In addition to selecting between testing types, a decision about testing frequency is also 

important. Naturally, the more often a disaster recovery process is tested the more confidence 

in its efficacy can be gained. 

2.1.5 Cost vs. objectives trade-off 

“A design for disaster recovery is a compromise between financial expenditure and the 

redundancy achieved”.[3]  

As disastrous events are expected to be rare [3], over allocating resources for recovery 

measures may incur unnecessary costs in the long run. Thus, as the level of compromise 

fitting to each organization and use case is unique, emphasis should be put on weighing the 

implications of a disaster against the expenditure of the possible counteractive designs. 
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The previously mentioned solution architectures have inherent differences between achievable 

RTO and RPO. Regardless of the approach, all disaster recovery systems must ensure some 

level of state synchronization between the systems which together form the disaster 

recoverable architecture [3]. Because the shared system architecture requires a continuous 

synchronization of state, in order for all subsystems to be able to service the end user, it's 

RTO and RPO can be expected to meet the most stringent of demands. Similar expectation 

holds with the hot primary-fallback approach. Since additional steps for preparing the system 

are required with a cold fallback model, an increase in recovery time is expected. 

From a cost perspective however, the hot fallback solution can be considered the most 

expensive one [10]. Having a continuously operating secondary system that is not serving any 

user generated load, can result in a near doubling of costs when compared to a non-

recoverable architecture. With a cold fallback system this expenditure can be lowered, by 

keeping the system offline during normal operations.  

For shared systems the cost effect is not as obvious. In some cases, a shared system might not 

be designed for true redundancy, i.e., losing one subsystem is allowed to affect some users. 

This can happen for example with a system that is optimized for a certain level of load, which 

is then shared evenly between each subsystem. In such a case, if one subsystem were to be 

rendered unusable, users serviced by this subsystem would experience a break in service until 

the affected subsystem is fixed or until the average load decreases to a level which can again 

be handled by the remaining subsystems. With true redundancy, the load would be constantly 

met with an amount of subsystems sufficient to service all users in the event of one subsystem 

being rendered non-operational. 

2.2 Server Infrastructure 

From an Information technology standpoint, the term infrastructure refers to the underlying 

and supporting hardware and software component stack that enables the execution of IT 

services and solutions. The components within this stack range from web server software to 

servers and networking hardware devices, and datacentre facilities [15]. 

When a web server operating within an operating system sends an HTTP response to a client, 

the response packet must be encapsulated to lower layer protocol frames - such as TCP, IP, 

and Ethernet frames - for the packet to be able to traverse between two computers. This 

encapsulation cannot be handled by any single software component. A web server relies on 
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both the operating system it is running on, and a network interface managed by the operating 

system, for preparing the packet for network traversal. Thus, both the operating system and 

the network interface are examples of infrastructure components that enable a web server's 

operation. 

The basic operational nature of the client-server model of a web server demands the 

computational capacity to be higher on a server than on a client. To meet this demand, server 

infrastructure generally consists of specialized hardware and software, designed to fulfil 

specific computational tasks efficiently, consistently, and reliably. For this reason, when using 

the term infrastructure in the following chapters, we will refer solely to components with 

close relation to server-side functionality. 

Further, we narrow the scope of infrastructure to consist only of components that can be 

manageable by the applications proprietor, leaving out for example wider area transit 

networking devices, or infrastructure facilities governed solely by datacentre operators, 

internet service providers or cloud service providers, along with end-user devices. 

2.2.1 Operating systems 

An operating system is a software infrastructure component [17] that operates between 

application software and computer hardware. Its main purpose is to manage the underlying 

hardware devices and orchestrate user and program access to all shared resources, such as 

CPU, memory, storage, and networking capacity. Operating systems also handle the actual 

execution of application software and provide various error handling mechanisms for 

malfunctioning devices and applications [16]. 

Operating systems designed for server application workloads are of ‘Multi-user and 

Multiprocessing’ type, where the OSs time-sharing-based scheduling capability allows 

multiple users to utilize the system simultaneously while also allowing multiple applications 

to be run at the same time [16]. The market of web server operating systems of this type is 

dominated by two distinct families of operating system software: UNIX and Windows. The 

most notable member of the UNIX family is Linux, which currently operates as a platform for 

up to ~50% of all UNIX web servers and over 30% of all web servers [224-1]. 
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2.2.2 Physical infrastructure 

Physical infrastructure includes devices that provide capacity and capability in three distinct 

areas of information technology: compute, storage, and networking [19]. 

For computing, the most common hardware device is the server computer, where the 

hardware is made of powerful computers, built with high-end, industrial-grade components 

[20]. Given the nature of their modifiability, server computers can host a wide range of 

different workloads, from web server applications to databases and game servers. 

Storage infrastructure devices are dedicated for a specific task, in this case storing and 

distributing data. With storage systems, attributes such as high-capacity data storage and 

throughput can be achieved by including built-in storage infrastructure subcomponents such 

as large arrays of hard disk or solid-state drives, and special purpose disk controllers. [21] 

Lastly, networking hardware devices, the most common of which are listed in Table 1, are 

responsible for managing a shared communications medium used for connecting different 

hardware devices together and allowing them and their respective applications to 

communicate with each other.  

Table 1 Common networking devices and their use cases [18]. 

Switch Connects multiple devices to form a shared computer network.  

Router Routes traffic between different networks 

Firewall Security device for monitoring and controlling network traffic 

Repeater Amplifies an incoming signal and rebroadcasts is 

 

For all the three main categories: compute, storage, and networking; infrastructure 

components can be extended to also include attachable devices. For example, networking 

hardware also includes attachable networking components, such as Network Interface Cards, 

or NICs, that can be used for extending the networking capabilities of other hardware devices. 

[18] 
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2.2.3 Virtualized infrastructure 

Virtualization refers to a mechanism of indirection, where a consumer of a resource is 

presented with a virtual rather than a physical representation of the consumed resource [22]. 

The achieved benefit of virtualization with computing systems is that it enables sharing a 

single resource or device, be it a networking device or processor, between multiple 

consumers, as if each individual consumer were the sole consumer of the actual resource. This 

is achieved with the introduction of an intermediary software layer, i.e., the virtualization 

layer, which interfaces with the actual resource and relays and shares access to it through a 

programmatic abstraction [24] for each individual encapsulated consumer workload. Thus, 

from the perspective of an individual consumer, all inputs, outputs, and behaviour [23] of the 

virtualized resource resemble those provided by a non-virtualized one. 

In terms of server infrastructure, the three main types of virtualization are: 

1. system (platform or server) virtualization, 

2. network virtualization, and 

3. storage virtualization. [23] 

System virtualization refers to the consolidation of physical servers and the isolation of guest 

operating systems to encapsulations known as Virtual Machines, or VMs. The sharing of the 

underlying computing resources provided by a physical server is managed by a specialized 

software called a Virtual Machine Monitor (VMM), also known as a hypervisor. To allow for 

effective virtualization, a hypervisor is expected to provide a complete representation of 

actual computing interfaces for a VM, including CPU instructions, virtual memory, and I/O 

devices [23].  

With network virtualization, the shared physical resource is the networking medium and its 

packet-forwarding capabilities, which are provided by the underlying combination of 

switching, routing and access control software and hardware [26]. Unlike with system 

virtualization, the offering for network virtualization techniques is more varied, based on the 

level of detail, encapsulation and configurability exposed to the consumers of the virtualized 

resource [25]. In other words, different network virtualization techniques exist and are 

selected for use depending on how much control over the virtualized network a network 

tenant is expected to require. With virtual local area networks or VLANs for example, 
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separate network tenants can utilize the same physical network, as if each tenant had its own 

physical layer of networking infrastructure available. However, with VLANs the control over 

this network from a single tenant’s perspective is minimal, as for example restrictions to IP 

addressing selections are imposed, to avoid both overlapping addresses between tenants and 

consequential routing issues. To allow for more detailed segmentation, the next level option 

would be to utilize a virtual extensible LAN or VXLAN, a more enhanced network 

virtualization technique which addresses most limitations imposed by VLAN [27]. 

Continuing this trend, the latest advancement in network virtualization has been made 

available by SDNs or software defined networks, where the control logic is separated from the 

physical devices and exposed for the tenants to utilize. Contrary to VLANs, SDNs allow each 

tenant a more flexible set of controls over the shared resource, in terms of isolation from other 

tenants, and control over addressing and network topology [25], resulting in a more 

comprehensive set of abstractions over the physical capabilities of a network. 

Storage virtualization allows the abstraction of physical storage hardware and its 

management, with the purpose of further commoditizing storage capacity allocation as is done 

with physical computing resources such as CPU and memory. Instead of having dedicated 

physical disks for a physical or virtual server, virtual storage can be allocated from a pool of 

heterogeneous storage and presented to its consumer as a single storage device. [28] 

2.2.4 Extending infrastructure with cloud services 

Because of the advancements made in effective resource sharing and tenant isolation, 

virtualization has played a critical role in the development of new computing service models, 

such as IaaS [29]. With IaaS, the previously mentioned virtualization of compute, storage and 

networking capability is provided as a service, allowing users to utilize these functionalities 

without the need of owning and operating their own hardware infrastructure. With cloud 

services these functionalities are provided through the web, on an on-demand basis [29].  

However, the current offering from major cloud service providers such as AWS, Azure, 

Google Cloud and others has since far exceeded the feature set of traditional IaaS, with for 

example many commonly used application-level workloads such as databases, DNS, and 

NAT being made available as managed services. From an infrastructure management 

perspective, this has brought application-level workloads closer to the practices of 

provisioning lower-level infrastructure. Instead of requiring users of the IaaS platform to 

install and configure these applications separately, with the managed service model higher 
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level service functions such as the ones mentioned above can be deployed as plug-and-play 

components, in conjunction with lower-level infrastructure components such as VMs.  

In addition to typical application-level workloads, cloud services are also being used to 

bundle a close set of features together, with the goal of allowing a user to form a more 

complete system on one go, instead of having to deploy each individual component of a 

system separately. For example, a typical cloud-based computer network consists of multiple 

VMs, with firewalls dictating the type of traffic that is allowed to traverse to and from each 

VM. Instead of deploying each VM individually and continuing then with the deployment of 

a separate firewall, some cloud service providers couple the firewall settings with the VM 

settings [31][32], thus abstracting the actual firewall from the system architecture and 

bundling its configuration together with the VM. 

2.3 Infrastructure-as-Code 

Rather than a specific technology or tool, infrastructure as code or IaC is a set of 

infrastructure management practices [35], where the same rigor of application code 

development is applied to infrastructure provisioning, and all configurations related to 

creating and maintaining infrastructure is defined in a declarative way and stored in a source 

control system [34].  

The main advantage of using IaC is realized when managing a system consisting of a large 

number of infrastructure components [35]. Whereas systems of only a couple of virtual 

machines can be managed with manual work through a web or command line interface, 

increasing complexity and size in system architecture will quickly grow the management 

workload to unsustainable levels. Contrary to legacy system administration operations, IaC 

also introduces speed and repeatability, allowing for faster setup times and higher frequency 

changes. With the growing trend of DevOps and continuous delivery practices, the 

expectation toward the agility of infrastructure management has followed [33][36], thus 

putting emphasis on the importance of such features. 

2.3.1 Orchestration of desired state 

The management workflow used with IaC can be split into two distinct phases: managing 

state and orchestration. The former contributes the code part of the IaC abbreviation, with 

which the desired state of the system under management is described in scripting language or 
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notation format. This description is then, either through manual or scheduled invocation, 

executed against the target service, e.g., an IaaS platform, by a software program called an 

orchestrator.[35] 

 

Figure 3 Example of orchestration operation 

 

As shown in Figure 3, on a general level the primary functions of an orchestrator include the 

discovery of the actual state of the system, translation of the desired state into actionable tasks 

and finally, execution of tasks with the aim of matching the actual state with the desired one. 

To achieve repeatability with orchestration, a level of idempotency is required to assure that 

despite multiple executions, the same descriptions will yield the same result [37]. Action will 

be taken only for the logical parts that differ, whereas if the desired state matches the current 

state, no action is required. 

2.3.2 Orchestration software characteristics 

The current offering regarding orchestration software includes both proprietary and general-

purpose tooling, with each tool introducing variation in the way the previously explained 

operational flow is achieved in practice.  

While some tools use standardized notation formats such as JSON, YAML or XML for 

defining the desired state, or are provided as software libraries with built-in support for 

popular programming languages [36], some have created their own, domain specific language 

or DSL. [38] 

Secondly, the orchestrator can consist of a single entity or multiple entities. An example of 

multi-entity orchestration is the master-agent model, where the orchestration workload is split 

between agents, programs usually installed locally within the managed component themselves 

[38] and masters, central programs that are kept separate from the managed components. With 

this model, agents can be said to handle the actual execution of the management tasks, while 
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masters handle the higher-level orchestration, e.g., managing the state description files and 

delegating them to the agents. 

Third, orchestration tools are either imperative or declarative when it comes to the level of 

granularity, importance of order and interdependence of individual actions within the state 

definitions. With a procedural approach, the state definition is a step-by-step guide on how to 

set up the desired state, with each consequent step being reliant on the success of those 

previously executed. With an imperative approach, the end-state is simply declared, leaving 

the procedure that is required to achieve the state for the orchestrator to handle. [38] 

Fourth, handling changes to the desired state can be done either with a mutable or immutable 

routine. A mutable orchestrator can select the appropriate procedure from a set of possibilities 

for applying the change, usually with the purpose of causing minimal disruption to the 

targeted component during the change. With an immutable approach, no updating or patching 

to existing infrastructure is done [35]. As an example, when updating an operating system to a 

new version, a mutable orchestrator would only apply the changes that differ between the old 

version and the new one, while an immutable orchestrator would reinstall the whole operating 

system, for it to match the desired version. 

Fifth, differences exist in feature coverage and applicability of the orchestrator when it comes 

to the management of the different layers of infrastructure and various cloud services [39] 

[40]. While overlap on coverage and features exist, most individual IaC tools are, or have 

originally been considered particularly useful for managing a specific subcategory of 

components. Also as mentioned, some tools are proprietary, i.e., they allow the management 

of only specific cloud services components, or vendor specific products. General purpose 

tools on the other hand can be used for managing components from various vendors.  

Finally, orchestration can rely on different communication protocols for passing the 

instructions, with most common ones being SSH for achieving remote connectivity and HTTP 

for passing instructions to web APIs [35].  

2.3.3 Version control of state definitions 

Version control systems are software programs used for handling multiple versions of a piece 

of information [41]. Also known as source code management, version control is a well-

established best practice within the software development industry for storing source code and 

configuration files. Although version control cannot be categorized as an obligatory 
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component in IaC to a similar degree as state management and orchestration, as orchestration 

tools can be used without version control, the added benefit of using common version control 

features such as reverting changes, auditing and collaborating [42], makes incorporating such 

a mechanism into the infrastructure management lifecycle beneficial. 

With IaC, state definitions are typically stored as files. How changes made to these files are 

delegated for the orchestrator and at which point should the version control system step in, is 

not predefined and allows for flexibility in terms of the extent at which do organizations 

responsible for managing these files want to collaborate. For instance, one organization might 

allow making changes to the infrastructure definitions and consequently executing them, only 

publishing the changes to version control once the target system has been deemed functional. 

Another approach might be to require publishing the changes to version control for approval, 

before passing them for execution. 

The most popular version control program is Git, with an adoption rate of over 70% compared 

to other version control software, based on statistics of open-source repositories on the 

Internet [43]. On top of Git's open-source features, several popular services such as Github 

and GitLab have been built, enabling the use of complementary features such as visual 

navigation and collaboration within Git repositories, syntax proofing during publishing, 

among others.  
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3 Target web application and infrastructure 

Given the purpose of this thesis is to test the recovery of the web application operation, not 

the operation of the web application itself, early on in the process it was identified [47] that 

adding to the complexity of the web application operation and its underlying platform would 

not add any value to the outcome of the disaster recovery testing, but rather add to the 

difficulty of the IaC setup, while incurring unnecessary costs. Thus, all decisions in the below 

chapters were mirrored against these considerations, resulting in an architecture that is kept 

simple, yet representative of a real-life implementation while also cutting on redundant 

mechanisms that only serve as adding to the complexity and cost overhead. 

3.1 Target web application 

3.1.1 Web applications vs. other web content 

Web applications can be considered a subset of all software applications, with the distinction 

that they are reliant on a computer network, and their functionality is constructed with web 

specific technologies such as HTML, CSS and JavaScript, and rendered by a web browser for 

the end user to utilize. 

A web application operates under the client-server computing model [45], where 

communication between the client and the server is done over HTTP; an application layer 

protocol of the TCP/IP protocol suite. HTTP itself operates on a request-response 

communication model, where a specific set of request methods for the client and responses for 

the server are defined. A client -- typically a web browser located in a personal computer, 

smartphone, or other similarly capable end user device – is responsible for translating the 

user's actions to HTTP requests and sending them to a web server, which processes the 

request and responds to the end-user in the form of a HTTP response.  

While web applications cover a wide array of use cases, from online shopping portals and 

personal mailboxes to search engines and corporate intranets, they do not represent all the 

content that is shared within the public or private networks they operate on. In consequence, 

as the previously mentioned web technologies can be used for the creation of web pages of 

any type, it is important to distinguish a web application specifically in contrast to other web 

content. 
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The most essential functionality of a web application relates to its ability to be interactive and 

present dynamically tailored content. This is achieved by allowing the application to modify 

its response shown to the end user, i.e., the final web page presentation, based on request 

parameters, tracked user behavior, and security considerations. [45] 

Dynamic web pages may allow the user to affect the presented response. For instance, it is 

very common for larger websites to provide its user a possibility to do an internal search 

query against all text-based information stored within the website, allowing the user to 

quickly find what one is looking for. The search result thus depends solely on the user-given 

input and might vary between users. Further, for some web applications a user might be 

required to provide personal security credentials, to access data that is purposefully of limited 

visibility to others. Such security functionality not only gives a highly personalized 

experience but also allows the applications creator to better manage and track who is using the 

application and how. As such, web applications can be considered as tools that in addition to 

information storage and sharing, also allow the modification and manipulation of information 

and how it is presented, in ways that can provide added value to both the applications users 

and its providers. 

3.1.2 Liferay 

Deciding which web application to use as a target for disaster recovery was done based on 

discussions with the representative of the thesis commissioner [47]. Summarizing these 

discussions, the following three criterion were considered to have most weight on the 

decision: 

1. The web application has an existing market, 

2. it is relevant to the commissioning company’s business and 

3. it is available for non-commercial use 

While these criteria were initially evaluated against many possible candidates, Liferay was 

eventually selected as the target web application. Liferay is an enterprise portal developed by 

Liferay Inc., a company which since its inception has grown its portfolio to offer a suite of 

digital software solutions, such as customer self-service portals and B2B commerce solutions 

[46]. In Finland, Liferay has a significant market, especially in the public sector, with 33 % of 

Finnish governmental organizations having chosen Liferay as their publishing application 
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[48], making Liferay a highly relevant choice also from the thesis commissioner perspective. 

Further, from the point of view of this thesis, having chosen an application of such 

significance, allows the work produced to be more applicable to real world use cases. 

For its enterprise portal, Liferay comes in two editions: 1) Liferay DXP or Digital Experience 

Platform (formerly known as Liferay EE or Enterprise Edition) and 2) Liferay CE or 

Community Edition. The difference between these two editions exists in the support model, 

where to better serve enterprise customers, the commercial DXP platform is offered with a 

greater level of support and guarantees when compared to the CE platform, which can be used 

free-of-charge [49]. Thus, from a DR testing perspective, as no technical reason was found to 

select one over the other, the CE was selected.  

3.2 Multi-tier web application architecture 

Liferay is an exemplary application for following a multi-tier architecture [47], a well-

established software application architecture, where the workload processing is organized into 

distinct computing tiers [50]. With Liferay, these tiers can be organized as follows:  

1. Presentation tier 

2. Application tier 

3. Data + search tier 

The presentation tier represents the UI or User Interface logic, which for web applications 

such as Liferay is built with CSS, JavaScript, and HTML, and is executed by the web 

browser. The application tier is the backend of the application, executed by an application 

server program. The application tier is responsible for processing the data gathered from the 

presentation tier and for executing data retrieval and modification queries towards the data tier 

[50]. The Liferay backend is built in the Java programming language, with supported Java 

application servers including JBoss, Tomcat, Websphere, Weblogic and Wildfly [51]. The 

data tier is responsible for storing and managing the information that is processed by the 

application. Within the database tier, both relational database management systems or 

RDBMS, and non-relational or NoSQL databases can be utilized. For RDBMS, Liferay 

supports MySQL, MariaDB, PostgreSQL and Oracle database software [53]. In addition to 

relational databases, Liferay utilizes Elasticsearch as a full-text search engine [52], which is 

used for converting searchable database entities in the RDBMS to JSON documents. After 
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having been indexed by Elasticsearch, retrieving information through these document objects 

is faster as compared to directly querying the same information from a relational database 

[54]. 

3.2.1 AWS for networking, compute, and storage 

The selected platform for the web application infrastructure is AWS or Amazon Web 

Services. AWS provides all the basics of computing infrastructure as a service, virtual 

machines, storage, networking, and security along with an offering of over 200 different 

featured cloud services [57] ranging from managed databases, serverless computing, container 

orchestration platforms, etc.  

From a computing, network and storage infrastructure allocation perspective, various 

strategies can be used for supporting the execution of a multi-tier application. For example, 

one could have the application server and the database share the same operating system along 

with the virtual server. However, such an approach is counter-intuitive considering the 

benefits the multi-tier architecture aims to achieve, namely the services of each tier being 

customizable and optimizable without impacting the other tiers in the process. In helping 

customers succeed with these architectural decisions, Liferay publishes a best practice guide 

for deploying the application on a cloud services platform in a manner that information 

security, performance, fault tolerance and scalability measures are considered [55] [56].  

The selected architecture is partly based on the recommendations made in “Deploying Liferay 

Digital Experience Platform in Amazon Web Services” -guide, with some exceptions made 

due to pricing and scaling factors. For example, instead of running a managed database via the 

AWS RDS service, a database is configured to run on its own virtual machine. Second, as the 

load to be generated towards the application will be low, the need for a load balancer was 

considered minimal and thus left out of the design.  

For forming the multi-tier architecture in AWS, the following services will be utilized: VPC, 

EC2 and EBS. Together, these services form the architecture shown in Figure 4. 
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Figure 4 Selected architecture in AWS 

 

VPC or a Virtual Private Cloud is a networking service used for forming a private and 

dedicated network for each individual AWS account. With VPC one can manage how EC2 

instances, the AWS equivalent of virtual machines, are networked by offering a feature set 

similar to what is available in traditional data center network management. In the selected 

architecture, VPC is used for creating a private subnet which allows connectivity between the 

EC2 instances. Route tables are configured to allow routing traffic from the EC2 instances to 

the Internet, via the Internet Gateway, a AWS managed VPC component that is placed on the 

edge of the VPC [61]. To have the EC2 instances accessible from the public internet, public 

IP addresses known as Elastic IPs in AWS are assigned to the EC2 instances [58].  Securing 

the environment is done with the use of Security Groups, a virtual firewall feature of a VPC 

that controls inbound (ingress) and outbound (egress) traffic for an EC2 instance. With 

security groups one can define an IP range from which connections to a specific port can be 

made. Security groups can be used for example to restrict the access to the SSH port, allowing 

remote connectivity to happen only from known IP addresses. Security group rules are 

stateful, i.e., inbound restrictions will not apply to incoming responses, which are requested 

by the EC2 instance and vice versa [59]. 

Within the VPC, EC2 instances form the computing platform of the architecture. EC2 

instances are offered in various types and sizes, with some types being suitable for general 

purpose computing while others are optimized for a specific workload such as big data 

processing or high-performance computing. Within each instance type, a range of differently 
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sized instances in terms of memory, vCPU, network bandwidth and storage bandwidth 

capacity are offered. [60]  

For storage, no external services are utilized, but rather local volumes created with the EBS or 

Elastic Block Storage service are attached directly to the EC2 instances. These block-level 

storage devices can be used as one would use a physical hard drive [62]. Given that only one 

EBS volume is provisioned per EC2 instance, this volume acts as the root volume, and is used 

for storing both the operating system and application data. Similar as with EC2 instances, 

EBS volumes are offered in different types, such as SSDs ranging from general purpose 

devices to ones providing low latency, along with HDDs that can be used for data 

warehousing and throughput favored workloads. For the selected architecture, EBS volume 

sizes were determined on the basis of what is required at minimum for supporting the 

installation of the software binaries of the 

3.2.2 AMIs and the Amazon Linux 2 operating system 

The role of the operating system selection was estimated significant from two standpoints: a) 

the OS is manageable with IaC and b) the OS is supported by Liferay. In AWS, selection of 

the operating system which will be installed to the EC2 instances, is based on the available 

AMIs or Amazon Machine Images listed in the AWS Marketplace. An AMI is a template for 

the root volume of the instance that describes which operating system to use and which EBS 

volumes to make available for the OS [63]. In the Liferay architecture recommendations, 

choice of AMI is suggested to be done based on the provided compatibility matrix released 

for each Liferay version separately. Liferay 7.2 compatible operating systems include all 

major providers, ranging from Linux distributions from Red Hat and Oracle to Microsoft’s 

Windows Servers [51]. However, utilizing these would require a license purchase, in order to 

have access to the application package repositories that are needed for installing the required 

application-level binaries needed at each tier. Thus, from the free Linux based operating 

systems, CentOS, Ubuntu, Debian, Alpine Linux and Amazon Linux 2 were left for 

consideration. Since no real distinction between these distributions could be made in terms of 

IaC management capabilities, Amazon Linux 2, the OS created by AWS was selected. 

In AWS, the AMI images are referenced through an AMI ID, an identifier unique to each 

operating system in an AWS region. For obtaining the AMI ID, the AWS Marketplace was 

searched for the selected operating system and for the specified AWS regions. Obtaining this 
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information is important, as all AMI related IaC management actions rely on having the 

correct ID.  

3.3 Role of the URL in web application operation 

A web application is accessed through a web browser, by inputting a URL or Uniform 

Resource Locator to the address bar of the browser. A URL consists of multiple different 

parts, each serving a unique purpose in the delivery chain from request to response. 

 

Figure 5 “What is a URL?” by Mozilla Contributors [76] 

 

From the perspective of this thesis, the fields of most interest are ‘Scheme’ and ‘Domain 

Name’ fields shown in Figure 5, as they are dictated by design decisions made at the web 

application infrastructure level, rather than the web application software level, to which the 

latter three fall into. In the following chapters, the importance of these two fields is explained 

and a design for their implementation is selected. 

3.3.1 DNS 

While a web server can be accessed by sending requests to its public IP address, domain 

names are usually preferred, as they are more convenient to use from an end-user perspective. 

In most cases2, using domain names instead of IP addresses cannot be done without utilizing 

DNS. 

When a user requests a web server resource through the browser by using a domain name, the 

browser first sends the domain name to a DNS system to be resolved into an IP address. The 

IP address provided as a response can then be used to process the actual HTTP request. 

 
2 It is possible to use a “hosts” file as an alternative method for domain name resolution, where hostname to IP -
mappings are manually configured to a plain-text file stored in the end-user’s device.  
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Figure 6 DNS architecture and its operational flow [75] 

 

A DNS system responsible for resolving domains which are accessible through the public 

Internet, consists of resolvers and of three specific types of servers [75], as shown in Figure 6. 

Within this system architecture, a client makes one DNS query to a Recursive Resolver 

(Figure 6, Step 1), which will then handle all remaining queries (Figure 6, Steps 2-6). While a 

root server holds the information of the suitable top-level domain, or TLD servers (Figure 6, 

Server Y), a TLD server consequently holds the information of the Authoritative server 

(Figure 6, Server Z). The authoritative server is then queried for the actual domain-to-IP 

translation (Figure 6, Step 6), after which the answer is returned to the client. 

3.3.2 Cloudflare as selected external DNS service provider 

The decision whether to operate your own Authoritative DNS or use a DNS service, was 

reflected against the number of domains under management. Since the target infrastructure 

only hosts a single application, which will be accessed through a single domain, having one 

server for this purpose was considered inefficient both in terms of added cost and computing 

capacity overhead that would follow. Further, having the Authoritative DNS server operate 

within the same infrastructure as the web server infrastructure, would in the case of a disaster 

result in the loss of both web application and DNS service. Given these constraints, 

Cloudflare was selected as the service provider, through which DNS functions would be 

managed.  
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Cloudflare is a company that operates one of the biggest privately owned networks in the 

world, the capabilities of which are provided to Cloudflare customers in the form of services 

such as DNS, DDoS protection, content delivery, and caching among other performance 

enhancing functionalities [65]. Cloudflare has a free tier service, allowing individual users to 

utilize a limited set of Cloudflare features, among them DNS, free of charge. Most 

importantly however, Cloudflare can be managed with IaC [64]. 

By selecting Cloudflare, the provided DNS services used as a part of the disaster recovery 

process is considered external and unaffected by any disastrous scenario the web application 

infrastructure might experience. 

3.3.3 TLS and HTTPS 

In Figure 5, the ‘Scheme’ field dictates the protocol to be used with the request. For modern 

web applications that are expected to process sensitive information such as credit card 

numbers and health records, handling communications between a client and a server using 

HTTP is considered insufficient from an information security perspective. This is because 

HTTP does not include functionality that would protect the message data from eavesdropping 

or tampering when sent over a computer network [73]. For this reason, most web traffic today 

[74] is encapsulated within an encryption protocol known as TLS. The combination of HTTP 

and TLS is commonly known as HTTPS. Short for Transport Layer Security, TLS provides a 

way for establishing a private and reliable channel for secure communication of application 

data between two parties, which in the context of a web application translates to the client and 

server.  

As is the case with Liferay, handling this encryption is not done by the web application 

software itself but rather by a separate web server application, which in the selected three-tier 

architecture acts as a reverse proxy between the application server and the client. As such, the 

web server can be considered as the point-of-termination for the TLS encryption process [66]. 

Setting up a web server for TLS capability requires the generation of an asymmetric public-

private keypair and an accompanying digital certificate, which is used for proving the 

ownership of the public key to clients connecting to the server.  
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3.3.4 Let’s Encrypt for automated management of certificates 

The conventional process for certificate management has been to buy a certificate from a 

certificate authority or CA, an organization or company that validates the identities of 

companies, individuals, websites, and email addresses [67]. For ordering a certificate, a CSR 

or certificate signing request is sent to the CA. A CSR specifies the domain name for which 

the certificate is to be created, and certain organizational information that are used for 

identifying the validity of requesting organization. Once the certificates are received, they are 

deployed in a manner that makes them available for the web server to utilize. However, many 

automated processes that eliminate the need for such a manual approach exist. For example, 

in AWS, certificates can be handled by the Certificate Manager service or ACM, through 

which one can both request a certificate and deploy them automatically to other AWS 

resources [68]. Another automated approach is made available by Let’s Encrypt, a CA service 

provided for free by the Internet Security Research Group or ISRG. [69] Automating 

certificate handling with Let’s Encrypt is accomplished by running a certificate management 

agent on the web server [70]. In the selected three-tiered architecture, this translates to 

installing certbot, a software tool used for automatically deploying Let’s Encrypt certificates 

for supported web server applications [71], on the Amazon Linux operating system hosting 

the web server.   

From the perspective of IaC or disaster recovery, selecting between automated or non-

automated processes was considered non-essential from a certificate acquisition point-of-

view, while having the deployment for usage was considered a hard requirement. Since 

ordering a certificate from a conventional certificate authority incurs a relatively high cost, 

starting from 100 $ upwards for a single certificate, it was ruled out in favor of cheaper 

options. Since there would be no AWS provided TLS termination service within the selected 

architecture, ACM was not considered as useful, although its pricing structure would allow 

deploying a single certificate nearly free of charge [72]. As Let’s Encrypt is a totally free 

service and installing and configuring certbot to the Amazon Linux EC2 instances was 

estimated achievable with the current state of IaC techniques, utilizing this service was 

selected for certificate management.  
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4 Design of disaster recovery system 

4.1 Primary-fallback with cold standby 

To assure the assumptions made in the research questions are tested, especially in terms of 

cost efficiency, the primary-fallback operational model for the disaster recovery system was 

selected. Translating the primary-fallback model into AWS based infrastructure, separation 

was done on the level of AWS accounts, i.e., for both the primary and fallback sites, a 

separate AWS account is created. Geo-local separation between these sites is achieved by 

selecting two different AWS regions within the European geographic area, under which the 

VPCs of the two sites will operate. Other than having the account pre-created and made 

accessible for the IaC tooling, no other configurations will be done at the fallback site. Thus, 

the baseline in terms of infrastructure readiness on the moment of disaster can be categorized 

as ‘cold’.  

On top of this cold baseline, the IaC DR tool is expected to build a near identical duplicate of 

the primary system to the fallback site. “To establish IT functionality on the disaster recovery 

system, the system must have all applications, necessary configurations, and all data”. To 

complete this description to meet the expectations set for the DR tool, the designed recovery 

system must also have all server infrastructure: virtual machines, storage devices, networking, 

and security. 

4.1.1 DNS Failover and TTL 

The reason why both sites cannot be completely identical, lies in the Public IP addressing 

scheme. As AWS is the proprietor of the public IP addresses assigned as Elastic IPs to the 

EC2 instances within a VPC, a certain IP address cannot be allocated at will to an AWS 

resource, but rather each Elastic IP assignment results in a random IP selection from a pool of 

AWS owned IP addresses. To deal with this limitation, the DNS Failover mechanism is 

utilized.  

With DNS Failover, traffic going to a malfunctioning server can be directed or ‘failed over’ to 

a functioning server, simply by changing the domain-to-IP translation. How fast this 

mechanism can take action depends on the TTL or Time-To-Live parameter of the DNS 

specification of a given DNS entry, held by the Authoritative DNS server. The TTL describes 

to the clients how long a DNS translation can be used until it should be considered invalid, 
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prompting for a new DNS query to the resolver. For example, once a DNS query has been 

made, the result of the query is saved as a temporary record in the client system, along with 

the TTL associated with the query. If a new query against the same domain name is done 

within the TTL period, no actual query against the DNS resolver is required and the 

temporary record is used instead. Once the TTL runs out, the next effort for resolving the IP 

address of the same domain will require a new query against a DNS Resolver. Thus, in case of 

disaster recovery, the lower the TTL value, the faster the new IP address will be taken to use 

by clients. 

To achieve DNS Failover, the process requires a two-step approach: 1) associate the fallback 

web server EC2 instance with an Elastic IP, and 2) modify the associated Elastic IP address to 

the A-record of the primary domain used for accessing the web application. A DNS A record 

is the primary type of DNS record, used for indicating the IP address of a specific domain 

[77]. In the selected architecture these associations are managed through Cloudflare, where 

the default TTL value is set to 5 minutes [78]. 

4.1.2 Parallel testability considerations 

To make the disaster recovery process testable in a parallel manner, the main mechanism to 

utilize is also DNS. To allow the fallback site application to be run in conjunction with the 

primary site application, neither can affect the others’ operation. Thus, possible overlaps 

between two separately running, but similarly configured sites need to be considered.  

 

Figure 7 DNS failover mechanism between two sites 
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As these two sites are designed to be run in separate VPCs and AWS regions, networking 

conflicts can be ruled out, leaving the only overlap in the domain record. To have both web 

applications accessible through a domain name, a mechanism for creating separate domain 

names for each site must be implemented. For this purpose, another subdomain name of the 

primary TLD must be assigned to the A record association pointing to the fallback site’s web 

server’s Elastic IP. This results in the scenario depicted in Figure 7, where three different 

DNS record associations must be supported by the disaster recovery process. 

4.2 Recovery in two phases 

Because disaster recovery processes are tightly linked with state synchronization, i.e., a 

complete recovery restores the data from a recovery point, having the tool capable of only 

doing disaster recovery was considered a disadvantage. Thus, a decision to split the process 

into two distinct phases was made: 

1. Recovery of infrastructure components, application binaries and stateless 

configurations 

2. Recovery of application data and stateful configurations 

The motivation for this split originates from the difference between an operational application 

and a recovered application. An operational application is one that has been properly 

configured and is available for use. A recovered application is one which is both operational 

and available for use, while also enriched with data and configurations taken from the latest 

available recovery point. With the cold fallback model, the disaster recovery process must 

include a mechanism which handles the synchronization of data and stateful configurations, 

from the recovery point to the fallback web application.  

For this to be achievable in practice, the 2nd phase of recovery is designed as an addon 

functionality, meaning the same IaC definitions that are used for orchestrating the setup of the 

stateless infrastructure components are utilized with an additional set of definitions invoked in 

the case of a disaster. This guarantees that the state of the two sites match the IaC definitions 

at any given moment, allowing for a single source of truth, the importance of which will be 

explained in chapter 4.1.2. Further, this approach allows the infrastructure of the primary site 

to be managed separate from the disaster recovery process, enabling a process that resembles 

actual real-life infrastructure management processes, where stateless infrastructure 

components can be modified without affecting the actual state of the application and its data. 
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Selecting this approach made it also easier to test the tools usage, as the same tool could be 

used for creating an operational application on top of which the user data could be inputted 

through manual actions in the UI. 

Whether or not an IaC managed component falls into the 1st or 2nd phase was evaluated based 

on whether actions done at the web application level affect the state of the component. This 

was considered for each component, categorized by its architectural tier in Table 2.  

Table 2 Phase selection based on stateful data and configurations location. 

 Server 
Infrastructure 

Application 
binaries 

Application 
configuration 

Application 
data 

Phase 1 Phase 2 

Web No No No No Yes No 

Application No No Yes Yes Yes Yes 

Database No No No Yes Yes Yes 

Search No No No Yes Yes No * 

 

As seen in Table 2, the web tier of the multi-tier Liferay setup is a completely stateless tier 

from the point of view of the web application, as any actions, be it modifications, additions or 

deletions at the application user interface have no impact on how the web server operates, 

how its configured or what type of data is stored to its filesystem. The application tier on the 

other hand has both types of components. For example, the storage of all multimedia files that 

can be shared in Liferay are within the selected system architecture, stored to the EBS volume 

that is attached to the Application tier EC2 instance. The application server also holds 

configuration files that can be manipulated both from the command line, or directly from the 

web application itself. Further, all non-multimedia data is stored by Liferay into the database 

tier. While the database configurations themselves do not change from end user action, the 

actual database is expected to be continuously evolving as users manipulate the Liferay portal 

through the UI.  

Finally, the search tier holds the search index data. In case of Elasticsearch, the search index 

is stored as a complex JSON object, that is continuously evolving as more content is added to 

the portal. The search tier was omitted from 2nd phase and the backup and recovery process, 

as the search index can be recreated from the existing application and database data through a 
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process known as ‘reindexing’. If the index is large, which can be the case if the application 

itself handles a large amount of data, executing a re-index might not always be the most 

efficient approach. However, this will not be the case with the target application, as it will 

only host a minimal amount of data for testing purposes. 

The only exception to the categorization shown in table KJH is log files. Typically, all 

applications are configured to write a log file to the file system on top of which they operate, 

to allow for example troubleshooting possible application issues. This is the case also with the 

applications of each tier described here. Contents within these log files are dependent on user 

action. For example, when a user makes a request for a particular web server, this action is 

usually logged. However, the content written to these log files do not affect state or the 

functionality of the application itself. Thus, from a disaster recovery point, log files are 

considered insignificant and will be omitted from the recovery process. 

4.3 Handling data backups 

As covered in chapter 2.1.2, RPO is the objective used for defining the maximum interval 

between recovery points of data. While in some disaster recovery approaches this interval 

may translate to direct state synchronization between the primary and fallback sites, for the 

selected cold fallback model this is not the case. Rather, the RPO dictates the backup interval, 

i.e., how often data from the primary system is copied to an external location, from where the 

disaster recovery process can then, once the disaster recovery process is initiated, retrieve the 

data and apply it to the fallback site. 

How this backup procedure is handled was considered non-essential given scope of this 

thesis. Further, as no RPO related testing will be included, no periodical backup procedure 

needs to be planned for.  

Regardless of the interval, some form of backup procedure must be created to make the data 

available at the point of disaster. The selected approach for handling backups was to have a 

simple script made in Bash, a Unix shell and command language, and have it executed prior 

to starting the disaster recovery process, making the data and stateful configurations of the 

application and database tiers available for the IaC DR tool to utilize.  
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4.4 IaC tooling and usage 

4.4.1 Terraform and Ansible for orchestration 

Terraform and Ansible were selected as the IaC tools for implementing the infrastructure 

management and disaster recovery orchestration. 

Terraform is a general-purpose tool that can be used for managing a wide range of different 

infrastructure resources, from low level computing, storage, and networking components to 

cloud and SaaS service features [79]. With Terraform, infrastructure is defined in a domain 

specific Hashicorp Configuration Language (HCL). These configurations are then translated 

by the Terraform application in to requests towards the API of the platform on which the 

managed components are run on top of. Whether or not an infrastructure platform or service is 

supported by Terraform depends on whether a provider has been made available for it. A 

Terraform provider is an interface that provides the translations from HCL notation to API 

calls. A provider can be considered analogous to a software library, which once imported, 

allows the utilization of the functions and features included in the library. Similarly, a 

provider is taken into use in the HCL notation.  

In Figure 8, the basic orchestration workflow of Terraform is described. Once the 

configurations have been completed (Write phase) the first thing to do is run an Init in the 

Terraform project, which downloads the defined providers to the local environment, allowing 

their further utilization. The Init step needs to be done only once within the Terraform project. 

Then, the execution starts with the Plan phase, where the changes that will be made are first 

showcased in a dry-run fashion. The Plan phase allows one to do a final review, before the 

changes are actualized in the Apply phase, after which Terraform works to have the definition 

match the actual state of the environment. How this state is managed is explained in more 

detail in the next chapter. Finally, Terraform can be configured to output selected information 

as a result for the execution. [80] 

 

Figure 8 Basic Terraform workflow 
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Ansible is another general-purpose tool that can be used for cloud service provisioning, 

configuration management, application deployment among a plethora of other IaC related 

tasks. The primary mode of operation for Ansible is to manage the resources, by connecting to 

them with the SSH remote management protocol. In addition to SSH, the managed resource 

must have support for one of the following languages. While Terraform is a declarative tool, 

Ansible requires a procedural approach when writing the instruction for infrastructure 

management. In Ansible, these instructions are called playbooks and they are written in a 

domain specific language similar to the YAML notation format. Each playbook consists of 

individual plays, small idempotent tasks that are designed to part of the playbooks overall 

purpose. Further, plays can be made into roles, self-contained orchestration functions that can 

be shared between different playbooks. [83] 

The selection of these two tools was based on the achieved coverage, i.e., in combination, the 

selected tools had to be capable of managing the whole scope of the web application 

architecture. Further, both Ansible and Terraform are open-source software tools that can be 

utilized by individual and enterprise users, free-of-charge. Both AWS and Cloudflare have 

their respective Terraform providers, making them manageable by Terraform, while Amazon 

Linux 2 includes a pre-installed Python and SSH packages, thus satisfying the requirement for 

Ansible management.  

4.4.2 Handling orchestration state 

As introduced in chapter 2.3.1 one of the main tasks of an IaC orchestrator includes handling 

the state of the infrastructure under management. If the orchestrator were not to have a 

complete and current understanding of this state, the outcome of consequent orchestrator 

actions could not be reliably predicted.   

In Terraform the state is handled through a file known as the state file, a plain-text file that 

stores the infrastructure state in JSON format. The state file has the following functions: 

1) acts as a database for mapping the definitions to actual resources 

2) includes metadata, such as resource dependencies, depency order etc. 

3) acts as a cache, by storing attribute values for all resources listed in the state file. [81] 

The state file can be stored either locally or remotely. With the local approach, the file is 

stored directly within the Terraform project, which also holds the actual infrastructure 
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definitions. This approach works in situations where there is only a single individual 

contributor, or all infrastructure management actions are initiated from a central location. 

However, as using version control software such as Git is a common practice when practicing 

IaC, the resulting collaborative effort typically leads to a situation where each contributor has 

their own version of the IaC codebase. In such a case it is important to have a single source of 

truth for the actual state, which all contributors can reference reliably. It is not recommended 

to store the state file to a version control system, due to it containing sensitive information 

about the target infrastructure. 

As only a single contributor will work on the IaC codebase related to the disaster recovery 

tool described in this thesis, handling the statefile is done with the local approach. 

4.4.3 State and variable separation with Terraform Workspaces 

Having the ability to execute three different scenarios with the same infrastructure 

configurations, can be achieved with the use of Workspaces, a functionality of Terraform 

which allows multiple states to be associated with a shared infrastructure configuration [82]. 

Further, using Workspaces allowed the use of different sets of variables. With this approach, 

the created infrastructure configurations can be made to act as templates. For those 

components within the configurations that require a differentiation from the other sites, the 

value will be dictated through a variable which is set in a workspace specific configuration, 

while those components that remain the same regardless of the site can be shared by each 

workspace and left static in the template configuration. The splitting of variables is important, 

as they are used as the sole mechanism for differentiating the orchestration actions between 

the different sites. 

4.4.4 Combined execution 

Enabling the execution of the whole disaster recovery execution pipeline through a single 

Ansible command was achieved by using a community Terraform plugin, which allows for 

the execution of Terraform commands through Ansible playbooks.  

Selecting this approach from possible alternatives was done based on the following estimated 

benefits: 

1) Enables the use of Ansibles built-in execution report that can be utilized for assessing 

the success of each individual action of the process. Error handling. 
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2) Enables the use of Ansibles built-in execution report for collecting execution time 

data. 

Thus, the resulting flow of execution is as shown in Figure 9. 

 

Figure 9 Ansible playbook structure and division to two phases 

 

The process is initiated with the ansible-playbook command. Specifying between different 

scenarios is done by prompting the user in the beginning of the playbook to select from three 

different alternatives, through a string identifier. This identifier is then used by Ansible to 

initiate Terraform in the respective workspace. Similarly, the identifier is used in the later 

stages of the execution, to ensure the application configurations match the created 

infrastructure. 
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5 Implementation and verification 

5.1 Preparations 

5.1.1 Cloud service accounts creation 

The actual implementation work of the disaster recovery testing environment started with the 

creation of the two AWS accounts, which would be used for hosting the primary and fallback 

virtual machines, or EC2 instances, as they are called in AWS. The only hard requirement for 

setting up an account in AWS relates to the billing information. One must be able to provide a 

working credit card from which the costs accumulated from AWS resource usage will be 

billed monthly. Once the accounts were created, resources in them could at first be managed 

only through the console. As the selected infrastructure as code techniques require 

programmatic access, the only step after account creation was to create a set of keys for the 

account user, which could then be used by Terraform to authenticate against the AWS API. 

In addition to AWS, an account for Cloudflare was created. To have the Liferay application IP 

address resolve to a domain name through Cloudflare, the service user must either move an 

existing domain name under the user's ownership to Cloudflare or purchase a new domain 

through the Cloudflare portal. As no existing domain was available for this purpose, the latter 

approach was selected. The domain ‘liferayapp.xyz’ was selected and purchased for a 

minimum, 1-year term. Similar to the AWS setup, in order to allow the selected IaC tooling to 

manage the DNS records, an API token for authentication purposes was created. 

Once the initial account configurations with API keys and tokens were set up, all consequent 

management activities for both AWS and Cloudflare accounts were done with IaC through the 

development environment. 

5.1.2 Development environment setup 

An important part of an IaC system is the local environment used for the development and 

execution of the IaC tooling. For a project developed by a single person, separating these two 

tasks to individual environments was deemed an unnecessary division. Thus, the same 

environment was used for both developing the IaC code and executing it against the remote 

cloud services. 
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Fedora 34 Workstation, an open-source linux distribution, was selected as the operating 

system for the local environment. The selection was done on the basis of supported platforms 

for the required IaC executables, Ansible and Terraform. In addition, Fedora includes built-in 

development tools, including SSH for remote connectivity, vim for file editing and git for 

version control. Tools that were not included are shown in Table 3. These were installed 

separately, by following vendor provided instructions.  

Table 3 Installed IaC related binaries and their versions. 

 

To ensure the availability of the latest features, the most recent stable versions at the time of 

development for each binary were targeted.  

Following established IaC practices, a dedicated repository for IaC definition storage and 

version control purposes was created to the authors Github account. Github is a publicly 

available internet service that allows individuals to store their version-controlled data, free of 

charge. The connection and authentication between the local environment and Github was 

done with SSH. For this purpose, a dedicated ssh keypair was created, from which the public 

part of the key was placed in the Github accounts settings, while the local environment SSH 

was configured to use the private part of the keypair when connecting to the Github server. 

Once the connection was established, all consequently created IaC definitions and 

configurations were periodically uploaded, or ‘pushed’, to the remote Github repository.  

To allow Ansible to connect to the remote virtual machines, an additional and dedicated SSH 

key was created for this purpose. 

Finally, the folder structure created for all infrastructure definitions followed the 

recommended structure of an Ansible project, with additional folders made for the terraform 

definitions, application installation binaries and backup files. See Appendix 1 for the full 

directory structure and content. 

Binary Version Purpose 

AWS CLI 2.3.0 Provides the authentication method used by the AWS provider in 
Terraform. 

Terraform 1.0.9 AWS and Cloudflare orchestration 

Ansible 2.9.25 Disaster recovery tool orchestration 
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5.2 Fully automated application setup 

5.2.1 Terraform configurations 

Within the created folder structure, the first task was to create the Terraform project 

configurations under the ‘terraform/’ directory, which would be used for building the server 

infrastructure on top of AWS and Cloudflare. This included utilizing terraforms 

documentation for mapping out the required IaC definitions for the selected architecture in 

HCL. While not required by terraform, each logical segment, be it DNS, EC2, network or 

security setup was separated to its own definition file. In Figure 10, the configuration of a 

single EC2 instance with HCL is shown. In addition to HCL, the setup of EC2 instances 

required the creation of a user data script, a small Bash script executed automatically by 

AWS during the setup of an EC2 instance. This script was used for placing the public part of 

the SSH key into the Amazon Linux operating system, which would later be used by Ansible 

for managing the system. 

 

Figure 10 Terraform HCL configuration for EC2 instance creation. Screenshot. 

 

The server infrastructure setup was first done to one site, after which separate workspaces for 

primary, fallback and test sites were created. This allowed workspace specific state files to be 

used, which were stored under the ‘terraform/terraform.tfstate.d’ subdirectories. In addition to 

the workspaces, separate variable files were created for each workspace, and placed under the 

‘terraform/tfvars/’ -directory.  
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Figure 11 Terraform variables for a single site. Screenshot. 

 

As shown in Figure 11, the variable file was made to include the AWS service account name, 

the AWS region name, along with the necessary Cloudflare authentication and DNS 

configurations. The AMI IDs had to be also specified in the variables, as the same ID doesn’t 

apply for different regions in AWS. To have the testability functionality match the actual 

fallback disaster recovery process, both the test and fallback sites were configured to target 

the same AWS region. Having the primary site operate in the ‘eu-north-1’ (Stockholm) region 

and the fallback and test sites operate in the ‘eu-central-1’ (Frankfurt), meant that two 

different AMI IDs had to be defined. 

5.2.2 Management access and internal connectivity 

For a functioning web application, only the web server EC2 instance would require a public 

IP address. However, to ease the management of each tier, all EC2 instances were assigned a 

public Elastic IP address. For the web server instance, this IP would be used for both 

management and web application access, while for the application server, database and search 

instances, the only function of the public IP address was to allow SSH based management 

access to Ansible. For securing the environment with security group definitions, SSH access 

was allowed only from a specific IP address, while all HTTPS traffic to the web server was 

allowed. Further, traffic from one EC2 instance to another was limited only to the specific 

ports required by the applications operation: Port 80 of the application server instance was 

allowed to be accessed by the web server instance, while ports 5432 of the database server 

and 9200 of the Elasticsearch server were allowed to be accessed by the application server. 

It should be noted that having a publicly available interface attached to each instance might 

not be the best approach for securing such an environment. Another approach could be to use 

a bastion host [86], that would act as a single point of entry, through which the other instances 

could be accessed. In this case, remote connections and consequent management actions to 
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the remote instances without public IPs would require an indirect connectivity approach, for 

example by utilizing the ‘jump host’ capability of SSH [87]. 

5.2.3 Executing Terraform within an Ansible playbook 

For the rest of the setup the selected approach was to create a single Ansible playbook file that 

refers to individual roles in the ‘roles/’ directory, which are created for each contained step of 

the recovery process as described in Figure 9. To allow all phases of recovery to be executed 

through a single playbook, the terraform infrastructure management would have to be 

wrapped inside of the Ansible execution. This was made possible by using a Terraform 

community plugin created for Ansible. Installing the plugin to the local environment, made it 

possible to call terraform commands from Ansible playbooks and roles. The AWS and 

Cloudflare setup done by terraform would act as the first role in the disaster recovery 

playbook, with each consequent roles relying on the outcome of this setup.  

The problem faced with this approach was that prior to the execution of the playbook, there 

would be no knowledge of which IP addresses will be assigned to the EC2 instances. This 

information is crucial, as all consequent application setup tasks rely on this information. 

Typically, Ansible is used by configuring an inventory file, which lists all the known 

hostnames and/or IP addresses of the server infrastructure under management. In this case, 

such an approach was not possible. The static inventory file was configured to only hold the 

‘localhost’ hostname and SSH connectivity parameters. However, Ansible allows for the 

inventory to be dynamic, i.e., a host could be added to it while running the playbook. To make 

use of this possibility, Terraform was configured to output the assigned IP address variables 

post-execution. These variables would then be caught by the Ansible terraform plugin and 

added to the inventory. For starting the terraform role, the localhost target is used, as no other 

host yet exist in the dynamic inventory. At the end of the role, a check was created, to ensure 

the correct number of hosts were added to the inventory. In addition, a separate play for 

waiting for the EC2 instances to become ready was made. Readiness in this context meant 

that Ansible could access each EC2 instance added to the inventory with SSH.  

5.2.4 Operating system and application configurations 

Once SSH connectivity to EC2 instances was established, configuration plays regarding the 

operating system setup, application binary installations and configurations could be started. 
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For installing the required application software to the Amazon Linux operating system, three 

separate approaches were used:  

1) Install the software binary through the operating systems own package manager, 

2) copy the installation file from the local environment and execute it manually in the 

operating system, or 

3) download the installer directly from a third-party 

For the web and database tiers, all required software installations could be done through the 

package manager provided by the operating system. For Elasticsearch, the package manager 

could also be used, but a specific Elasticsearch repository had to be configured which also 

required installing a GPG public key to verify the authenticity of the repository source. For 

Liferay, no package repository existed through which the application could be installed. Thus, 

the required binary was downloaded from Liferay’s website and copied to the application tier 

OS and then unarchived, after which the application was ready for taken into use. 

To configure these application software programs to a required operational state, either a 

complete representation of the configuration file or a template configuration was used, and 

then copied from the local environment to the applications home directory by Ansible. For 

example, with the NGINX and Liferay configuration files, a templating functionality was 

required, since these configuration files included the assignment of the server FQDN within 

the configurations, which changed according to the targeted site, be it ‘primary’, ‘fallback ‘or 

‘test’.  

For all tiers, the applications were configured to operate under systemd, a Linux ‘daemon’ 

which is commonly used for managing application processes. This allowed a simple way for 

starting, stopping or restarting the application, when needed. Systemd also has built-in 

support on Ansible, i.e., starting and stopping the application services could be reliably 

executed without installing external plugins or running tailor-made commands within the 

Ansible roles. 

The final phase of the application setup was the integration role, where the last configurations 

assuring interoperation between all tiers were done, after which the Liferay application was 

started.  
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5.2.5 Changes to TLS Certificate handling due to Let’s Encrypt rate limiting 

The only issue faced with the application platform setup was noticed with TLS certificate 

handling while doing initial testing on the developed infrastructure code, where orchestration 

activities were executed multiple times.  While the original plan was to install certbot to the 

web tier operating system, and have the certificates renewed for each round of execution, this 

could not be done in practice due to the Duplicate Certificate rate limit set by the Let’s 

Encrypt service. This feature of the Let’s Encrypt service limits the renewal of certificates 

subject to the same domain, to 5 times per week [84]. As the initial development phase testing 

included running the orchestration many times in a day, this limit was quickly met. 

Due to this unexpected limitation, the installing of certbot and renewing the certificates with it 

was left out of the automated process. Instead, certbot was used only once during the 

development phase for requesting a wildcard certificate for the ‘liferay.xyz’ -domain. Using a 

wildcard certificate allowed subdomains such as ‘www.liferay.xyz’ and ‘test.liferay.xyz’ to 

utilize this same certificate for TLS encryption, as long as the TLD of the domain name 

matched the one in the received certificate. Once obtained, these certificates were then used 

for all development and testing activities. They were placed within the Ansible project 

structure, and as a part of the NGINX setup, copied from the local environment to the web 

server by an Ansible play. As the certificate bundle provided by Let’s Encrypt also included 

the private key, all certificate related data were omitted from being published to version 

control. 

5.2.6 Omitting sensitive information from version control 

Prior to publishing files to an external, public version control repository, careful examination 

of the version-controlled files regarding information sensitivity had to be done, in order to 

avoid compromising private information such as usernames, authentication keys, IP addresses 

and other account details. Special attention was given to Terraform, which as a part of its 

execution, creates ‘hidden’ files that can be easily missed and uploaded by accident to version 

control.  

To help avoid accidental publishing, Git provides a feature where filenames added to a special 

purpose file called ‘.gitignore’ are filtered out from version control. This feature was also 

used for omitting large software or backup files from being published to Github. For all the 

files selected to be filtered out of version control, see Appendix 2. 
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5.3 Recovery functionality 

5.3.1 Bash script for backup 

To start with adding the recovery functionality, the backup script used for fetching the 

required configurations and data from the application and database tiers was first created. The 

script was written in Bash, mainly to differentiate it from the actual disaster recovery process. 

Within the script backing up the application was started by obtaining the necessary IP 

addresses from the Terraform state files, which could then be used when issuing remote SSH 

commands to the application and database servers. Prior to creating the backups, the NGINX 

and Liferay processes were stopped, to ensure no modifications to the data could be made 

during the backup procedure, and to ensure that both the application data and the database 

data would be taken at a synchronized state. 

For backing up the application tier, a guide published by Liferay on their website [85] 

provided the necessary information of which part of the Liferay home directory data should 

copied from the application tier OS. For fetching this data, the backup script was built to first 

archive the selected files and folders and then copy them to the local environment. Archiving 

the selected files served two purposes: 1) it allowed saving the UNIX directory ownership and 

execute permissions for each file and folder, reducing the need for creating such 

functionalities in the recovery process and 2) it allowed for faster data transfer times, as 

archiving the data on-site with an compression algorithm reduces the overall size of the data 

to be transferred from the remote machine to the local development environment and the EC2 

instance. 

For database backup, the script ran a single ‘pg_dumpall’ command, a command line utility 

provided with the PostgreSQL installation, which output all data included within the database 

to a single file. This file was then copied to the local environment. 

5.3.2 Mirroring the backup procedure for recovery 

The Ansible roles which would then be used within the disaster recovery playbook for actual 

recovery of the backed-up data to the application and database tiers were made to mirror the 

process of the backup script. First, the NGINX and Liferay services would be stopped, after 

which the recovery of the data would commence. Once all data was put in place, the last roles 
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of the whole disaster recovery playbook would ensure the services that were stopped in the 

beginning, were started back up again. 

5.3.3 Phase separation and target site selection 

The final task for completing the disaster recovery playbook was to incorporate two input 

mechanisms: a) one for separating the targeted site and b) one for defining whether to run a 

full recovery, or just create an operational application within the targeted site. For a) the 

implementation was a simple input prompt, set to be run as the first play of the whole 

playbook. Once executed, the playbook would not advance further before the targeted site is 

given as an input, at the beginning of the playbook execution. For b) the functionality was 

achieved by using ‘tags’, a Ansible functionality that allows selecting a subset of plays within 

a playbook for execution. All roles that were categorized as belonging to Phase 1, were given 

two tags: ‘operational’ and ‘recovery’, while roles that were required in full recovery were 

only given the ‘recovery’ tag. To take the functionality in to use, the ‘ansible-playbook’ 

command was invoked by specifying the ‘-t’ option, along with the desired tag name. 

5.4 Verification 

5.4.1 Areas of testing 

For testing the created DR playbook, the target was to gather data that supports the evaluation 

of the tool’s efficacy in the following four areas: 

1. Successful recovery 

2. Performance 

3. Reliability and stability 

4. Testability 

For evaluating successful recovery, the testing consisted of inspecting the web application 

through its UI and checking whether all modifications that had been done on top of the 

operational, primary application are present in the post-recovery fallback system. These 

modifications were done prior to running the backup script on the primary application, acting 

as the difference between an operational application and a recovered one. Finding these 
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modifications on the fallback site’s post-recovery application, would result in a successful test 

outcome. 

Performance evaluation consisted of a) measuring the recovery time of the application and b) 

measuring the execution time of each disaster recovery test round, by making use of Ansible’s 

post execution report. Further, the execution times for each Ansible role were gathered, to 

allow the analysis of the most time-consuming areas of the IaC disaster recovery process. 

Recovery performance evaluation was done by an external monitoring tool, which was 

utilized for polling the availability of the web application URL with HTTP requests. The poll 

was executed in 1-minute intervals, with the monitoring tool expecting to find a specific 

‘search string’ and a ‘200’ status code from the HTTP response provided by the web server of 

the application. The search string was set to ‘Welcome’, a text string found in the landing 

page of an operational Liferay application. If the response for the poll fails to return anything, 

fails to find the search string from the response HTML code, or returns another response 

status code than the one expected, the site is considered unavailable. Gathering this data 

allowed for estimating the actual downtime and RTA of the application, as it would be 

experienced by an end-user, also including the effects of DNS TTL expiration to the 

downtime measurement. 

Reliability was measured by executing the recovery process multiple times. Based on the 

initial performance findings during the implementation phase, one round of disaster recovery 

was estimated to last between 15 to 30 minutes. 10 rounds of test execution were considered 

to provide enough data. The outcome of this measurement was based on the percentage of 

success calculated after all rounds were completed. For example, if 7 rounds managed to 

successfully recover the application to the fallback site, the outcome would be 70 %. The time 

performance data provided by Ansible was also used for estimating the stability of the 

process, by calculating the average deviation between same sub-executions between test 

rounds. In addition, all other types of deviations between rounds, such as error message or 

performance variations were gathered for later analysis. 

Finally, a single test round for executing the testability functionality of the disaster recovery 

tool was done. A successful outcome for this test required both sites to remain operational in 

parallel and accessible through their respective domain names, while having the same exact 

data one would expect with successful recovery. 
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5.4.2 Test execution 

The flow of each test execution round for primary-fallback disaster recovery tests are shown 

in Table 4. With the single testability test round the ‘Disaster’ step was omitted and the 

‘Recovery’ and ‘Cleanup’ steps were targeted against the ‘test’ site. 

Table 4 Commands of a single test round, in order of execution. 

 

Going through this process, each round began with a clean installation of an operational 

application. This was done by running the disaster recovery playbook against the ‘primary’ 

site, along with the ‘operational’ tag. Once the application was successfully setup and 

available through the ‘https://www.liferayapp.xyz’ URL, the following modifications were 

done in the Liferay portal as a logged in user, to ensure data addition to all stateful tiers: 

1. A blog site was created and made directly accessible from the landing page of Liferay 

2. A blog entry was written, with a large image file as the header decorator, along with a 

few paragraphs of text. 

3. A comment on the blog entry’s commenting field was made 

4. Modifications in a user’s profile name and description were made 

5. Login password was changed from the default one 

Step Directory Command Target 

Setup / ansible-playbook disaster_recovery.yml -i inventory -t 
operational 

Primary 

Manual modifications to the web application through the UI 

Backup / ./run_backup.sh Primary 

Disaster terraform/ terraform destroy -var-file=/tfvars/primary.tfvars Primary 

Recovery / ansible-playbook disaster_recovery.yml -i inventory -t 
recovery 

Fallback 

Cleanup terraform/ terraform destroy -var-file=/tfvars/fallback.tfvars Fallback 
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After making these modifications, the backup script was executed, which stored the state of 

the modified application to the local development environment. Then, after having backed up 

the primary site application, an artificial disaster was rendered to the site by issuing the 

‘terraform destroy’ command in the primary site workspace. This initiated the deletion of all 

resources that were included in the primary site statefile, effectively erasing its infrastructure 

and making the application unavailable. Following up the destroy, the same playbook that 

was run in the ‘Setup’ phase was then executed again, this time against the ‘fallback’ site and 

the ‘recovery’ tag. This initiated the actual disaster recovery execution, which recovered the 

modified state from the local backups to the fallback site application.  

As a final step, the fallback site was cleaned up with the terraform destroy command to allow 

for the next execution to be issued against an empty environment. 

5.4.3 Results 

Successful recovery was achieved in all test rounds, resulting in 100 % overall reliability for 

the tool usage. Similarly, testability worked as expected, with both the primary and test 

applications providing the exact same content while remaining independent from each other 

and accessible through the ‘https://www.liferayapp.xyz’ and ‘https://test.liferayapp.xyz’ 

URLs, respectively. 

As for the recovery time performance, the RTA as shown in Table 5 was on average 15 

minutes, which translates to the total time of outage experienced by the application user. Both 

tool execution duration and the RTA remained stable throughout the test rounds, with only 

round 7 deviating with an approximately 2 minute above average tool execution duration. 

Table 5 Recovery time performance results 

Round Tool Execution 
Duration 

Outage Start Outage Stop RTA  ∆ (RTA – Tool 
Execution 
Duration) 

1 00.11.09 23.05.00 23.20.00 00:15:00 00:03:51 

2 00.11.54 09.30.00 09.46.00 00:16:00 00:04:06 

3 00.11.13 22.38.00 22.52.00 00:14:00 00:02:47 

4 00.11.31 23.16.00 23.32.00 00:16:00 00:04:29 
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Round Tool Execution 
Duration 

Outage Start Outage Stop RTA  ∆ (RTA – Tool 
Execution 
Duration) 

5 00.11.01 09.23.00 09.38.00 00:15:00 00:03:59 

6 00.11.22 11.52.00 12.06.00 00:14:00 00:02:38 

7 00:13.24 14.23.00 14.39.00 00:16:00 00:02:36 

8 00.11.14 16.06.00 16.21.00 00:15:00 00:03:46 

9 00.11.40 16.44.00 16.59.00 00:15:00 00:03:20 

10 00.11.31 18.33.00 18.47.00 00:14:00 00:02:29 

Average 00:11:36   00:15:00 + 00:03:24 

 

For evaluating the performance of the individual plays of the disaster recovery playbook, the 

initial report of Top 20 plays with highest execution time as reported by Ansible was refined 

to a report of averages, including only the Top 15 plays. Reducing the number from 20 to 15 

was needed because of the deviation in plays included in the Top 20 report grew as the 

execution times became smaller. In other words, the reported list of plays changed most 

between placements 15 and 20. An example of the output given by Ansible after a single test 

round is shown in Appendix 3. 

Table 6 Ansible Top 15 individual play average performance results. 

Phase Ansible play Average 
execution time 
(sec) 

Average 
deviation 
(sec) 

From total 
execution 

2 Copy Liferay OSGi library from backup 189,6 18,8 27,2 % 

1 Copy Liferay installation file 110,2 8,5 15,8 % 

1 Run Terraform apply 48,0 4,5 6,9 % 

2 Restore OSGi 38,6 0,2 5,5 % 

1 Unarchive the installation file 22,8 0,2 3,3 % 

1 Install the latest version of PostgreSQL13 21,7 6,0 3,1 % 
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Phase Ansible play Average 
execution time 
(sec) 

Average 
deviation 
(sec) 

From total 
execution 

1 Start the Elasticsearch service 21,6 0,3 3,1 % 

1 Wait 600 seconds for target connection to 
become reachable/usable 

20,7 5,5 3,0 % 

1 Install the latest version of Elasticsearch from 
the repo 

19,1 1,6 2,7 % 

1 Install OpenJDK 18,4 0,6 2,7 % 

1 Install the latest version of PostgreSQL13 
server 

17,7 0,6 2,5 % 

2 Restore from dump file 9,8 1,5 1,4 % 

1 Install required analysis-kuromoji plugin 8,8 0,5 1,3 % 

1 Install required analysis-icu plugin 8,4 0,5 1,2 % 

1 Install required analysis-smartcn plugin 8,4 0,4 1,2 % 

Top 15 from total execution time 81,0 % 

 

The Top 15 plays took on average 81 % of the total execution time of the whole disaster 

recovery playbook, with 19 % of plays falling under the 8,4 second execution time threshold. 

As for the stability of the execution throughout test rounds, the average time deviation for 

each individual Ansible play in the Top 15 listing shown in Table 6 was below 10 %, with the 

most absolute deviation found in plays with the highest average execution time.  
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Figure 12 Comparison of number of Plays and Execution time within Top 15 Plays. 

 

Gathered from the same play performance data, it was found that while Phase 1 setup plays 

made up the bulk of the complete recovery process’s playlist, most of the execution time were 

taken by Phase 2 plays, as visualized in Figure 12.  

Finally, the outputs given by Ansible during each test round showed no deviations, with each 

round outputting an identical execution report in comparison to each other. In addition, no 

major errors were experienced at any step of the test execution, were it regarding setup, 

disaster simulation, recovery, or cleanup effort. 

5.4.4 Post-execution billing data 

To assess the cost effects of the disaster recovery method used, an analysis on the billing data 

provided by AWS was done after all development and testing activities had been completed. 

This was done to make sure no unexpected costs were accumulating due to the usage of these 

cloud services by the disaster recovery tool, which would contradict the cost efficiency 

assumption made in this thesis. Cloudflare being a free-tier service, no such analysis was 

required.  

According to the AWS generated billing report shown in Figure 13, total cost for all testing 

activities done during April, including both the primary and fallback (which included also the 

test site) sites was 8.09 $ US which at the current rate translates to about 7,5 €. This price 

includes all 10+1 test execution rounds and several developmental executions that could not 

be redacted from the final expenditure report. 
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Figure 13 Accumulated AWS bill report from the testing period. 

 

While the costs were expected to accumulate from all areas of the AWS service platform 

usage, only compute capacity, i.e., EC2 instance usage costs were accumulated. This is due to 

pricing model of AWS, which provides free capacity up to a certain threshold, after which 

costs start to accumulate. For example, as shown in Figure 14, during April a total of 40 GB 

were transferred to the EC2 instances of the fallback site and 5 GB were transferred outward, 

yet none of this data traffic was added to the bill. 

 

Figure 14 Breakdown of network transfer costs related to AWS bill. 
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6 Discussion 

6.1 On RTA performance 

As the amount of data in the tested web application portal was kept at a minimum, the 

achieved average 15-minute performance measure can be considered a baseline, on-top of 

which additional recovery time can be expected to accumulate based on the amount of stateful 

data the web application holds. Even still, given the allowed 8-hour limit set by relevant 

literature [3] for the recovery time of mission-critical systems, the achieved 15-minute 

average RTA performance of the tool can be said to meet and exceed the industry expectation 

set for legacy disaster recovery efforts.  

While the effect of TTL modification to the overall recovery time performance was not 

explored, the average difference of 3 minutes and 24 seconds between the achieved RTA, and 

the total execution time of the tool suggest that lowering the TTL value from the default 5 

minutes could have had a beneficial effect on overall recovery time.   

6.2 Limiting or monitoring third-party dependencies 

The problem faced with TLS certificate handling suggest that an overarching design goal for 

an IaC -based disaster recovery tool would be to decrease the tools reliance on third party 

services during the execution of the automated recovery. For example, within the created 

implementation, the installation of Elasticsearch depended on an external website, from where 

a GPG key for repository validation purposes was downloaded. Having this single third-party 

website non-operational, would’ve in effect halted the whole recovery process, further 

increasing the web application outage.  

In the case of handling certificates, the original design of relying on the external service of 

Let’s Encrypt during the recovery process, was exchanged to copying the certificates as static 

content from the local development environment to the web server. In case utilizing these 

third-party services cannot be avoided, a suggested workaround could be for example to 

implement active monitoring towards these service interfaces, allowing for the possibility of 

reactive, correctional measures within the disaster recovery codebase, before the effect of 

having these services non-operational in a disastrous situation actualizes.  
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6.3 Guidelines for backups and data handling 

While not covered in detail within the scope of this thesis, a key requirement for a successful 

recovery effort was identified to be a robust backup technique, which is kept separate from 

the targeted web application, and which can be set at periodic intervals to fetch the required 

data from the operational web application infrastructure and make it available for the disaster 

recovery tool to utilize. As the bulk of the 15-minutes of recovery time was observed to be 

spent on data handling, i.e., on copying the data from the local environment to the remote 

EC2 instances, and on the archiving or unarchiving processes, attention should be put on 

creating a fast and reliable connection between the backup data storage solution and the 

recovery site. Further, to limit the amount of data transferred between different components, 

utilizing efficient compression techniques during data handling is encouraged. 

6.4 Disaster recovery as a service instead of IaC 

With today’s growing cloud services offering, it is now also possible to further abstract the 

DR mechanism by omitting the approach of having a tailor-made DR tool, and rather use a 

third-party provided disaster recovery service. For example, AWS provides the “AWS Elastic 

Disaster Recovery” service (AWS DRS), while Azure has its “Site Recovery” service, both of 

which could potentially be used for recovering the primary site of the selected web 

application architecture.  

The total price of using AWS DRS is dominated by data replication related operations, which 

is why based on the data gathered for this thesis, a direct cost comparison between AWS DRS 

and the implemented IaC based DR tool cannot be made. In terms of actual recovery 

operations, the cost is estimated to be the same, as the same on-demand pricing structure 

applies for both approaches in the event of an actual disaster. [87]  

Nevertheless, even if an additional cost would be incurred, certain benefits that come with a 

service model cannot be neglected when considering the best approach for one’s disaster 

recovery purposes. For one, a service is typically provided with a set of guarantees, which the 

service user can rely upon. Having the capability to provide similar guarantees with a self-

made tool could potentially add unexpected cost in testing the implemented solution. Second, 

the work for implementing a tailor-made tool can be considered heavier than with a service. 

For example, the AWS DRS service advertises that it can be taken to use “without specialized 

skillsets” [88]. 



56 
 

Given the IaC based design proposed by this thesis, the downside of using a service on the 

other hand is considered two-fold: 

1)  The design proposed in this thesis is beneficial in situations where the infrastructure is 

already being managed through IaC definitions. With the proposed two-phase split, 

infrastructure management teams could potentially leverage their existing definitions 

for disaster recovery by only implementing the 2nd phase data recovery steps. By 

utilizing a DR recovery service, the management of DR would most likely be a 

separately managed mechanism. 

2) Resorting to use another cloud service for this purpose would mean that a similar level 

of service could be offered by anyone, with transparent pricing structure, removing the 

ability to differentiate from others operating in the same market environment. 
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7 Conclusion 

For designing an IaC -based disaster recovery tool, this thesis proposed a primary-fallback 

oriented disaster recovery model, where the fallback site of the infrastructure is a pre-created, 

yet completely empty, or ‘cold’, cloud service account, into which a near duplicate copy of 

the primary site is recreated in the event of a disaster. Within this model, a two phased 

procedure for recovery is proposed, where the 2nd phase stateful application data recovery 

procedure is kept as an add-on functionality to the 1st phase stateless infrastructure 

management practices. By operating both phases within the same IaC -project structure, the 

proposed model allows for both phases to operate on a single source of truth, thus ensuring 

that the 2nd phase recovers the application infrastructure to its most recent state. For switching 

from primary to fallback site, the tool was designed to utilize a DNS failover mechanism, 

whereby modifying the DNS A-record associations of the Public IP address during the start of 

the recovery process, the end-user traffic was automatically transferred to the recovered site 

once the TTL timer for end-user devices expire. 

Based on the insights and data gathered during the testing of the proposed design, the IaC -

based disaster recovery tool created with Ansible and Terraform can be considered functional 

and performant within the known limits set by industry established practices. Further, based 

on the accumulated costs observed after all testing activities had completed, having an IaC -

based fallback mechanism was observed to offer a near cost-free redundancy mechanism, as 

no expenditure for upkeeping the infrastructure definitions or the cold fallback site were 

identified while the primary site was operational, and no significant costs that could be linked 

to the actual recovery process were observed.  

Because of these two findings, overall result is that using IaC -based disaster recovery 

mechanisms as a part of one’s service offering, even with web applications of less criticality, 

is an avenue worth increased consideration.  

However, it should be highlighted that the findings presented in this thesis are not 

generalizable outside of the spectrum of the selected tools and cloud services used for the 

implementation and testing of the selected design. While the findings of this thesis propose 

Terraform and Ansible as a working combination for the orchestration and disaster recovery 

of specific AWS resources, the same cannot be assumed when using these tools against 

another cloud service platform and its resources. Similarly, as there is a wide range of IaC 
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orchestration tools to select from, having one set of tools proven functional doesn’t guarantee 

a similar outcome with another, different set of tools. 

Given this shortcoming, for future research the scope of disaster recovery testing effort could 

be widened to cover a larger array of different cloud service platforms, against which the 

design could be tested against. Alternatively, to achieve even higher levels of redundancy and 

geo-local separation, a multi-cloud disaster recovery system, where the primary and fallback 

sites are in separate cloud service platforms, could be an interesting angle to explore. 
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Appendices 

Appendix 1 Disaster recovery tool directory structure and content 

. 
├── backups 
│   ├── db 
│   │   └── dump.sql 
│   └── lr 
│       ├── data.tar.gz 
│       ├── license.tar.gz 
│       ├── osgi.tar.gz 
│       └── properties.tar.gz 
├── group_vars 
│   └── ec2.yml 
├── roles 
│   ├── p11_setup_aws_cf 
│   │   └── tasks 
│   │       └── main.yml 
│   ├── p12_setup_web 
│   │   ├── files 
│   │   │   ├── any.liferayapp.xyz-cert.pem 
│   │   │   ├── any.liferayapp.xyz-chain.pem 
│   │   │   ├── any.liferayapp.xyz-fullchain.pem 
│   │   │   ├── any.liferayapp.xyz-privkey.pem 
│   │   │   └── tls_certificate_placeholder 
│   │   ├── tasks 
│   │   │   └── main.yml 
│   │   └── templates 
│   │       └── nginx.conf.j2 
│   ├── p13_setup_app 
│   │   ├── files 
│   │   │   └── liferay-portal.service 
│   │   └── tasks 
│   │       └── main.yml 
│   ├── p14_setup_db 
│   │   ├── files 
│   │   │   ├── pg_hba.conf 
│   │   │   ├── postgresql.conf 
│   │   │   └── postgres.repo 
│   │   └── tasks 
│   │       └── main.yml 
│   ├── p15_setup_search 
│   │   ├── files 
│   │   │   ├── elasticsearch.repo 
│   │   │   └── elasticsearch.yml 
│   │   └── tasks 
│   │       └── main.yml 
│   ├── p16_integrate 
│   │   ├── files 
│   │   │   └── osgi-es.config 
│   │   ├── tasks 
│   │   │   └── main.yml 
│   │   └── templates 
│   │       ├── portal-setup-wizard.properties.j2 
│   │       └── server.xml.j2 
│   ├── p21_stop_web 
│   │   └── tasks 
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│   │       └── main.yml 
│   ├── p22_stop_app 
│   │   └── tasks 
│   │       └── main.yml 
│   ├── p23_restore_db 
│   │   └── tasks 
│   │       └── main.yml 
│   ├── p24_restore_app 
│   │   └── tasks 
│   │       └── main.yml 
│   ├── p25_start_app 
│   │   └── tasks 
│   │       └── main.yml 
│   └── p26_start_web 
│       └── tasks 
│           └── main.yml 
├── software 
│   └── liferay-ce-portal-tomcat-7.4.2-ga3-20210728053338694.tar.gz 
├── terraform 
│   ├── shell 
│   │   └── init_ssh.sh 
│   ├── terraform.tfstate.d 
│   │   ├── fallback 
│   │   │   └── terraform.tfstate 
│   │   ├── primary 
│   │   │   └── terraform.tfstate 
│   │   └── test 
│   │       └── terraform.tfstate 
│   ├── tfvars 
│   │   ├── fallback.tfvars 
│   │   ├── primary.tfvars 
│   │   └── test.tfvars 
│   ├── dns.tf 
│   ├── ec2.tf 
│   ├── main.tf 
│   ├── network.tf 
│   ├── output.tf 
│   ├── security.tf 
│   └── variables.tf 
├── disaster_recovery.yml 
├── inventory 
└── run_backup.sh 
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Appendix 2 Version control “.gitignore” 

terraform/.terraform 
terraform/.terraform.lock.hcl 
terraform/*.tfstate 
terraform/tfvars* 
terraform/terraform.tfstate.d/primary/*.tfstate* 
terraform/terraform.tfstate.d/fallback/*.tfstate* 
terraform/terraform.tfstate.d/test/*.tfstate* 
software/liferay-ce-portal-tomcat-* 
roles/p12_setup_web/files/*.pem 
backups/db/*sql 
backups/lr/*gz 
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Appendix 3 Example resulting output of an Ansible recovery execution 

PLAY RECAP 
************************************************************************* 
18.158.203.154:  ok=11  changed=9   unreachable=0  failed=0  skipped=0                          
  rescued=0  ignored=0 
3.127.67.219:    ok=14  changed=13  unreachable=0  failed=0  skipped=0     
  rescued=0  ignored=0 
3.73.81.225:     ok=9  changed=7    unreachable=0  failed=0  skipped=0     
  rescued=0  ignored=0 
52.28.103.80:    ok=25 changed=21   unreachable=0  failed=0  skipped=0     
  rescued=0  ignored=0 
localhost:      ok=8   changed=5    unreachable=0  failed=0  skipped=1    
  rescued=0  ignored=0 
 
Thursday 21 April 2022  20:26:58 +0300 (0:00:02.396)       0:11:48.168 ** 
========================================================================= 
p24_restore_app : Copy Liferay OSGi library from backup --------- 202.82s 
p13_setup_app : Copy Liferay installation file ------------------ 118.93s 
p11_setup_aws_cf : Run Terraform apply --------------------------- 44.87s 
p24_restore_app : Restore OSGi ----------------------------------- 38.36s 
p13_setup_app : Unarchive the installation file ------------------ 22.66s 
p15_setup_search : Start the Elasticsearch service --------------- 21.88s 
p15_setup_search : Install the latest version of Elasticsearch.. - 19.52s 
p13_setup_app : Install OpenJDK ---------------------------------- 19.32s 
Wait 600 seconds for target connection to become reachable.. ----- 18.44s 
p14_setup_db : Install the latest version of PostgreSQL13 -------- 18.35s 
p14_setup_db : Install the latest version of PostgreSQL13 -------- 17.34s 
p23_restore_db : Restore from dump file --------------------------- 9.49s 
p15_setup_search : Install required analysis-kuromoji plugin ------ 8.41s 
p15_setup_search : Install required analysis-smartcn plugin ------- 8.35s 
p14_setup_db : Install EPEL package library ----------------------- 8.28s 
p12_setup_web : Install NGINX ------------------------------------- 8.21s 
p15_setup_search : Install required analysis-stempel plugin ------- 8.11s 
p15_setup_search : Install required analysis-icu plugin ----------- 8.02s 
p23_restore_db : Copy database dump file from backup -------------- 4.19s 
p12_setup_web : Copy TLS certificate private key ------------------ 3.89s 

 

 


