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ABSTRACT

Software vulnerabilities are software bugs with security implications. Exposure to
a security bug makes a software system behave in unexpected ways when the bug
is exploited. As software vulnerabilities are thus a classical way to compromise a
software system, these have long been coordinated in the global software industry in
order to lessen the risks. This dissertation claims that the coordination occurs in a
complex and open socio-technical system composed of decentralized software units
and heterogeneous software agents, including not only software engineers but also
other actors, from security specialists and software testers to attackers with malicious
motives. Vulnerability disclosure is a classical example of the associated coordina-
tion; a security bug is made known to a software vendor by the discoverer of the bug,
a third-party coordinator, or public media. The disclosure is then used to patch the
bug. In addition to patching, the bug is typically archived to databases, cataloged
and quantified for additional information, and communicated to users with a security
advisory. Although commercial solutions have become increasingly important, the
underlying coordination system is still governed by multiple stakeholders with vested
interests. This governance has continued to result in different inefficiencies. Thus,
this dissertation examines four themes: (i) disclosure of software vulnerabilities; (ii)
coordination of these; (iii) evolution of these across time; and (iv) automation poten-
tial. The philosophical position is rooted in scientific realism and positivism, while
regression analysis forms the kernel of the methodology. Based on these themes,
the results indicate that (a) when vulnerability disclosure has worked, it has been
relatively efficient; the obstacles have been social rather than technical in nature,
originating from the diverging interests of the stakeholders who have different in-
centives. Furthermore, (b) the efficiency applies also to the coordination of different
identifiers and classifications for the vulnerabilities disclosed. Longitudinally, (c)
also the evolution of software vulnerabilities across time reflect distinct software and
vulnerability life cycle models and the incentives underneath. Finally, (d) there is
potential to improve the coordination efficiency through software automation.
KEYWORDS: Software vulnerability, coordination, life cycle, CVE, CWE, CVSS
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THVISTELMA

Ohjelmistohaavoittuvuudet ovat bugeja, joilla on tietoturvamerkitys. Hyviksikéytta-
milld timénkaltaisia bugeja ohjelmistosysteemi saadaan toimimaan ennakoidusta
poiketen. Koska ohjelmistohaavoittuvuudet ovat néin ollen klassinen keino murtaa
ohjelmiston tietoturva, nditd on pitkdin koordinoitu ohjelmistoteollisuudessa riskien
vilttamidmiseksi. Vditoskirja viittdd, ettid timi koordinaatio tapahtuu monimutkaisessa
ja avoimessa sosio-teknisessi systeemissi, joka koostuu hajautetuista ohjelmistokom-
ponenteista ja heterogeenisistid ohjelmistoagenteista, mukaan lukien ohjelmistoke-
hittdjét, tietoturva-asiantuntijat, ohjelmistotestaajat ja haavoittuvuuksia hyvéksikiyt-
tavit hyokkédjat. Haavoittuvuuksien julkituonti on klassinen esimerkki koordinaa-
tiosta; tietoturvabugi tuodaan julki sen 16ytdjdn, kolmannen osapuolen tai julkisu-
uden toimesta. Tamén jdlkeen bugi korjataan. Korjauksien ohella bugi myos ark-
istoidaan tietokantoihin, luokitellaan ja kvantifioidaan lisdinformaation vuoksi ja kom-
munikoidaan kéyttdjille tietoturvailmoituksen muodossa. Vaikka kaupalliset ratkaisut
ovat tulleet entisti tarkeammiksi, timéinkaltaista koordinatiota hallinnoidaan edelleen
useiden eri intressejd omaavien toimijoiden kesken. Hallinnointi on tuottanut myos
tehokkuusongelmia. Niin ollen tdmé viitoskirja tarkastelee neljad teemaa: (i) ohjel-
mistohaavoittuvuuksien julkituontia; (ii) ndiden koordinaaatiota; (iii) ndiden ajallista
evoluutiota; sekd (iv) automaatiopotentiaalia. Tulokset osoittavat teemoihin poh-
jautuen, ettd (a) julkituonnin toimiessa, se on ollut myos suhteellisen tehokasta; jo-
htuen eri toimijoista ja heidén erilaisista intresseistd ja vaikuttimista, ongelmat ovat
olleet sosiaalisia pikemminkin kuin teknisid. Lisédksi (b) tehokkuushavainto pitee
myds eri identifikaatiokomponenttien koordinointiin sekd haavoittuvuuksien luokit-
teluun. Pitkittdintutkimuksen ndkokulmasta myds (c) ohjelmistohaavoittuvuuksien
ajallinen evoluutio heijastaa erilaisia ohjelmisto- ja haavoittuvuuselinaikamalleja ja
ndiden taustalla olevia vaikuttimia. Lopuksi: (d) koordinaation tehokkuutta voidaan
parantaa ohjelmistoautomaatiolla.

ASIASANAT: ohjelmistohaavoittuvuus, koordinaatio, elinaika, CVE, CWE, CVSS
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1 Introduction

Software vulnerabilities are defects, bugs, in software products that have security implica-
tions. These provide the classical way to compromise a software product or a larger software
system, or to otherwise disturb the intended functioning of the product or the system. Typ-
ically, software vulnerabilities are caused by systematic or accidental mistakes in software
design, implementation, verification, and other activities in software engineering. The detec-
tion and prevention of software vulnerabilities is a classical research topic in the academic
research of software engineering. But there is more to the topic.

The amount of discovered and published software vulnerabilities has increased contin-
uously ever since the 1990s. In the 2010s, thousands and thousands of vulnerabilities were
published every year, and a large amount presumably never reached the public. Thus, there
were vast amounts of vulnerable software products and systems exposed to exploitation. Even
when unpublished vulnerabilities are excluded from consideration, many products and sys-
tems remained vulnerable because the vulnerabilities were never fixed despite the availability
of corrections known as patches. These points were true throughout the 1990s and 2010s,
and they are true also in the early 2020s.

But there is still more to the topic. The discovery of vulnerabilities takes time and effort.
The publishing of these takes time and effort. The engineering of patches takes time and
effort. These and other related engineering activities require collaboration between engineers.
They require both technical and social coordination. This socio-technical coordination of
software vulnerabilities is the topic of this dissertation. It is addressed by ten individual peer-
reviewed publications (P) included in the dissertation. These publications can be grouped
into four distinct but overlapping Themes (7):

T1 — { P1, P2 }: disclosure of software vulnerabilities;

T2 — {Ps, PsPs }: coordination of software vulnerabilities;

Ts +— { Ps, Pz, Ps }: evolution of software vulnerabilities across time;
T4 — { Py, P1o }: automation potential for vulnerability coordination.

Of these themes, 72 can be actually understood as a superset to which the other themes
belong: vulnerability disclosure is explicitly a coordination activity; evolving software re-
quires constant coordination, including the patching and management of security issues; and
automation provides means with which coordination efficiency can be potentially improved.
Here, in essence, vulnerability disclosure refers to the ways vulnerability discoverers make
their discoveries known to other parties. Coordination, in turn, refers to the noted, more
general software engineering activities involving the management of abstract dependencies,
including not only technical dependencies between software products but also dependencies
between work activities. These activities, then, cover not only developing of patches for dis-
closed vulnerabilities but also tracing through past software releases possibly affected, merg-
ing changes in version control systems, writing of security advisories, allocating identifiers
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for systematically tracking the vulnerabilities and patches, and notifying third-party vendors
potentially affected by the same vulnerability; to name a few examples. The efficiency of
these activities is important because vulnerability coordination is linked to increased security
risks. Unpatched software products connected to the Internet are quickly exploited.

If T2 provides the superset for the remaining three Themes, together these describe not
only coordination between engineers but also a larger socio-technical governance systems.
In addition to individual engineers, this system is composed of different norms, institutions,
and stakeholders, from companies and governmental agencies to open source software volun-
teers. In contrast to software engineering coordination conducted within a company or com-
panies, or within a software project or software projects, software vulnerability coordination
often involves coordination between engineers affiliated with different companies, projects,
and organizations. The coordination is held together by informal norms for the engineering
activities as well as more formal institutional practices. The allocation of identifiers is the
prime example in this regard: there are institutional arrangements through which these iden-
tifiers are reserved, but the arrangements also revolve around distinct norms on appropriate
behavior. The institutional arrangements and the associated norms also separate vulnerability
coordination from conventional bug tracking.

The preceding concise introduction leads to five Claims (C) defended in the dissertation.
The first Claim C; is partially theoretical; the remaining ones are supported by empirical
evidence. Most of the other claims rehash C; by emphasizing the social over the techni-
cal in the concept of socio-technical coordination but with empirical material to support the
claims put forward. In general, in the software engineering context, socio-technical coor-
dination systems are complex, dealing with decentralized software units and heterogeneous
software agents, operating in—and adopting to—situated social environments [1]. Thus, a
socio-technical approach maintains that technology is embedded to organizational and social
processes with accompanying policies, preferences, and incentives [2]. As is clarified later
on in Subsection 3.2, furthermore, Claims Cs, C3, and C4 are based on basic, knowledge-
seeking research, whereas the last Claim Cj is better classified as applied research, proposing
prototype-like software solutions to enhance the efficiency of vulnerability coordination.

C1 Software vulnerability coordination is a socio-technical phenomenon like software
engineering coordination in general; it is shaped by institutions, informal norms and
values, economic incentives, and other related factors—it should not and cannot be
explained by technical aspects alone.

Co Despite historical obstacles, anecdotes, and occasional telltales, software vulnerabil-
ity coordination has been relatively fast and efficient.

Cs Instead of being technical in nature, the past and current obstacles are determined by
other factors, including social and economic phenomena.

Cy4 The evolution of software vulnerabilities across time follows distinct observable lon-
gitudinal patterns that reflect other than technical factors.

Cs Like in software engineering in general, automation provides means to improve the
efficiency of software vulnerability coordination.

These claims and their practical takeaways are revisited later on in Section 5.3. Otherwise, the
structure of the dissertation is straightforward, containing five chapters. The opening Chap-
ter 2 presents a more thorough but still concise introduction to the theoretical background and

2



Introduction

existing research. To this end, definitions, governance, coordination, vulnerability markets,
and vulnerability and software life cycles are discussed. The section further presents four
research questions. These align with the four Themes. The subsequent Chapter 3 outlines
the overall research design, summarizing the philosophical foundation across the individual
publications, the research strategy for these publications, and the data and methodology used
in these. The main results from the publications included are presented in Chapter 4. The
structure of the presentation follows the four Themes, each of which is motivated by a brief
rationale before a summary of the results reached. Finally, Chapter 5 concludes by discussing
the answers to the four research questions, limitations, and the preceding claims, concluding
with a few remarks about directions for future research.



2 Background

In what follows, the dissertation’s theoretical and scholarly background are elaborated. The
discussion starts with a few definitions and some terminological clarifications. From there,
it proceeds to the concepts of governance, coordination, and so-called vulnerability markets.
The subsequent discussion addresses software and vulnerability life cycles. Both are impor-
tant analytical frameworks for understanding the scope and the publications. Based on the
elaboration, four research questions are finally introduced to sharpen the four themes.

2.1 Definitions

Confidentiality, integrity, and availability (CIA) are the fundamental concepts of information
security. In essence, these refer, respectively, to a condition that information is not disclosed
or otherwise made available to unauthorized parties; to a condition that information remains
accurate and complete during its whole life cycle; and to a condition that information is
continuously available upon request. A violation of any of these conditions implies that a
given asset has been impaired; a risk has realized to a known or unknown threat. A risk, in
turn, is typically understood as a probability that an attack by an attacker succeeds. With
these classical concepts, defensive information security can be seen as a set of activities
carried out by stakeholders, who value an asset, in order to minimize the risk and protect the
asset through implementing sufficient countermeasures [3]. These fundamental information
security concepts are illustrated in Fig. 1.

Weakness Vulnerability Asset Countermeasure

O Exposes O Contains O Protects

Exploits Harms Decreases

O Conducts Realizes Increases O
ot et

Attacker Attack Threat Risk

Figure 1. Analytical Breakdown of the Basic Concepts (adopted from [4])

These terminological clarifications are deliberately simple or even naive. There are nu-
merous alterations, considerations, and questions that could be attached to the basic con-
cepts. There are also many alternative concepts for technology-related security, among them
network security, system security, hardware security, and cyber security. Of these, the last
one is the most encompassing, essentially covering anything from information technology
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to societal security, but, nevertheless, the basic concepts retain their functions also for cyber
security. There are attacks, threats, and risks irrespective whether the assets refer to elections,
democracy, or space stations. But for the purposes of this dissertation, the notion of software
security is relevant; it “is the idea of engineering software so that it continues to function
correctly under malicious attack™ [5]. Although the word attack appears in the quotation,
it is more important to underline the engineering of software, that is, software engineering,
which is the “practical application of scientific knowledge in the design and construction
of computer programs and the associated documentation required to develop, operate, and
maintain them”, such that software “is both cost-effective and reliable enough to deserve our
trust” [6]. This quotation, again, contains numerous fundamental concepts, among them sci-
entific knowledge, design, development, operation, cost-efficiency, and trust. The type of
scientific knowledge pursued in this dissertation is described later in Chapter 3. Otherwise
there is no particular reason to delve deeper into these concepts—except to note that software
security can be seen as a subset of software reliability, which essentially means that software
continues to function properly in the face of an error, whether benign or maliciously intro-
duced. Regarding reliability, it is worth also noting that Publication Pg follows the classical
tradition of reliability engineering [7] by modeling the cumulation of software vulnerabilities
with different growth curves. Another term worth picking from the quotation is maintenance.
As is later clarified in Section 2.5.1, the dissertation indeed deals with the maintenance of
software products instead of the operation or development of such software products.

Thus, in terms of software security, software is the asset that is protected with counter-
measures. Secure programming practices—or lack thereof—are among the primary coun-
termeasures [8], and insecure software the primary threat. The context of software security
makes the concepts of weakness and vulnerability important. A weakness in a software prod-
uct is “a type of mistake that, in proper conditions, could contribute to the introduction of
vulnerabilities within that product”, whereas a vulnerability is “an occurrence of a weakness
(or multiple weaknesses) within a product, in which the weakness can be used by a party to
cause the product to modify or access unintended data, interrupt proper execution, or perform
incorrect actions that were not specifically granted to the party who uses the weakness” [9].
When excluding system administration mistakes [10], such as vulnerabilities arising from
configuration flaws of otherwise properly functioning systems, a software vulnerability is
simply a software bug with security implications, and a weakness an abstract representation
of the given bug. A buffer overflow is the presumably most famous example of a weakness.

Tens of thousands of known buffer overflows and other vulnerabilities have been cata-
loged with the Common Vulnerabilities and Exposures (CVEs), identifiers used to system-
atically archive vulnerabilities in order to ease the coordination of information sharing and
patching of the software products affected [11]. The CVE identifiers can be linked to the
Common Weakness Enumeration (CWE) framework, which, in turn, catalog the abstract
weaknesses behind the concrete vulnerabilities identified with CVEs. In addition, CVEs can
be linked to the Common Vulnerability Scoring System (CVSS), which is used to quantify
the severity of software vulnerabilities. The second version of this system, which is used in
the publications included in the dissertation, contains two variable groups for the intrinsic
and fundamental characteristics of vulnerabilities [12]. The first is the exploitability of a vul-
nerability; whether a network access is required, how complex is the attack for exploitation,
and whether authentication is required. The second is the impact of successful exploitation.
As is further elaborated in Publication P, the impact group is measured with the CIA triad.

5
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2.2 Governance

In what follows, governance is understood as a socio-technical system composed of institu-
tions and norms that allow actors to reach specific engineering goals through coordination
and other transactions. The definition is specific to this dissertation. That is to say, there
are numerous alternative definitions for governance in social sciences, although most of these
share the viewpoint that governance is about governing without the necessity of a govern-
ment [13]. In other words, governance does not necessitate the presence of a sovereign insti-
tution that holds the exclusive power to enforce rules, including the legitimate monopoly over
the use of physical force in a given territorial area, to paraphrase a classical characterization
of a nation state and its sovereignty.

The Internet is a prime example of governing without such an exclusive power over a
territorial area. Although the Internet is not ungovernable, as was often assumed in the early
literature, it still is—despite a recent trend toward more governmental involvement [14], a
resilient socio-technical system that spans practically all of the world’s geographical areas
without being controllable by a single government or a group of governments. Therefore,
governing the Internet has often been viewed through the lens of so-called multi-stakeholder
governance [15]. Although no formal definitions are available, the essence is that there are
multiple stakeholders with vested interests for governing the Internet on multiple different
governance forums. From this perspective, Internet governance involves autonomous sys-
tems, regional Internet registries, international but not necessarily inter-governmental orga-
nizations, standardization bodies, governmental agencies, companies, and civil society as-
sociations, among many other actors. This broad but apt term applies also to vulnerability
coordination; there are many stakeholders with varying interests and incentives for discover-
ing, disclosing, and patching vulnerabilities.

These actors coordinate vulnerabilities through different institutions and norms. In gen-
eral, the former are commonly seen as more or less formal “rules of the game”, such as
bureaucracy, the rule of law and judiciary, property, political systems, and so forth [16].
These abstractions can be observed through concrete institutions, such as national, regional,
and local administrative bodies, and even more concrete institutions, such as courts, party
systems, patent offices, and so forth. In contrast, norms are typically seen as culturally and
socially produced informal representations about appropriate behavior; values, customs, tra-
ditions, religions, and so forth. With these clarifications, governance can be seen as the “play
of the game”, and like with all games, tactics and strategies can be changed relatively rapidly
over the course of years or even less, whereas institutions change only slowly over decades
or more, and norms even more slowly, over centuries or more [17]. This insight is impor-
tant. During the last decade, in the 2010s, nation-states, international organizations, and
companies tried to establish different norms for cyber security, although the success remains
debatable at best [13]. However, this point does not imply that there would not be norms, and,
as discussed in Publication P, norms have characterized also vulnerability coordination.

There are also various concrete institutions for vulnerability coordination. As the disser-
tation only deals with visible, observable coordination, computer emergency response teams
(CERTs) are particularly noteworthy. Alongside international standardization organizations,
such as FIRST that manages the CVSS standard, CERTSs constitute a global institutional net-
work composed of national and regional response teams, their further coordination institu-
tions, analogous teams within companies and their consortia, and so forth [18; 19]. But while
these institutions often act in coordinator positions particularly for high-profile vulnerabili-
ties, there are also other acfors involved. On the coordinator side, particularly noteworthy
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is the MITRE corporation who handles the allocation of CVEs. As is discussed in Publi-
cation P3, these are essentially “coordination identifiers”. As such, there is nothing special
about CVEs, except perhaps their rigorousness, authority, and publicity. In theory, bug iden-
tifiers serve the same purpose, and many companies indeed use these instead of CVEs.

A closely related actor is the National Institute of Standards and Technology (NIST) of
the United States who maintains the National Vulnerability Database (NVD) for archiving
the known vulnerabilities identified as CVEs. MITRE and the NVD team further rank the
severity of the vulnerabilities coordinated with them with the CVSS standard as well as map
the CVEs to CWEs. For the purposes of this dissertation, these actors can be considered
as institutions in a sense that they have formal procedures on the rules of the game. The
two main players of the game are vendors, the producers of software and hardware, and the
discoverers of vulnerabilities.

The roles are interchangeable; a vendor may be a discoverer. Traditionally, however, the
discoverers have been referred to independent security researchers, often characterized with
the ambiguous term “hacker”. Due to the increased professionalism, as discussed in Sec-
tion 2.4, the concept of security researcher is more apt [20], especially given that none of the
publications deal with discoverers holding criminal motives. Furthermore, particularly the
three Publications P3, P4, and P5 address the software and security engineering activities
taking place after a vulnerability has already been disclosed. The two publications Pg and
P10 address technical solutions that may help with these tasks. When combined with these
activities, which are social due to the multi-stakeholder nature of the coordination, the term
socio-technical emerges as a umbrella that characterizes the coordination. By implication,
there are dependencies between the social and technical elements of the coordination; the en-
gineering tasks involved depend on the actors as well as on technology. These dependencies
often cause problems: the coordination tasks may be poorly aligned among the actors; there
may be a misfit between the actors and the coordination technologies used; and so forth [21].
Finally, the coordination is also about transactions of security information. Such transactions
include not only technical vulnerability details, but also CVEs and CWEs, knowledge about
patches, security advisories, and other security information. These points allow to attach the
dissertation’s focus to software engineering.

CWE
{P3, P4, P7,Ps, Pro} Other security identifiers
- {P1, P2, P7,Ps, Po, P10}
CVE g

{Pll 7)3/ P4r PS/ Pé/ P7r PS/ 739/ Plo}
. Security advisories,
O notifcations, emails, etc.

CVSS
{P2,P3,Ps5,Ps}

{P1,P3, Py, Ps,P7,Ps, Po}
Figure 2. Basic Vulnerability Information Sources Used in the Publications

However, the focus is still strongly CVE-centric. As can be concluded from Fig. 2, only
one publication (P2) does not operate with CVEs. Another point to make from the figure is
that CVEs, CWEs, and CVSS scores can be explicitly linked, whereas only implicit, incom-
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plete, or even absent linkage is present for other information sources; such linkage must be
constructed by data mining techniques. In fact, a couple of publications address the CVE-
centric vulnerability coordination explicitly: P3 the allocation of CVEs for known vulnera-
bilities and P4 the scoring of CVSS severity information for these. The other publications
use CVE, CWE, and CVSS information either for descriptive purposes or for independent
variables used in statistical analyses. Although CVE-centric approaches have been classi-
cal also in software engineering, more recent research has considered larger ontologies for
linking different information sources together. To improve the traceability of vulnerability
information, CVEs have been further linked to projects, bug reports, commits, pull requests,
software developers, and other online sources [22]. At the same time, more fine-grained ap-
proaches have gained increasing traction, including the examination of the vulnerable lines
of code in commits to a version control system [23; 24]. That said, CVE identifiers have
retained their importance in both research and practice. In terms of the latter, these identifiers
still guide the decisions to patch deployments and share information—CVEs are fundamental
to the institutionalized vulnerability coordination.

2.3 Coordination

The preceding discussion provides the building blocks for defining coordination in socio-
technical engineering settings. Accordingly, coordination originates from dependencies be-
tween different activities, and as a way to govern these dependencies between the activi-
ties [25]. The definition is broad, covering practically the whole field of software engineering
and its research. Therefore, it is not a surprise that coordination also belongs to the classical
topics and basic theories in the software engineering discipline [26; 27]. The scholarly back-
ground is further discussed in Publication P3. For the present purposes, it suffices to elaborate
vulnerability coordination through vulnerability disclosure. Although such disclosure is only
one phase in a longer vulnerability coordination process, it is particularly illuminating, and
presumably the most studied phase. It is also a part of the vulnerability life-cycle models
discussed in Section 2.5.2. At minimum, three distinct vulnerability disclosure models are
typically identified. These disclosure types are analytically illustrated in Fig. 3.

A. Public (full) disclosure B. Direct disclosure C. Coordinated disclosure

1. Discoverer 1. Discoverer 1. Discoverer

3. Vendor

4 ’

|

O 3. Vendor \ 2. Vendor 4. Public
|
|

s
v

’

2. Public O 3. Public

Figure 3. Three Analytical Vulnerability Disclosure Types

2. Coordinator

The first is public disclosure: a discoverer releases the vulnerability information to the
public Internet. Then, only if a vendor, or a group of vendors, are aware of the information,
they can develop patches to fix given vulnerability. If also sensitive information, such as
details about exploitation, are released, the term full disclosure is also sometimes used. Both
disclosure types are riddled with ethical issues: although these may put users at risk, they are
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1. “Full mesh” 2. “Point-to-point”
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3. “Hub-and-spoke” 4. “Shared bus”

Figure 4. Four Analytical Coordination Types (adopted from [28])

sometimes necessary because many vendors are not willing to participate in other disclosure
types. The second model is a so-called direct disclosure via which a discoverer contact a
vendor privately. If successful, the coordination required is also done privately, possibly
without the release of information to the public. This model and its associated problems are
the topic of Publication P; .

The third model is a coordinated disclosure model: a discoverer contacts a coordinator
who then handles the communication with the discoverer, the given vendor or a group of
vendors, and the public. Typically, the coordinator is a public sector organization such a
computer emergency response team. This disclosure model is examined in Publication P4
by focusing on high-profile disclosure via the national CERT of the United States. When
multiple vendors, or multiple discoverers, are present, the CERT-based coordinated vulnera-
bility disclosure type can be further elaborated as a “hub-and-spoke” model. As seen from
Fig. 4, standard network terminology elaborates also further possibilities for the disclosure
and associated coordination. Although the topic is not vulnerability disclosure in itself, the
coordination mailing list examined in Publication P3 can be seen as a “shared bus” model.
Finally, it should be noted that disclosure increasingly occurs via private sector companies
who act as a coordinator or a broker between vendors and discoverers.

2.4 Markets

Coordination always involves some transactions made under some institutional settings. In
economics, therefore, institutions and transaction costs are closely related. Traditionally,
transaction costs refer to costs required to draft, negotiate, and maintain contracts between
businesses in order to participate in a market [29]. This definition emphasizes the prior in-
centives to make contracts and the later governance of these, both of which contradict the
viewpoint of economic activity as a mere resource allocation problem [30]. To augment the
definition, also property rights and other related business constraints have been incorporated

9



Jukka Ruohonen

into the concept. The costs of transacting have even been used as a general theory for ex-
plaining why institutions emerge and how they are shaping human behavior [16]. As is later
emphasized in Section 3.2, the dissertation does not operate with such a grand theory, but,
nevertheless, the emergence of new institutions is relevant for understanding the historical
background and the existing research associated with it.

The coordination problems particularly in vulnerability disclosure incited the appearance
of different vulnerability markets in the late 1990s and early 2000s. Although conceptual
inaccuracies are worth remarking [31; 32], these vulnerability markets, in essence, refer to
marketplaces on which those who discover vulnerabilities sell their information to vendors
who patch their software products with the help of the information sold. These early markets
conform relatively well with the core tenets of the transaction cost theory. Incentives are
fundamental in this regard [33]. From an economic perspective, information security has
always been riddled with numerous market failures.

There has been a prevalent lack of both supply-side and demand-side incentives to invest
in information security [31]. Traditionally, consumers have valued innovativeness, new fea-
tures, usability, and other software product characteristics over information security. At the
same time, governments have regulated information security only lightly. A good example
would be software product liability for security lapses, which, despite of a long-standing de-
bate [34; 35; 36], has never fully realized. The software industry has also been marked by
monopolist tendencies, various technical lock-in properties, information asymmetries, net-
work externalities, and related market imperfections that have hampered information security
and its improvement [37; 34]. Some of these failures can be traced to the concept of switch-
ing costs: economic actors tend to stick with existing institutions because these outweigh the
marginal efficiency gains that would be gained from abandoning the institutional surround-
ings [38; 39]. Technical standards would be a good example: even though these may improve
interoperability and thus decrease the costs of switching between products, it is also true that
insecure standards and their implementations are frequently used even though newer, secure
alternatives would be available. Although some new solutions—including data protection
regulations, product certification, and cyber insurance—have been introduced to patch the
market failures [40; 41], the fundamental disincentives are still largely present. In many
ways, information security is a public good for which only a few actors have been willing to
make substantial investments. Though, the term information security should be underlined;
if the focus is turned toward cyber security, the claim about investments may no longer hold.

Different incentives are present also among those who discover and disclose software
vulnerabilities. For instance, Publication Pg shows that the amount of web vulnerabilities
disclosed for software add-ons correlate with the amount of web deployments using those
add-ons. In other words, to some extent, the market share of a software product affects the
incentives to examine the product for security issues, which, in turn, tends to translate into
a high amount of vulnerabilities disclosed for the product [42]. This reasoning is further
discussed in Publications Pg and Pg. For the present purposes, it suffices to stress that
monetary compensations and related economic aspects do not cover all of the incentives.
Traditional, volunteer-based open source software projects are a good example; not only are
direct economic incentives absent in such projects, but “the tragedy of the commons” [31] is
also present because commercial software vendors benefiting from the projects have seldom
invested in the information security of the software produced in the projects.

These and other market failures prompted the early research on vulnerability disclosure
in the then infant field of information security economics. In essence, the early research was
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motivated by a question whether new markets could alleviate the market failures associated
with vulnerability disclosure and software patching [31]. In other words, to use the termi-
nology from Fig. 4, a similar hub-and-spoke coordination model emerged but this model was
market-based; the orchestrator of a marketplace acted as the coordinator.

A large branch of both theoretical and
empirical research followed. A central Direct Bug Bounty
question was about the possibility of a the- Rewards
oretically optimal vulnerability disclosure o
model [43;44;45]. The theoretical effi-
ciency was also empirically tested; vulner- ~—
ability markets were observed to be effi-

Bugs

cient in reducing the diffusion of vulner- Two-Sided Bug Bounty Platform
ability information and the volume of ex- Rewards Rewards
ploitation [46; 47], among other things.
Later on, the questions examined have

o, \/ \/
been extended toward competition between Bugs Bugs

software vendors [48], crowdsourcing in
terms of so-called bug bounties [20], ethical
concerns [49], criminal underground mar- Py
kets [50], disclosure policies for govern-

mental agencies [51], and international reg- \/\/
ulation [52], among other topics. The bug Bugs Bugs

bounty programs are worth emphasizing not
only because of their contemporary impor-
tance but also because these are directly re-
lated to the disclosure Theme 7 ;. To this
end, Fig. 5 illustrates three different bug bounties; the direct bug bounty shown is comparable
to the direct vulnerability disclosure model examined in Publication P;. Despite these new
research avenues, however, the approach pursued does not follow the tradition of information
security economics and the market-based theories. There are six reasons for this framing.

One-Sided Bug Bounty Platform

Rewards

Figure 5. Three Analytical Types of Bug
Bounties (adopted from [20])

First and foremost, the new research avenues foretell that markets cannot solve all of the
problems. The questions related to governmental agencies, international regulation, and cy-
ber security in general are good examples in this regard. Second, only Publications P; and Py
address vulnerability disclosure explicitly, and neither one is related to the market-based dis-
closure mechanisms. Third, only publicly available data is used, and in most cases this data
refers to coordination and engineering activities that take place after disclosure has already
occurred. This point is further discussed in Py and Ps. Fourth, all of the coordination ac-
tivities, institutions, and norms are voluntary. There are no mandatory disclosure schemes,
software liability constraints, or related arrangement. Fifth, the publications either address
open source software explicitly or examine these in a conjunction with commercial software
products. A good example would be Publication Pg that compares the cumulation of vul-
nerabilities across operating system releases and their aging. Sixth, some of the publications
deal with vulnerabilities only implicitly; the focus in these publications is on the coordina-
tion of the associated security information. Namely: Publication P3 examines the allocation
of CVE identifiers, P, the quantification of CVSS scores, and P5 the delivery of security
advisories. These remarks restate the earlier emphasis: the dissertation’s focus is on software
engineering rather than on economics or information security in itself.
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2.5 Life Cycles

Most of the publications are explicitly or implicitly longitudinal in terms of their underlying
research strategies. To accompany the generally longitudinal focus, the dissertation’s analyt-
ical approach is attached to a so-called [ife cycle thinking. This kind of analytical thinking is
common in numerous distinct disciplines, including as different fields as marketing [53], in-
novation and technology [54], and sustainability [55]. Life cycle thinking has been common
also in software engineering. In addition to providing a model for software development and
maintenance [56], life cycles have been used to understand the evolution of software in gen-
eral [57]. In this dissertation analytical life cycle thinking is applied for software life cycles
and vulnerability life cycles. These two life cycles are used as analytical research vehicles
rather than theoretical frameworks. In particular, neither the software nor the vulnerability
life cycles considered refer to so-called process theories. In addition to life cycle (process
theory) variants and their state sequences, there are also evolutionary, teleological, and di-
alectic process theory variants [19; 58; 59; 60]. In a contrast to these, the life cycle thinking
followed distinguishes different phases in an evolution of a software product and vulnerabil-
ities in it. A close analogue would be different state machines used in bug tracking research;
a bug report may be opened, closed, reopened, and so forth [61; 62]. Thus, the phases are not
explanatory theoretical construct; they are used to frame the focus of a given publication.

2.5.1 Software Life Cycles

In terms of software life cycles, the analytical focus is on so-called evolving software, which is
usually considered to start upon the first operational release made for the software [63]. This
post-delivery focus is important for framing the dissertation’s scope. In particular, so-called
software development life cycles are excluded by design. This exclusion applies also to the
means by which security engineering is incorporated into software development life cycles,
the prime example being the security development life cycle model from Microsoft [64]. In
other words, the analytical focus is on the maintenance-side than on the development-side. In
Fig. 6 the maintenance side correlates with the evolution of servicing phases in a software’s
life cycle. This focus also affects the perspective adopted for the coordination of software
vulnerabilities. In particular, the coordination of discovered vulnerabilities and other secu-
rity issues can be done in a relatively closed environment during a software development life
cycle. Once a software product is released, the environment opens substantially, covering
third-party security researchers as well as adversaries with malicious motives. If also de-
ployments are covered in a software life cycle—as is typical in the current cloud computing
paradigm, the open operating environment extends also to concrete security risks.

Particularly Publications Pg and P7 more or less conform with the classical release-
based approach to software evolution [57]. Although both publications address also open
source software, which is usually under perpetual development [65], the units of analysis still
refer to software releases. The two publications differ in terms of whether the releases have a
fixed life cycle. For the Python packages examined in P, the life cycle of a release may be
unfixed and short in terms of calendar time; only a current release may be actively maintained,
for instance. In a stark contrast: the operating system releases examined in Pg have a long
and fixed life cycle; a release may be actively maintained for even over a decade. As is
further discussed in the latter publication, these different release engineering dynamics also
introduce analytical problems for empirical research. Although shortening these dynamics
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Figure 6. A Staged Software Life Cycle Model (adopted from [63] and Pg)

has long been a goal for some software projects [66], many operating systems projects still
follow a more traditional release engineering approach. In this context, there oftentimes still
exist more encompassing product lines under which multiple parallel releases are actively
maintained [67]. In addition to such parallelism, a fundamental analytical problem is that the
actual software life cycles may have started already in the early 1990s—or even earlier.

Another difference between the two release-based publications is that Publication Pg
operates with continuous time, whereas Publication P7 examines release histories across dis-
crete time. Even though both time concepts have their own mathematical underpinnings, in
empirical software engineering the distinction is typically about whether calendar time or
some abstractions are used for longitudinal analysis. Software releases are a prime example
of the abstractions [68]. Other good examples range from so-called sprints used in agile soft-
ware development to so-called function points measuring business functionality of a software.
A further important point is that recent continuous software engineering practices (including
the so-called DevOps movement) have blurred the analytical boundary between development
and maintenance. Increasingly, software developers also maintaining and operating the de-
ployments on which the software developed is installed. This transformation has also brought
new life cycle and security challenges [69]. It could be even said that there are also deploy-
ment life cycles that intervene with both software and development life cycles. Patching a
vulnerability in the online context may require rolling a new release embedded to a new de-
ployment system, whether a container or a virtual machine. In this sense, also deployments
and even larger infrastructures can be thought to follow their own life cycle logic.

2.5.2 Vulnerability Life Cycles

Software bugs have a life cycle: a bug is introduced during software development, and when
found, it is preferably but not necessarily fixed. These two events define the bug’s life cycle in
a software product. A similar life cycle applies to software vulnerabilities, given the definition
of these as software bugs with a security implications. In theory, a similar definition and a life
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cycle logic applies also to hardware vulnerabilities. Either way, just like with products [53]
and technologies [54], the life cycle logic is based on the general idea that there are different
analytical stages, which reflect different theoretical concepts such as introduction, growth,
maturity, and decline [70; 71; 72]. For instance, the growth state could convey disclosure,
patching, and exploitation, whereas the maturity state might connote with a time upon which
most deployments have been patched, signatures have been added to intrusion detection and
prevention systems, and security advisories have been delivered to users. Although it remains
debatable whether the stages are reasonable for approaching security questions, these are
useful for framing the dissertation’s analytical scope.

By definition, life cycle thinking posits that an object studied lives from its birth to
its death [60]. A software vulnerability is born when a security-related software weak-
ness is introduced to a software source code. In terms of current software engineering
practices, usually this birth can be retrospectively traced to a specific commit in a version
control system [24]. Tracing vulnerabilities to specific commits is also an active research
area [22;23;73; 74], as well as a common practical software engineering activity related
to vulnerability coordination. Analytically, the latent weakness introduced by a commit be-
comes a vulnerability when someone discovers it from the software source code and correctly
identifies it as a defect with security implications, such that a discovery occurs. In Fig. 7 these
stages are marked by B, and Co.

If disclosure, Do, never occurs, a vulnerability would
be defined as a “zero-day vulnerability”. The actors
who possess such vulnerabilities range from criminals and
national intelligence agencies to third-party security re-
searchers and software vendors themselves. Although the
former two actors have received much of the attention
in many public policy debates [75; 49; 76], it should be
stressed that vulnerabilities are commonly discovered by
software developers, and often also silently fixed by the
developers. Regardless of particular actors, zero-day vul-
nerabilities also constitute a good example of the unfalsi-
fiability of insecurity claims noted in Subsection 3.1. Al-
ready because publicity is a fundamental requirement for
science [77], empirical observations about public items
cannot be used to prove that an object is secure due to
the potential presence of private items. In this regard, it
must be again underlined that such vulnerabilities are not
considered by any of the dissertation’s publications. All
cases considered have reached the publication phase Eo.

A. Defect

B; “Normal bug”

B> Vulnerability

C1 Unknown

C, Identified

D, Secret

D, Disclosed

Eq Private

Es Published
However, there exists an axiom in the sense that soft- F1 Fixed
ware vulnerabilities seldom, if ever, die. Although those
developing and using exploits for zero-day vulnerabili-
ties may define the death once E, or related events are
reached [78], a more axiomatic life cycle definition would Figure 7. A Few Examples of

be that the software affected would no longer exist. But Analytical States (adopted from
this ontological position is impossible to maintain. For [72] and Ps)

instance, the Morris worm from 1988 can be considered

as the starting point in the historical internationalization, institutionalization, and standard-

F> Unfixed
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ization developments related to software vulnerabilities [19]. But while the actual software
products exploited by the worm have long been only a part of the history of technology, the
corresponding vulnerabilities are still alive, well, and exploitable [79]. From a software en-
gineering perspective, however, it is sensible to attach the death of a vulnerability to an event
upon which the software in question is no longer maintained either explicitly or implicitly.
In terms of Fig. 6, the close-down phase would have been completed. Though, as is pointed
out in Publication Pg, there are many open source software projects for which updates have
not been done even in a decade, meaning that deprecation has occurred implicitly. For Publi-
cation Pg, on the other hand, explicit deprecation is apparent because the software products
observed have mostly reached their end-of-life (EOL) software life cycle states. Questions
related to EOL states are currently debated also in the CVE coordination framework [80].
Furthermore, regarding deployment life cycles and vulnerable websites [20], a death of a par-
ticular vulnerability might be defined to occur either in case a website is patched or in case it
is no longer reachable from the public Internet.

To proceed more formally, let f(z) = y and g(x) = z, where z is an abstract representa-
tion of a vulnerability, while f(z) and g(z) are abstract coordination activities that transform
the vulnerability’s representation into further abstractions. For instance, f(z) could refer to
the disclosure event, Do, in Fig. 7 and g(x) to the subsequent publication event, E5. The
coordination activities are assumed to occur at times ¢, and ¢, respectively, such that ¢, > ¢,
always holds. Many of the dissertation’s publications operate with a simple time difference
¢ = t, —t, for which ¢ > 0 holds. This difference can be understood as a metric for
coordination efficiency; the optimum for a given security bug is ¢ = 0. Thus, the earlier
example would measure a time difference between the disclosure and publication; the former
would refer to ¢, at which a given vulnerability was disclosed to a vendor, whereas ¢, could
refer to the publication of a CVE, a CVSS score for it, a security advisory, or some related
event. Therefore, the event Es is important: when extended toward systematic archiving
tasks, classification tasks, severity scoring tasks, and related tasks, the event can describe the
publication set { P3, P4, Ps, Po }. Furthermore, the general focus on E, rules out research
that examines vulnerability life cycles in terms of actual attacks, using data from intrusion
detection and prevention systems, anti-virus software, and related sources [81; 82; 83]. In-
stead, the interpretation of ¢ is better framed with more general concepts, such as problem
resolution interval used in software engineering [84] and time between failures used in reli-
ability engineering [7]. This interpretation again underlines the dissertation’s focus on soft-
ware and security engineering rather than security research; the aspects of governance and
socio-technical coordination instead of information security in itself.

2.6 Research Questions

The preceding discussion motivates to ask four board research Questions (Q). These align
with the Themes and Claims outlined in the introduction. Thus:

Q1 — {T1,Ca,C3 }: How efficient has software vulnerability disclosure and associated
coordination been historically, and what obstacles have there been?

Qs +— {T2,Ca }: How efficient has the coordination of CVEs, CVSS scores, and security
advisories been, and what partially explains the efficiency?

Qs +— { T3, Cy4 }: How software vulnerabilities evolve across time?

Q4 +— { T4, Cs }: What prospects there are for automating the coordination?
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3 Research Design

The underlying research design is based on empirical software engineering. The emergence
of this type of software engineering research occurred in the 1990s. The developments later
matured in to the current urge for so-called evidence-based software engineering [85; 86],
which also necessitates the development and use of software engineering theories [87; 88].
Rather analogous developments have occurred in the security domain [89; 90]. In what fol-
lows, the research design is elaborated against these disciplinary developments.

3.1 Philosophical Foundation

The dissertation follows a conventional scientific tradition. The underlying philosophical
foundation relies on the fundamental ontological position that the objects studied exist inde-
pendently of the conceptual and theoretical frameworks used to study the objects. Although
software as an artifact does not exist in nature [91], this ontological position is sensible be-
cause none of the research questions examined address abstract, mind-dependent software
artifacts in the sense that the frameworks used would influence the existence of the objects
studied. The context should be underlined also from an information security perspective. In-
formation security itself is unfalsifiable by empirical means: empirical observations cannot
prove whether an object is secure—even though these can be used to declare insecurity of an
object [92]. However, nor do the research questions relate to security per se, which makes it
sensible to also rely on a conventional viewpoint to scientific knowledge.

Thus, the dissertation’s epistemological position follows the developments in the philos-
ophy of science, from logical empiricism to scientific realism and contemporary positivism:
although there are many practical limitations, knowledge about the objects studied should
still be based on propositions and hypotheses on one hand, and reproducible and preferably
quantifiable empirical observations on the other. In other words, “scientific knowledge with
its empirical and theoretical ingredients—obtained by systematic observation, controlled ex-
periments, and the testing of theoretical hypotheses—is an attempt to give a truthlike de-
scription of mind-independent reality” [77]. In general, these two philosophical positions
are commonly shared across most current scientific disciplines using empirical data to draw
conclusions. Among these disciplines are also empirical software engineering and empirical
information security research, including parts of information security economics.

3.2 Research Strategy

To further disseminate the distinct research strategies used in the individual publications,
Table 1 shows a concise breakdown based on a recent taxonomy specifically tailored for
empirical software engineering research [93]. There are three general points worth briefly
raising about the taxonomic breakdown.
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Table 1. Research Strategies (based on a taxonomy from [93])

Outcome Logic Purpose Approach
“P1 Basic Inductive  Explanatory Mixed

P2 Basic Inductive  Exploratory  Positivist
Ps  Basic Deductive  Explanatory  Positivist
P4+ Basic Deductive  Explanatory  Positivist
Ps  Basic Deductive  Explanatory  Positivist
Ps  Basic Deductive  Explanatory  Positivist
Pr  Basic Inductive  Exploratory  Positivist
Ps  Basic Deductive  Explanatory  Positivist

Pyg  Applied Deductive Evaluation  Positivist
Pio Applied Deductive Evaluation Positivist

First, software engineering is an engineering discipline. Historically software “engineer-
ing was essentially applied science, and the science was mathematics” [94]. While the refer-
ence to mathematics was later replaced with a reference to computer science, the essentially
same distinction has continued to be a part in the disciplinary debates about the nature of soft-
ware engineering research [6; 95; 96]. Analogous debates have been present in the security
domain [97; 90]. In fact, there have even been attempts to distinguish a specific engineering
method of empirical inquiry from other methods, including the scientific method [91]. The
keyword behind such a method is improvement; software development should be more ef-
ficient, software should be more secure, and so forth. This quest for improvements is also
implicitly present in another long-standing debate about the nature of software engineering.
This debate revolves around the nexus between software engineering as a scientific discipline
and software engineering as a practice in the software industry [87; 59]. For the purposes
of this dissertation, however, such demarcations and related debates are largely artificial and
unfruitful.

Engineering depends on science and science depends on engineering [90]. Improvement-
seeking is not incompatible with the conventional positivist epistemology [98], and quantifi-
cation has been a long-standing issue for improving security [99]. Contemporary software
engineering may also produce both basic and applied research outcomes. Although the de-
marcation here is somewhat ambiguous and debatable [100], the essence is that basic research
outputs knowledge by seeking to understand a problem, whereas applied research seeks to
produce a solution to a problem by applying existing knowledge [93]. The same point can be
delivered also via a distinction between solution-seeking (~ applied) and knowledge-seeking
(~ basic) software engineering [88; 101]. Accordingly: the former aims to solve practical
problems with engineered solutions, whereas the latter seeks to understand software and its
development in a given context. Given these distinctions, the majority of the publications seek
knowledge rather than engineer software solutions. That said, particularly the two Publica-
tions Py and P are better classified into the solution-seeking domain. Although neither one
presents complete software artifacts, both seek improvements and provide technical sketches
for solutions to the practical problems identified in the other eight knowledge-seeking publi-
cations.

Second, the publications vary in terms of their underlying logic for empirical inquiry.
Some of the publications follow an inductive (specific-to-general) logic: conclusions and
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theoretical arguments are sought after observing patterns and regularities in empirical obser-
vations. The other publications use a deductive (general-to-specific) logic for their empirical
inquiry: hypotheses, theoretical arguments, and general conclusions are contested with spe-
cific empirical observations. It should be emphasized that the demarcation is again used
for heuristic purposes—theories can be built and tested also with inductive logic, theoreti-
cal terms are necessary for inductive systematization, inductive and deductive reasoning can
be mixed, and so forth [102; 77; 90]. Furthermore, there are only a few—if any—software
engineering theories that could be tested without some inductive reasoning. Even the el-
egant theoretical knowledge-seeking arguments in software engineering fall into the scope
of so-called middle-range theories [101], which involve “abstractions, of course, but they
are close enough to observed data to be incorporated in propositions that permit empirical
testing” [103]. This characterization applies also to the distinctively hypothetico-deductive
Publications P3, P4, Ps, P, and Pg.

Third, the research purposes used in the publications vary. The grouping is relatively
clear-cut, however: all three publications using an inductive logic with weak theoretical
premises lean toward exploratory analysis: the goal is to seek new insights and generate
hypotheses for further research [104]. The deductive publications seek explanations to prior,
theoretically motivated questions. Here, the primary distinction is between generating and
testing hypotheses; both are necessary for building middle-range software engineering theo-
ries. Although all publications satisfy the requirement of proper contextualizing [105], only
Publication P; mixes a quantitative analysis with a qualitative examination of the context.
All other publications use quantitative data and methods, thus being positivist in this limited,
non-philosophical sense. That is, the positivist methodological outlook does not imply that
the ontological and epistemological positions taken in the dissertation would strictly conform
with the presence and research of law-like causal relations.

3.3 Data and Methodology

All ten publications rely on archival data [104; 93] for their empirical inquiries. This type
of data is sometimes also known as naturally occurring data [106]. In other words, the data
emerges naturally during software engineering activities. Software vulnerability coordination
is not an exception. Filing a CVE, archiving it to a database, and incorporating it to a security
advisory creates archival data. Scoring CVSS information for it and mapping it to CWEs
creates further data. The data generated depends on a context and a software development
system; a version control system produces vastly different data than a bug tracking system. In
general, archival data typically represent itself as sequences, graphs, or text [107]. Sequences,
including time series, are manifestly a part of the evolution Theme 7 3. Graph theoretical
(social network) methods are used in Py and Ps3, and text mining applications in Pg3, Py,
and P1g. All in all, the ten publications can be placed to the so-called mining of software
repositories genre of empirical software engineering research.

All ten publications are case studies. These are methods of empirical inquiry that in-
vestigate a phenomenon in a given context [104]. Given the ontological and epistemological
positions adopted, such a phenomenon must be mind-independent, existing in a real-life con-
text. In this dissertation, governance provides the general context and the socio-technical
coordination system the particular context, as was outlined in Section 2.2. The units of anal-
ysis are important for case studies, like for most empirical studies. The ten publications differ
in this regard. By merging CVEs with other security identifiers (cf. Fig. 2), there are three

18



Research Design

different units of analysis: vulnerabilities and related security artifacts (P, P3, P4, Py, and
P10), security advisories and vulnerability notifications (P2, P5 and Pg), and software pack-
ages and add-ons (P7 and Pg). Though, this classification is not entirely straightforward
analytically. For instance, in Publication Pg security advisories constitute the units of anal-
ysis, but these are merely aggregates of vulnerability counts. As is further discussed in Psg,
these and related issues cause also difficulties for abstraction and statistical estimation. It
is difficult to move through the ladders of abstractions: if vulnerabilities are represented as
vulnerable lines of code in a commit, for instance, it is difficult to switch to software projects
as the units of analysis. A further point is that a case study is the only possible archival data
approach in Publication P3, which examines a historically unique but now defunct practice
of allocating CVEs through a mailing list.

Ps

Ps

Pse

)

e Non-Linear Least Squares (NLS)

e Quantile Regression (QR)

e Ordinary Least Squares (OLS)

o Generalized Linear Model (GLM)

e Poisson Regression (PR) or related

e Logistic Regression (LR)

e Analysis of Variance (ANOVA)

e Least Absolute Shrinkage and
Selection Operator (LASSO)

P2

Figure 8. A Summary of Regression Methods

All ten publications are based on a quantitative methodology. Even Publication P; uses
a quantitative analysis to accompany the qualitative analysis. Regression analysis is the
workhorse for all but two publications included in the dissertation. The two exceptions are
‘Pg, which operates with a supervised machine learning classification algorithm, and Publi-
cation P, which likewise deals with a classification problem for evaluating the text mining
results derived. The other eight publications rely on regression analysis. As was elaborated
in Section 2.5.2, much of the analytical life cycle thinking operates with simple time dif-
ferences. These are count data by definition; in the present context, the days between two
life cycle events are counted. In addition to the conventional ordinary least squares regres-
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sion with variable transformations, count data points toward generalized linear models, and,
indeed, Poisson regression and its variants, including the negative binomial regression, are
used three publications. Two publications use logistic regression to model truncated count
data variables, and two other publications further use regularization methods originating from
machine learning research. Given the summary in Fig. 8, Publication Py is an exception: it
uses non-linear least squares to model growth curves for vulnerabilities in operating sys-
tem products.
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4 Results

In what follows, the results from the individual publications are disseminated. The structure
follows the four Themes and the four research Questions.

4.1 Disclosure

Two publications address vulnerability disclosure. Although disclosure is only a part of co-
ordination, it is a particularly relevant part because many of the problems have manifested
themselves, and continue to do so, through vulnerability disclosure. These problems, includ-
ing inefficiency, supply the rationale for the two publications. This rationale can be further
briefly elaborated.

41.1 Rationale

By now, software vulnerability disclosure is a well-established research topic. As was elab-
orated in Section 2.4, the origins of the topic’s academic research trace to the coordinated
vulnerability disclosure model, its efficiency, and the then infant market-based coordination
models. However, the problems that prompted these coordinated disclosure models have
been poorly understood. Although the academic understanding and practice have both im-
proved [108], partially due to the late 2010s commercialization of vulnerability disclosure
through the crowd-sourced bounty programs [20], the problems, and thus the motivation for
the research, have often been based on mere anecdotes. This provides the motivation for
Publication PP to examine the direct disclosure of software vulnerabilities from the 1990s to
the mid-2010s. The leading research question in the publication is the presumed reluctance
of software vendors to engage in this type of disclosure practice. Thus, indirectly, the answer
to the question helps to also understand the historical emergence of the coordinated vulner-
ability disclosure model and software vulnerability coordination in general. To augment the
answers provided, Publication P2 examines the notifications sent by the CERT of the United
States to software vendors about vulnerabilities disclosed to and coordinated by the CERT.
The main research questions are whether these notifications cluster across software vendors,
and whether such clustering can explain the associated time delays. The efficiency aspects—
as discussed in Section 2.5.2, are also examined in Publication P;.

41.2 Results

The dataset examined in P; originates from the so-called Exploit Database (EDB), which,
unlike the NVD noted in Section 2.2, archives also the proof-of-concept programming code
required to prove the existence of a given vulnerability by demonstrating its exploitability.

21



Jukka Ruohonen

Unlike the other publications, P; mixes qualitative and quantitative methods for the analysis.
Namely: a thematic analysis for the former and the ordinary least squares regression for the
latter. According to the results, many software vendors were indeed reluctant to participate in
direct disclosure. Communication problems and conflicts between discoverers and vendors
were a central factor behind the obstacles revealed by the qualitative analysis. Also software
life cycles caused problems; particularly the phase-out and close-down stages in Fig. 6 were
problematic as many vendors no longer provided patches for products that had reached these
stages. In addition, poor software quality, limited time, and scarce resources contributed to
the problems, which, in many cases, implied that many software vulnerabilities were never
patched. As was discussed in Section 2.4, these issues reflect the lack of incentives and com-
mitments to information security. However: when direct disclosure worked, it was efficient.
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Figure 9. Efficiency of Direct Disclosure (adopted from P;)

The efficiency aspects are illustrated in Fig. 9 with four quantifications. The analytical
meaning of these is further elaborated in the publication, but, in essence, these measure (a) the
overall length of direct disclosure; (b) the time a discoverer possessed a zero-day vulnerability
before disclosing it; (c) the time lag before a vendor responded to an inquiry; and (d) the time
a vendor took to release patches. The values shown are all reasonable. The median is a little
over a month for discoverers to release their information after contacting vendors; the median
is as low as two days for discoverers to contact vendors after their discoveries; the median is
only one day for vendors to respond to inquiries; and the median for patches to arrive after a
public disclosure is only four days. The results from the regression analysis indicate that the
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time delays have also shortened in the 2010s compared to the 2000s and 1990s. These tend
to further decrease with low-impact vulnerabilities on one hand and seasoned discoverers on
the other. Though, as is discussed in the publication in detail, these quantitative results do
not nullify the qualitative results; in fact, the quantifications explicitly exclude those cases
whereby vendors neither responded to inquiries nor patched their software products.

To some extent, similar problems are implicitly revealed in Publication Ps in that the
dataset is restricted to those vendors who have actively participated in the coordination through
the CERT. In other words, many vendors are reluctant to participate even in coordinated dis-
closure of high-profile vulnerabilities, as is also revealed by the qualitative results in P;. With
respect to those who have participated, efficiency is again present; it took less than about a
week for vendors to release patches after having been notified. But as for the clustering ef-
fect, the notifications sent by the CERT indeed bundle across vendors, implying that many of
the high-profile vulnerabilities have affected multiple vendors due to shared software code.
This clustering can also explain a portion of the time delays. This result provides means to
speculate about the possibility to improve the coordination; whether customized coordination
might be possible for particular groups of vendors, for instance. As for academic contribu-
tions, both P; and P examine the disclosure Theme 7 ; from a novel viewpoint. Particularly
Publication P advances the existing research by providing a nuanced, qualitative perspective
on vulnerability disclosure.

4.2 Coordination

The three publications that address the coordination Theme 72 and the associated Ques-
tion Q5 operate at later vulnerability life cycle phases than vulnerability disclosure. With
respect to the analytical illustration in Fig. 7, the latter can be understood to operate with the
time window between C, and Dy, whereas the coordination examined in P3, P4, and P5
consider the events Do and E,. Despite these differences, the rationale remains similar.

4.2.1 Rationale

Vulnerability disclosure practices improved throughout the 2010s, but some related problems

remained. As the decade progressed, the slowness of allocating CVE identifiers emerged as

a particular concern. In general, there were four primary ways to obtain these coordination

identifiers: by contacting an assignment authority (such as a large company or an open source

project, or a governmental agency), having an affiliation with such an authority, contacting the

MITRE corporation directly, or using a public mailing list for open coordination. The essence

of the last mechanism is summarized in Fig. 10. It is the topic examined in Publication Ps.
The topic is novel; there is no

prior research that would have ex-

amined the CVE allocation ques- Time

tion in detail. The same applies to () ()

the efficiency of CVSS quantifica-

tion examined in Publication Py.

To some extent, both publications “Hello, there is a “Sure, please use

can be seen to refer to the in- vulnerability...” CVE-YYYY-1234.”

ternal coordination done by engi-

neers affiliated with MITRE, the Figure 10. CVE Coordination via a Mailing List Between
2008 and 2016 (adopted from P3)
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NVD, and associated parties. Pub-

lication P5 augments such coordi-

nation by examining how three operating system vendors have aligned their security advi-
sories with CVEs. However, there are notable differences between the three publications in
terms of their theoretical rationale. First, P5 focuses on a specific hypothesis: that the age
of an operating system software product affects the time lags between security advisories
and CVEs. Although also CVSS information is used for statistical modeling, this hypoth-
esis is distinct from those examined in the other two publications. Second, P, examines
the time delays between CVE and CVSS assignments, hypothesizing that the delays are af-
fected by the severity of the corresponding vulnerabilities and efficiency trends across time.
In contrast to Ps, these hypotheses are on the side of the internal MITRE/NVD coordination.
Third, Publication P3 is the most encompassing, bringing the social and technical aspects
of socio-technical vulnerability coordination together. Three questions are examined in the
publication: whether social collaboration aspects, technical characteristics in terms of CWE
and CVSS information, and infrastructural characteristics can statistically explain the coordi-
nation efficiency through the mailing list. Much of the dissertation’s motivation, theoretical
background, and associated literature are also discussed in this publication.

4.2.2 Results

All three datasets examined in the three publications use CVEs and CVSS scores from the
NVD. This database is the sole data sources for P4. Publication P5 uses security advisories
and information about product releases as additional data sources. The most comprehensive
dataset is examined in P3. In addition to CWE variables, the publication uses a number of
variables to model the socio-technical aspects of CVE coordination delays. Among these are
social network variables about the individuals who participated in the coordination and in-
frastructural variables, such as references to bug tracking and version control systems, other
vulnerability databases, and other coordination channels and information channels histori-
cally used in open source software development. In total, nearly fifty independent variables
are used to model the delays of well over fine thousand CVE allocations that were done
through the open mailing list between 2008 and 2016. As can be observed from Fig. 11,
on average, these delays were gain sensible. The median was fifteen days. However, the
distribution has a long tail; the standard deviation is as much as 147 days. A few outlying
CVEs took even as long as over four years to appear in the NVD. These cases justify the
publication’s rationale.

Ordinary least squares and quantile regression (with and without LASSO) are used to
estimate the delays in P3. According to the results, social aspects and communication prac-
tices, coordination infrastructures, and the technical characteristics of the vulnerabilities co-
ordinated all affect the CVE allocation delays. However, the strength of the statistical evi-
dence follows the order of the listing; social aspects tend to overweight but not overrule the
more technical aspects of the CVE coordination efficiency. Strong effects are also present
for control variables used to account for the annual variation. In particular, weekends tend
to increase the delays slightly. Based on regularization with LASSO, none of the CVSS and
CWE variables used retain their statistical effects. Although it is impossible to strictly re-
ject the effects of the technical characteristics, the social dimension seems to matter more.
Implicitly, this result supports the earlier results about vulnerability disclosure and the theo-
retical coordination facets discussed in Section 4.2. These include also the famous Conway’s
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Figure 11. CVE Allocation Delays (adopted from P3)
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Figure 12. CVE-CVSS Allocation Delays (adopted from P4)

law; software engineering of a product tends to reflect the social aspect of a team engineering
the product [109]. Although social aspects are not modeled in P4 and P, their results share
certain similarities with Ps.

The delays between CVE and CVSS allocations examined in P4 have a highly similar
distribution (see Fig. 12) with the CVE allocation delays through the mailing list (P3). On av-
erage, the delays have again been short, but, yet again, there is a large standard deviation and a
few extreme outliers. Based on ordinary least squares, negative binomial regression, Poisson
regression, and LASSO, these delays are almost entirely explained by annual trends rather
than the CVSS information itself. In other words, the delays are explained by endogenous,
within-MITRE/NVD factors. The dataset used in the publication is too limited to speculate
beyond this result, but at least a hint toward social aspects is present; human resources are
a plausible hypothesis for further research. In a similar vein, the age hypothesis examined
in Ps is rejected: the age of an operating system software product at the time of issuing a
security advisory does not statistically explain the delay between the advisory and the CVE
identifiers embedded to the advisory. In contrast to P4, however, severity (CVSS) does fair
a little better statistically, suggesting that severe vulnerabilities are coordinated by operating
system vendors slightly faster than more mundane vulnerabilities. Due to an omitted vari-
able bias, nothing can be said about social factors, however. Taken together, the results from
Theme 7T 5 pave the way for the subsequent evolution Theme 7 3.
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4.3 Evolution

The research Question Q3 asks: how software vulnerabilities evolve across software releases?
The question is addressed by the three Publications Pg, P7, and Pg. Of these, P7 is sec-
ondary; it supports the theoretical arguments put forward in Pg but does not address the
evolution Theme 7 3 in itself.

4.3.1 Rationale

Software evolution is a classical research topic in software engineering. The origins of this
research trace to Lehman’s work from the 1970s onward [57]. Evolution is also a classical
topic in software vulnerability research. In particular, the so-called vulnerability discovery
models examine how the (cumulative) amount of vulnerabilities evolve across a product’s
software life cycle [110]. The name of these models is a little misleading, however. Building
on the long tradition of software reliability growth models [7], the models do not address
discovery itself—in the sense of Fig. 7 and the actual finding of vulnerabilities—but instead
model the evolution of these with curve fitting methods. The theoretical context is usually
framed to well-established software products, such operating systems that have a long life
cycle. As is further discussed in Pg, the theoretical assumption is that the growth of soft-
ware vulnerabilities slows down as software products age. Similar idea is present in software
testing and reliability engineering. In a sense, furthermore, the idea is similar to the age
hypothesis examined in Py, although coordination is not the theme examined by the vul-
nerability discovery models. Given the theoretical and empirically verifiable assumption of
decelerating growth, the theoretical but empirically difficult explanation relates to incentives.
In essence: the growth tends to follow the popularity of a product, and, therefore, there are
no strong incentives to find vulnerabilities from old products as the user bases of these prod-
ucts decreases as they age. When the phase-out stage in Fig. 6 is reached, the incentives
start to diminish, which, however, does not mean that all incentives would be gone; there are
always deployments that use outdated and deprecated software products. As was noted in
Section 2.5.2, vulnerabilities are analytically almost immortal. They seldom die; there are
exploitable software products deployed in the Internet even after decades.

There is a difference between Pg and rest of the nine publications: the publication seeks
to replicate earlier results about S-shaped growth curves [111]. Replications have become in-
creasingly important also in empirical software engineering, particularly in order to improve
generalizability [112]. In contrast, Publication P~ pursues a novel idea by modeling vulnera-
ble and non-vulnerable software releases across sequences of releases. Instead of cumulative
growth over continuous time, the evolution is seen as a binary-valued state machine. By a
theoretical assumption, a current release, or a future release, tends to be vulnerable if a past
release has been vulnerable, or several past releases have been vulnerable. Also the units
of analysis differ from Py in that typically only short-lived releases of Python packages are
examined. Prior to the publication, there was no directly comparable previous research on
the idea of state changes in the empirical software vulnerability research domain.

4.3.2 Results

The dataset examined in Pg covers numerous operating system releases from Red Hat Linux
and Microsoft Windows. Instead of CVEs, the dataset is assembled by the security advisories
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released by these two vendors. These correspond with patches released for the products. As
is often the case, a single patch release may fix multiple vulnerabilities particularly in the op-
erating system context. Although the operationalization does not strictly measure the growth
of individual vulnerabilities across time, the theoretical premise about S-shaped, sigmoidal
growth applies. The operationalization allows to further test a hypothesis that also normal,
non-security, bug fixes tend to follow a similar growth curve than the security bug fixes re-
leased for vulnerabilities. The three growth curves illustrated in 13 are used to examine these
hypotheses. Of these, the one Gompertz formulated in the 1920s and the logistic growth
curve are similar except with respect to their different inflection points at which the growth
starts decelerate. Both contain three parameters.
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Figure 14. Example Growth Curve Estimations (adopted from Pg)

Based on non-linear least squares estimates, the two sigmoidal growth curves apply well
to the dataset. The Gompertz growth curves yields better estimates for many products, sug-
gesting that the inflection points tend to occur before the midpoint postulated by the logistic
growth curve. But given the large amount of products examined, there are some outliers
for which also linear growth is appropriate; such an example is shown on the left-hand side
plot in Fig. 14. However, as the right-hand side plot hints, the linear model is generally
ill-suited for most products. Similar observations apply to conventional non-security patch
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releases. All in all, the earlier results replicated in Pg are well-supported. As with the ear-
lier results [111], the theoretical assumption about incentives can be explained neither with
the datasets examined nor the growth curves estimated. In other words, the theoretical as-
sumption is well-supported but the theoretical explanation is not. To indirectly patch this
limitation, Publication Pg examines vulnerabilities in WordPress plugins with an assumption
that more vulnerabilities are discovered and disclosed for popular plugins. Based on a dataset
of about 1.6 and 2.6 thousand plugins and vulnerabilities, respectively, and estimation with
the negative binomial and logistic regression models, the popularity hypothesis holds ground;
multiple vulnerabilities are typically discovered from those plugins with wide online deploy-
ments. In other words, there are no strong incentives to devote time and effort to discover and
disclose vulnerabilities from software that is not widely used. This result provides indirect
support also for Publication Pg.

The other publication addressing the evolution theme, P, uses a dataset containing over
five hundred vulnerabilities that have affected over three hundred Python packages. Estima-
tion across the packages’ release histories is carried out with first-order Markov chains and
so-called autologistic regression model. The results are exceptionally good. If, for brevity, the
results are simplified as a classification problem that a current release is vulnerable given past
releases, the prediction accuracy is as high as 0.99. Although the result is partially explained
by the fact that many of the vulnerabilities have affected all previous releases, the level of
accuracy is still rare in empirical software engineering. The good statistical performance
provides also means to contemplate practical foresight applications based on packages’ re-
lease histories. Practical applications motivate to turn into the final automation Theme 7 4.

4.4 Automation

The practical problems outlined in the disclosure and coordination Themes 7 and 79, as
well as the results regarding the evolution Theme 7 3, motivate to consider technical software
solutions that may improve the socio-technical coordination of software vulnerabilities. The
research Question Q4 asks about prospects for such automated technical solutions. Thus,
prototype-like software solutions, which reflect but do not necessarily fulfill the solution-
seeking rationale noted in 3.2, are examined in the two Publications Py and P1j.

441 Rationale

Empirical software engineering has a long history for classifying bugs. There is a solid ratio-
nale behind the research: many software projects, including open source projects in particular,
receive a large amount of bug reports daily. Given that many of these are duplicates, invalid,
or even spam—yet many are also important and well-assembled, automated prioritization so-
lutions may improve manual triaging, which may further translate into faster bug resolution
times [62]. This rationale again reflects the analytical life cycle thinking. Thus, security bugs
and vulnerability databases are not exceptions. To this end, Py examines the classification
of exploits for web vulnerabilities by using existing meta-data and text mining features. In
addition to triaging, there are indirect but generally related arguments justifying the rationale.
Improvements for traceability between information sources is one [22]. Threat intelligence
is another: similar text mining techniques could be used to classify security information har-
vested from the open Internet with web crawling.

Publication P continues the same text mining theme. Instead of examining triaging in
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terms of database inputs, however, the goal is to examine how well text snippets embedded to
CVEs can be mapped to categories in the CWE framework. Although the rationale is similar
to Py, the focus on CVEs and CWEs places the publication into the within-MITRE/NVD
coordination, and, thus, to the coordination Theme 7 5 discussed in Section 2.3. Poten-
tial decreases of the associated coordination delays provide the practical justification. In
general, text mining applications have been common in the software vulnerability research
domain [22; 113], although there exists no existing research regarding the particular topics
examined in Publications Pg and P1g.

4.4.2 Results

The dataset examined in Py is based on the EDB, which is also used in P;. To simplify the
statistical analysis, the publication only considers binary-valued categories of web exploits
and exploits for web applications written with the PHP programming language. Although
the approach is not realistic for practical applications, which would require a multi-class
classification approach, it is sufficient for testing the general prospects for a more thorough
prototype. Against this backdrop, the main motivation for the statistical computation is to
evaluate performance improvements brought by text mining features against existing meta-
data information. This evaluation approach reflects the practical rationale: the text mining
features should bring large improvements to be useful for actual solutions. These features are
constructed in two steps. First, the conventional “bag-of-words” approach is used with a fairly
standard preprocessing routine. As the textual entries in EDB contain both natural language
and programming code, two separate corpora are used: lemmatized English words and other,
non-lemmatized tokens. The latter contain not only programming code but also technical
terms and associated slang. Then, in order to reduce the dimensionality, the latent Dirichlet
allocation method (LDA) is applied for both corpora by using & = 5, 10, . . ., 50 topics. Each
exploit is classified to the two dominant topics. Given the existing 38 meta-data features,
the classification performance increases with the two LDA-based features are summarized in
Table 2. There are improvements for both the web and PHP categories. For the former, in
particular, about forty LDA topics yield large improvements, resulting in accuracy of about
0.914.

Table 2. Classification Performance in Pg

Accuracy

Topics  Features Web [95 % Cls] PHP [95 % CIs]

0 38 0.788 [0.765, 0.810] 0.742 10717, 0.766]

5 40 0.895 [0.877,0.911] 0.843 [0.821, 0.862]
10 40 0.910 [0.893, 0.925] 0.861 [0.841, 0.880]
20 40 0.920 1[0.904, 0.935] 0.888 [0.869, 0.905]
30 40 0.912 [0.894, 0.927] 0.881 [0.862, 0.898]
40 40 0.914 10.897, 0.929] 0.863 [0.843, 0.882]
50 40 0.913 [0.896, 0.928] 0.878 [0.858, 0.895]

Publication P is based on the same “bag-of-words” approach by using a dataset as-
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Figure 15. Precision for CVE-CWE Mappings (adopted from P1)

sembled from the CWE database on one hand and the commercial Snyk database [114] on
the other. The scope is limited to those a little over a hundred CWEs that are present also
in the NVD via CVE identifiers. The Snyk database tracks web vulnerabilities in different
language-specific repositories, four of which are included in the publication. Given these data
sources, the goal is to compare simple CVE/CWE regular expression matches against infor-
mation retrieval techniques. Although there is no available ground truth, a regular expression
is assumed to provide a decent enough confidence that an entry in the Snyk database maps to
a given CWE either directly or indirectly via a CVE. Given again a rather conventional pre-
processing routine, the information retrieval is based on five conventional weighting schemes.
In addition, the so-called latent semantic analysis (LSA) is briefly examined. The maximum
cosine similarities are used to map the Snyk entries to the CWE entries. Unlike with Py, the
overall matching is poor. As seen from Fig. 15, the precision—the share of similar matches
between the regular expression and information retrieval approaches—remains below 0.25.
Although better values are obtained for some individual repositories, these cannot be con-
sidered promising for practical applications. This negative evaluation result is similar to the
rejection of the knowledge-seeking deductive hypothesis examined in Publication P5. But,
as always, negative results pave the way for improvements; these provide valuable knowledge
about what does not work.
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Discussion

The following summarizes the conclusions reached for the four research questions, discusses
the limitations and contributions, and finally concludes with a few remarks about future re-
search directions on vulnerability coordination.

5.1

Conclusions

The five Themes amounted to five Claims and four research Questions, as enumerated in
Chapter 1 and Subsection 2.6. Before reconsidering the claims in Subsection 5.3, the Answers
(A) to these Questions can be briefly summarized as follows.

Ay

As

The first Q; asked about the efficiency of vulnerability disclosure and the problems hin-
dering the efficiency. With two case studies about direct and coordinated disclosure, the
efficiency has been good—when disclosure has worked to begin with. In other words,
various historical problems were also identified, including those related to communi-
cation, software life cycles, and software quality. There are good reasons to assume
that similar problems continue to cause problems particularly for direct disclosure. Ac-
cording to the results, a particular problem related to the reluctance of many vendors
to engage with disclosure, whether direct or coordinated. These results bespeak about
the lack of forceful incentives discussed in Section 2.4. Given the increased impor-
tance of the market-based disclosure mechanisms, there are also good reasons to suspect
that at least some of the problems have been successfully remedied. Another aspect re-
lates to legislations enacted or emerging in some countries. Given these points, it can
be argued—or at least hypothesized—that the socio-technical multi-stakeholder gov-
ernance of vulnerability disclosure is slowly moving from informal norms to formal
institutional practices. A further important theoretical conclusion is that the direct and
coordinated disclosure types (cf. Fig. 3) are not as straightforward as often presented in
the existing literature. In particular, also direct disclosure have often involved different
third-parties, suggesting that it and the coordinated disclosure types intervene in prac-
tice. Thus, in general, more analytical types such as those in Fig. 4 seem theoretically
more fruitful.

The second Question, Qs, continued the disclosure Theme 7 ; by asking about coor-
dination efficiency of CVE identifiers, CVSS severity scores, and security advisories.
With three case studies, the efficiency can be again concluded to be good. Given the the-
oretical socio-technical viewpoint pursued, the social aspects can be seen to overweight
but not overrule the technical aspects of coordination. Although endogenous factors are
strongly present—theoretically unmotivated longitudinal control variables strongly con-
tribute to the efficiency, the technical characteristics of the vulnerabilities coordinated
are still less relevant particularly with respect to CVEs and CVSS scores. Furthermore,
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the age of operating systems products neither shorten or lengthen the coordination de-
lays. In general, the overall efficiency indicates that the “shared bus” model in Fig. 4
is not necessarily theoretically worse than the “hub-and-spoke” model. Taken together,
these conclusion connect vulnerability coordination to classical theories about coordi-
nation in software engineering. Whether it is the coordination of abstract identifiers for
vulnerabilities or the development of a software product, team structures, communica-
tion practices, media and tools used for the coordination and communication, and other
related socio-technical factors are fundamental for efficiency.

The third Q3 asked how software vulnerabilities evolve across time. Two case studies
were used to answer to the question, the other based on continuous calendar time and the
other on discrete time across software release. The first case study replicated an existing
result: the cumulative amount of vulnerabilities discovered and disclosed for particular
operating system products follows sigmoidal growth curves, including the logistic and
Gompertz growth curves in particular. The second case study demonstrated a high sta-
tistical accuracy for predicting whether a current software release is vulnerable based on
past releases. Both studies reinforce the importance of software life cycles for explain-
ing the evolution of software vulnerabilities. These results align with .4; not only in
terms of software life cycles but also in terms of incentives. Although empirically dif-
ficult to verify, particularly the former case study points toward a lack of incentives for
discovering vulnerabilities from old software products. More generally, popularity of a
software product matters for incentives, and decreasing popularity decreases incentives.
This theoretical explanation was further examined by a third case study, which showed
that multiple vulnerabilities are more likely to be found from popular software add-ons
than from unpopular ones. When again interpreted against the broader socio-technical
framework, the results and theorization can be interpreted to weaken the technical as-
pects. In particular, software quality is not necessarily a major force behind discovered
and disclosed vulnerabilities. Unpopular software with poor quality may well contain
more vulnerabilities than popular high-quality software, but this assertion does not nec-
essarily imply that more vulnerabilities would be discovered and disclosed from such
software products. The robust empirical findings from the three case studies also pin-
point to potential practical improvements in terms of release engineering, prioritization,
and automation.

The fourth Q4 asked about potential for automation in order to improve the efficiency of
vulnerability coordination. Here, potential was framed as a solution-seeking prototype
instead of a complete software solution. To this end, two case studies were presented to
demonstrate such potential. The first case study examined the classification of exploits
for web vulnerabilities. By relying on text mining techniques and a machine learning
classification algorithm, notable improvements were observed from the inclusion of the
variables constructed via text mining. This improvements suggest a potential for prac-
tical applications. Although fully automated solutions may not be realistic, already a
semi-manual classification could bring efficiency improvements; a human could quickly
verify the automated classification of inputs to the database in question. Such an ap-
proach would likely further improve the efficiency. In a stark contrast, the second case
study demonstrated only poor performance for mapping more or less unstructured vul-
nerability information automatically to CWEs. Given the deductive research strategy
used for the case study (see Table 1), the poor performance can be equated to a negative
result; the applied solution presented cannot be concluded to work sufficiently even as
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a prototype. Further research is required in this regard. Finally, it is worth mentioning
the automation potential implicitly discussed in P». The clustering of disclosure notifi-
cations across software vendors could be potentially automated to improve efficiency.

What do these answers tell about socio-technical governance in general? As was dis-
cussed in Section 2.2, institutions change slowly and norms even more slowly. The answers
reached can be reflected against this tardiness. In many ways, Answer A5 about the coordina-
tion of vulnerability artifacts resembles the classical answers given for software engineering
coordination in general. Coordination is about managing dependencies, which are unavoid-
able in software engineering but which also cause inefficiencies [26; 27]. Although there is
always a room for improvements, efficiency was generally concluded to be good across all
case studies addressing it. Therefore, it is perhaps more relevant to note that the actual coordi-
nation practices have remained surprisingly stable over the years. Although the coordination
channel examined in P35 has been replaced by other mechanisms, CVEs, CWEs, and CVSS
scores are still largely coordinated and managed like they were a decade ago. Although some
initiatives have been taken, also automated solutions (.A4) are still rare for vulnerability co-
ordination and associated tasks. By and large, the same can be said about bug tracking in
general. Also Answer .4; about vulnerability disclosure can be reflected against the slow-
ness of changes. And although some of the problems identified—including the reluctance
of many vendors to engage in vulnerability disclosure—have been partially remedied by the
new market-based models discussed in Section 2.4, these models can be interpreted to be
fairly conservative in their coordination practices. Even today, many of the models can be
reduced to the analytical types in Fig. 4, or to some variations of these types. Despite the
argued trend toward institutionalization, the underlying coordination practices have remained
quite stable. The same applies to cultural and social norms. Finally, it is even a small surprise
that CVEs have retained their position as the only globally recognized identifiers for vulnera-
bilities. The same goes for the allocation of these via MITRE and the systematic archiving of
these to the NVD. Although the European Union has recently announced a goal for European
vulnerability coordination, the general slowness of institutional changes and the results pre-
sented allow to expect that the traditional arrangement will continue in the foreseeable future.
Socio-technical governance changes slowly.

5.2 Limitations

Different validity concepts are commonly used to assess empirical software engineering re-
search [115]. Among these are external, internal, and construct validity. Although there are
no universally accepted definitions [116], validity, in essence, means that a given operational-
ization of a variable, or a set of variables, really measures what is intended to be measured.
Reliability, in turn, basically means that a variable operationalized measures consistently the
same object across different measurement periods. While these concepts are related, interven-
ing with each other, reliability is generally a lesser concern for the ten publications included
in the dissertation. As was noted in Section 3.3, these can be placed to the mining of software
repositories genre of empirical software engineering research. Within this genre, unlike in
survey research for example, consistency is usually archived due to the archival data. There
are some exceptions, such as when a project changes a version control system [117], but
these do not affect the publications. Although all ten publications further address their own
limitations in more detail, the three validity concepts provide a good way to summarize some
main limitations.
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External validity means that a sample is representative and can be generalized to some
larger population. This requirement is generally unattainable in case study research. In fact,
it is arguably unattainable in software repository mining in general. Even big data analy-
sis, such as research based on GitHub repositories, cannot be generalized to a theoretical
population of all software projects; the repositories mined are typically biased toward open
source projects, and so forth. Nevertheless, external validity can be achieved in case study
research by focusing on an “analytical generalizability” toward a theory instead of a popula-
tion [118]. In this regard, A;, A2, Az, and A4 each provide some analytical generalizability
toward 71, T2, T3, and T 4, and together these provide analytical generalizability toward the
middle-range theory of socio-technical coordination of software vulnerabilities. There is also
variance among the individual publications. For instance, P¢ replicates existing empirical
research, thus providing further support for the theoretical arguments made about sigmoidal
growth of vulnerabilities across products.

Construct validity is close to the traditional meaning of validity: a concept and its oper-
ationalization have construct validity if it and its operationalization describe what is claimed
to be investigated. In other words, to borrow the terminology from Section 3.1, the concept
and its operationalized, concrete representation accurately describe the mind-independent re-
ality observed in a given study. This kind of validity is generally a problem for the mining
of software repositories. The reason is simple: unlike in survey research, controlled exper-
iments, or related research setups, it is impossible to predefine the constructs of interest as
these are dependent on the technical characteristics of the repositories mined. If something
is not logged or otherwise recorded in a given software repository, it cannot be directly ob-
served to begin with. Particularly Publications P; and P3 discuss these construct validity
issues in detail with respect to vulnerability coordination. A general limitation relates to the
analytical vulnerability life cycles; many of the events in Fig. 7 cannot be measured rigor-
ously. Nevertheless, it should be emphasized that while construct validity may be slightly
problematic in some of the publications, software repositories usually still provide a more
robust data source than survey research or related research setups. When a given construct
can be properly operationalized, it can be also accurately measured; there are no selection
biases or other problems that are typical to human subject research.

Internal validity refers particularly to causal assumptions between constructs and their
valid empirical verification. Here, valid empirical verification refers to generally sound em-
pirical reasoning, whether based on qualitative or quantitative analysis. Although a causal
analysis is not the intention in most of the publications, internal validity is still a concern par-
ticularly for the explanatory, hypothetico-deductive publication set { P3, P4, P5, Pg, Ps }-
Within this set, with the possible exception of Pj, the soundness of statistical computing is
particularly well-considered. As seen from Fig. 8, the publications in the set use multiple re-
gression methods, and even the non-linear least squares analysis in Py is accompanied with
multiple robustness checks. When compared to the external and construct validity threats,
internal validity is arguably a lesser concern for the publications included in the dissertation.
In general: if a concept has construct validity issues, it is already problematic in terms of
internal validity, irrespective of a statistical or a qualitative method.

5.3 Claims and Takeaways

All research contributes something, including solution-seeking, practically oriented research.
If practical solutions or prototypes thereto constitute a contribution, so do theory-advancing,
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knowledge-seeking research results. To this end, the eight Publications from P; to Pg to-
gether all support the first Claim C;. In other words, vulnerability coordination is best under-
stood as a socio-technical phenomenon; it cannot be reduced to technical aspects only. Dif-
ferent incentives—and disincentives—are important in this regard. Whether it is vulnerability
disclosure or the evolution of vulnerabilities across software product lines (Cy4), the participat-
ing actors have different incentives and disincentives for their participation—or lack thereof.
Vendors have still been reluctant to participate in vulnerability disclosure; vulnerability dis-
coverers seldom devote effort and time to find vulnerabilities from old software products;
and so forth. These disincentives shape the social aspects underneath vulnerability coordi-
nation. Like software engineering in general, vulnerability coordination is a social activity;
consequently, also the problems and obstacles are largely social instead of technological, as
asserted by Claim C3. However, the problems should not be overemphasized; historically, to
put outliers aside, when coordination has worked well, it has been also relatively efficient, as
asserted by Claim C». Like in many software engineering phenomena, the efficiency can be
characterized to represent a long-tailed probability distribution; the inefficiencies are repre-
sented by a minority group located at the distribution’s tails.

Although there are still no formal constraints, such as mandatory disclosure schemes or
software liability laws, the problems and disincentives have been increasingly addressed by
different market-based solutions such as bug bounties. Yet these have retained the multi-
stakeholder governance model for vulnerability coordination. The point is important. Unlike
traditional, commercial software engineering, vulnerability coordination cannot be analyzed
as a closed socio-technical system. Instead, it is an open socio-technical system governed by
multiple stakeholders. Although not in the dissertation’s scope, the openness becomes more
evident when also threats, attacks, and other information security concepts are considered.

The final Claim C5 was about automation and its potential efficiency improvements. The
evidence presented is a little mixed in this regard. Although the two prototype-like solutions
proposed did not both fully establish efficiency advances, automation in itself can be argued
to still offer benefits. Even open socio-technical systems can adapt to new circumstances.
Innovations are possible, especially when considering that the environment for vulnerability
coordination has mostly remained relatively stable over the decades.

5.4 Concluding Remarks

This dissertation addressed vulnerability coordination through several case studies. In ad-
dition to addressing the limitations briefly discussed, four paths for further research seem
prolific. First—as discussed in Publication P, further research is required to examine dis-
tinct coordination practices instead of comparing the practices across multiple analytical co-
ordination models. Here lies also the strength of case studies, which expose nuances better.
Second—as discussed in the same publication, further research is required to examine the
policy side, including the existing and emerging legal frameworks for vulnerability disclo-
sure, which has always been a controversial topic with respect to discoverers and their legal
status when disclosing new vulnerabilities. This policy-related research extends the already
interdisciplinary research field toward social sciences, including information security eco-
nomics but limited to it. Third, the automation potential should be further examined. Here,
the NVD together with the CVE, CWE, and CVSS frameworks establish a good target for
further data mining examinations. Fourth, little is known about the viewpoints and concerns
among practitioners. Survey research would offer a decent path for guiding further solution-
seeking applications.
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