
 

 

Operationalizing Transparency and Explainability 

in Artificial Intelligence through Standardization 

 

 

 

 

 

 

Information Systems Science 

Master's thesis  

 

 

 

Author: 

Panu Tamminen 

 

Supervisor: 

Ph.D. Matti Minkkinen 

 

19.5.2022 

Turku 

  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The originality of this thesis has been checked in accordance with the University of Turku 

quality assurance system using the Turnitin Originality Check service.  



 

Master's thesis 

 

Subject: Information Systems Science (ISS) 

Author: Panu Tamminen 

Title: Operationalizing Transparency and Explainability in Artificial Intelligence through 

Standardization 

Supervisor: Ph.D. Matti Minkkinen 

Number of pages: 105 pages + appendices 3 pages 

Date: 19.5.2022 

 

Abstract 

As artificial intelligence (AI) has developed, it has spread to almost every aspect of our society, 

from electric toothbrushes and telephone applications to automated transportation and military 

use. As AI becomes more ubiquitous, its importance and impact on our society grow continuously. 

With the pursuit and development of more efficient and accurate artificial intelligence 

applications, AI systems have evolved into so-called “black box” models, where the operation 

and decision-making have become immensely complex and difficult to understand, even for 

experts. As AI is increasingly applied in more critical and sensitive areas, such as healthcare, for 

instance in support of diagnoses, the lack of transparency and explainability of these complex 

models and their decision-making has become a problem. If there is no understandable 

argumentation backing up the results produced by the system, its use is questionable or even 

ethically impossible in such areas. Furthermore, these AI systems may be misused or behave in 

very unexpected and potentially harmful ways. Issues related to the governance of AI systems are 

thus more important than ever before. 

Standards provide one way to implement AI governance and promote the transparency and 

explainability of AI systems. This study sets out to examine how the role of standardization in 

promoting AI transparency and explainability is perceived from an organizational perspective and 

what kind of AI transparency and explainability needs are identified among different 

organizational actors. In addition, efforts will be made to identify possible drivers and barriers to 

the adoption of AI transparency and explainability standards. 

The research has been carried out by interviewing representatives from a total of 11 different 

Finnish organizations working in the field of AI. The data gathered from the interviews has been 

analyzed using the Gioia method. Based on this analysis, five different roles for standards were 

identified regarding the promotion of explainability and transparency in AI: 1. Facilitator, 2. 

Validator, 3. Supporter, 4. Business enhancer, and 5. Necessary evil. Furthermore, the identified 

AI transparency and explainability needs are composed of the needs for ensuring general 

acceptability of AI and risk management needs. Finally, the identified drivers for adopting AI 

transparency and explainability standards comprise the requirements of the operating 

environment, business facilitating drivers, and business improvement drivers, whereas the 

barriers consist of the lack of resources, lack of knowledge and know-how, downsides of 

standardization, and incompatibility of standardization and AI. 

In addition, the results showed that the implementation of possible standards for AI transparency 

and explainability is largely driven by binding legislation and financial incentives rather than 

ethical drivers. Furthermore, building trust in AI is seen as the ultimate purpose of transparency 

and explainability and its standardization. This dissertation provides an empirical basis for future 

research regarding the need for AI standardization, standards adoption, and AI transparency and 

explainability from an organizational perspective. 

 

Key words: Artificial intelligence, AI, explainability, transparency, standards, standardization, 

AI governance.  
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Tiivistelmä 

Tekoäly on kehittyessään levinnyt lähes kaikille yhteiskuntamme osa-alueille aina 

sähköhammasharjoista ja puhelimen sovelluksista liikenteeseen ja maanpuolustukseen. Laajan 

leviämisen seurauksena sen merkitys ja vaikutus yhteiskunnassamme on kasvanut jatkuvasti sekä 

jatkaa yhä kasvamista. Tehokkaampien ja tarkempien tekoälysovellutusten tavoittelun ja 

kehityksen myötä AI-sovellutuksista on kehittynyt niin sanottuja ”black box” -malleja, joiden 

toiminta ja päätöksenteko on hyvin monimutkaista ja vaikeasti ymmärrettävää jopa alan 

asiantuntijoille. Kun tekoälyä aletaan kehityksen myötä yhä enenevissä määrin soveltamaan myös 

kriittisemmillä ja sensitiivisemmillä osa-alueilla kuten esimerkiksi terveydenhuollossa 

diagnoosien tukena, ongelmaksi nousee näiden monimutkaisten mallien avoimuuden puute ja 

saatujen tulosten läpinäkyvyys ja selitettävyys. Jos tekoälyn tuottamalle tulokselle ei löydy 

perusteluita, sen käyttö on hyvin hataralla pohjalla ja eettisesti jopa mahdotonta tällaisilla aloilla. 

Samaan aikaan tekoälyä voidaan käyttää väärin tai se voi käyttäytyä hyvinkin odottamattomilla 

ja mahdollisesti haitallisilla tavoilla. Tekoälyjärjestelmien hallintaan liittyvät kysymykset ovat 

siten tärkeämpiä kuin koskaan ennen.  

Standardit tarjoavat yhden keinon toteuttaa tekoälyn hallintaa ja edistää tekoälyjärjestelmien 

läpinäkyvyyttä ja selitettävyyttä. Tässä tutkimuksessa pyritään tutkimaan miten standardoinnin 

rooli tekoälyn läpinäkyvyyden ja selitettävyyden edistämisessä koetaan organisaatioiden 

näkökulmasta ja millaisia tekoälyn läpinäkyvyyden ja selitettävyyden tarpeita eri sidosryhmien 

keskuudessa tunnistetaan. Lisäksi pyritään selvittämään mitkä ovat mahdollisia ajureita ja esteitä 

tekoälyn läpinäkyvyys- ja selitettävyysstandardien käyttöönotolle.  

Tutkimus on toteutettu haastattelemalla yhteensä 11 eri tekoälyn parissa työskentelevän 

suomalaisen organisaation edustajia. Haastatteluista saatu aineisto on analysoitu Gioia-

menetelmää hyödyntäen. Tämän analyysin perusteella tunnistettiin yhteensä viisi eri standardien 

roolia tekoälyn selitettävyyden ja läpinäkyvyyden edistämisessä: 1. Fasilitaattori, 2. Validaattori, 

3. Tukija, 4. Liiketoiminnan edistäjä ja 5. Välttämätön paha. Lisäksi analyysin perusteella 

tunnistetut tekoälyn läpinäkyvyys- ja selitettävyystarpeet koostuvat tekoälyn yleisen 

hyväksynnän saavuttamisen tarpeista ja riskienhallintatarpeista. Tunnistetut tekoälyn 

läpinäkyvyys- ja selitettävyysstandardien käyttöönoton ajurit sisältävät toimintaympäristön 

vaatimukset, liiketoimintaa edistävät ajurit ja liiketoiminnan parantamisen ajurit, kun taas 

tunnistettuja esteitä ovat resurssien puute, tiedon ja taitotiedon puute sekä standardoinnissa 

tunnistetut huonot puolet, sekä standardoinnin ja tekoälyn yhteensopimattomuus. 

Lisäksi tulokset osoittivat, että mahdollisten tekoälyn läpinäkyvyys- ja selitettävyysstandardien 

käyttöönotto on eettisen ajureiden sijaan pitkälti pakottavan lainsäädännön ja taloudellisten 

kannustimien johdattelemaa. Tekoälyn läpinäkyvyyden ja selitettävyyden sekä sen 

standardisoinnin perimmäisenä tarkoituksena nähdään olevan luottamuksen saavuttaminen 

tekoälyä kohtaan. Tämä tutkielma tarjoaa empiirisen tietoperustan tulevalle tekoälyn 

standardoinnin, standardien käyttöönoton ja tekoälyn läpinäkyvyyden ja selitettävyyden tarpeiden 

tutkimukselle organisaationäkökulmasta. 

 

Avainsanat: Tekoäly, AI, selitettävyys, läpinäkyvyys, standardit, standardointi, tekoälyn 

hallinto, AI governance.  
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1 Introduction 

1.1 Background 

Artificial intelligence (AI) is a powerful general-purpose technology (Klinger et al. 2021) 

with an increasingly vast array of applications and means of utilization. AI can be seen 

as a broad set of computational methods that aim to increase the accuracy, speed, or level 

of machine decision-making, resulting in capabilities that can supplement, replace, or 

improve human work performance (Maas 2021). Though, AI has been around now – in 

one form or another – for more than half a century it is still considered very much an 

emergent technology (Zielke 2020) with rapid and revolutionary developments having 

occurred during the last few decades making it “one the most promising sectors within 

ICT” (CEN-CENELEC: “Artificial Intelligence” 2021). As an emergent technology AI 

has already dramatically changed working life and society at large and may potentially 

be the next revolutionary technological breakthrough in human history (Makridakis 

2017). It offers prospects for faster and more potent growth in economic productivity (see 

Klinger et al. 2021) as well as a significant improvement in the general standards of living 

(Gibbons 2021). The development and utilization of AI and the technology encompassed 

within have a lot of possibilities and potential for future change. It can help in solving 

major global problems, such as climate change (Bamdale et al. 2021), and enable 

economic growth (Nosova et al. 2022), but the exploitation of AI is also associated with 

ethical challenges at different levels of society. 

As with most revolutionary inventions, the benefits and advantages of AI do not come 

without a cost. The exploitation, development, and wider deployment of artificial 

intelligence challenge policymaking and even introduces whole new and unique problems 

to consider. As new technology becomes more broadly available also its possible risks 

and downsides attract more attention from policymakers, regulatory bodies, and other 

stakeholders (Brownsword & Yeung 2008). The rapid development has led to the point 

where the often stiff and bureaucratic legislation and regimes cannot keep up with the 

progress (see Guihot et al. 2017) causing a variety of ethical problems, and opportunities 

for unruly exploitation of the situation. Some of the most prevalent key concerns in the 

today’s policy environment concerning AI include (Calo 2017):  
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• “Justice and equity”. In what capacity is artificial intelligence able to reflect 

human values such as fairness, accountability, and transparency as well as to avoid 

discriminatory, inequal or biased behavior. 

• “Use of force”. AI system’s decision-making possibilities regarding the use of 

force (e.g., concerning autonomous weapons) and where the responsibility lies. 

• “Safety and certification”. Setting and enforcing standards concerning AI 

systems’ safety – especially when in direct physical interaction with the natural 

human environment. 

• “Privacy and power”. The privacy implications concerning AI in terms of pattern 

recognition and data parity. 

• “Taxation and displacement of labor”. Machines replacing humans in workplaces 

greatly impacting the taxation of work and national social security systems. 

Efforts toward efficient governance of AI, as well as the guidelines, standards, and legal 

regime around it have become increasingly important (see Cath 2018; Floridi 2018). As 

AI systems are applied in a continuously widening range of applications, AI is becoming 

more and more prevalent also in high-risk domains, leading to rising demand to design 

and govern AI in a way that is responsible, non-discriminatory, and transparent. (Cath 

2018.) AI governance aims to help manage and mitigate the concerns or risks aroused by 

artificial intelligence by ensuring that the systems are – along with their own objectives 

– in accordance with the law and AI ethics requirements.  

AI governance is defined as a “system of rules, practices, processes, and technological 

tools that are employed to ensure an organization’s use of AI technologies aligns with the 

organization’s strategies, objectives, and values; fulfills legal requirements; and meets 

principles of ethical AI followed by the organization” (Mäntymäki et al. 2022). Though 

AI governance is still generally considered an immature field (Butcher & Beridze 2019), 

it has gained increasing attention in recent years. There is a growing collection of AI 

governance-related literature addressing ethical frameworks regarding artificial 

intelligence (Floridi 2018; Floridi et al. 2018; A. F. T. Winfield & Jirotka 2018; Yu et al. 

2018; Whittlestone et al. 2019; Wirtz et al. 2020), governing AI through regulation (see, 

e.g., Wachter et al. 2017; Theodorou & Dignum 2020), and technological techniques such 

as algorithmic impact assessment (see, e.g., Metcalf et al. 2021). In conclusion, AI 
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governance is a novel but broad field consisting of various governance mechanisms to 

manage an organization's use of AI, for example through norms, ethical frameworks, 

technical solutions, and legislative measures. 

Standards provide one mechanism of global governance to help organizations better 

govern their AI systems. For example, IEEE Standards Association has the "The IEEE 

Global Initiative on Ethics of Autonomous and Intelligent Systems" (IEEE 2019), 

International Organization for Standardization (ISO) has its own committee for AI 

standardization (ISO/IEC JTC 1/SC 42), as do the European CEN and CENELEC (CEN-

CENELEC JTC 21 ‘Artificial Intelligence’), and there are many other standards 

workgroups and initiatives globally.  

The importance and relevance of standardization for AI – as well as ICT in general – have 

been recognized by multiple researchers and academics (see, e.g., Fomin et al. 2003; 

Cihon 2019; Brundage et al. 2020; Shneiderman 2020; Theodorou & Dignum 2020). 

Furthermore, research on the current state of the AI standardization landscape, as well as 

roadmaps for where it is possibly headed in terms of its development, have already been 

laid out during the past few years, creating an overview of existing standardization 

activities in the field (see, e.g., Cihon 2019; CEN-CENELEC 2020; Ziegler 2020; Zielke 

2020; Frost et al. 2021; Nativi et al. 2021).  

Regardless of the growing global efforts and attention toward AI governance as well as 

the standardization and regime in the field of AI, it is still in its very early stages. This 

also applies especially to research conducted on the standardization of AI, its adoption by 

organizations, and its relevance as a governance mechanism for emergent technologies 

such as AI systems. In particular, we know very little about how organizations perceive 

standardization as a form of AI governance. Therefore, it is a field requiring more 

research since there is a lot of uncertainty in the air on how to tackle the problems 

emerging alongside the rapid development of AI. Moreover, it is important and interesting 

to conduct research in this area at this early stage, when AI governance and 

standardization is still in its infancy, and the standardization and related technology can 

still be influenced. 

The focus of this thesis is on exploring the role and importance of standardization as an 

AI governance mechanism – in particular, delving into AI transparency and explainability 

from an organizational point of view. Furthermore, I will be looking into the 
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organizational needs for AI transparency and explainability; the related AI standards; as 

well as possible drivers and barriers impacting their adoption. Therefore, for instance, the 

standardization process itself (cf. Fomin et al. 2003) and giving a comprehensive 

overview of the AI standardization landscape are left outside the scope of this thesis. 

In addition, taking into consideration the immaturity of the field, this thesis seeks to 

spread awareness by contributing to the promotion of AI transparency and explainability 

by empirically exploring how various organizations in the Finnish AI landscape perceive 

the role of AI transparency and explainability standardization in this promotion. By 

identifying the institutional perspective on these kinds of AI standards, this study will 

provide more insight on standards suitability for AI governance on a more practical and 

pragmatic level as well as what are the organizational expectations for the standards under 

development. This research will also work as a steppingstone for subsequent research to 

build upon and hopefully encourage further and more broad studies in this area. 

1.2 Research questions 

This master’s thesis aims to answer the following research question and sub-questions: 

• How do organizational actors perceive the role of standardization in promoting 

AI transparency and explainability? 

o What kind of AI transparency and explainability needs are identified 

among the organizational actors? 

o What are the possible perceived drivers and barriers to adopting AI 

transparency and explainability standards? 

The organizational perception of the role of standardization in promoting AI transparency 

and explainability will be built upon the discovered answers for the two supporting sub-

questions. The organizations’ perceived needs for AI transparency and explainability, 

together with the perceived drivers and barriers to adopting related standards, are seen as 

an integral part of shaping the perceived role of standardization from the organizational 

point of view. 

The remaining chapters of the thesis will proceed as follow. In chapters 2 and 3, I will go 

through and define the underlying concepts related to the research questions. These 

concepts will comprise artificial intelligence, AI transparency, explainable AI, standards, 
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and standardization. Furthermore, I will take a closer look at the field of AI 

standardization and the most relevant actors in the field, as well as a brief look at the 

ongoing transparency and explainability related standardization activities up to date. Next 

in chapter 4, I will go through the methodology and research methods utilized in this 

thesis. This is followed by chapter 5, where I present the findings based on the conducted 

analysis. In chapter 6, I present the key findings of this research alongside tying them to 

prior literature and going through the implications and limitations of this study. Finally, 

the last chapter of this thesis forms the conclusion of the research. 
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2 Transparent and explainable artificial intelligence 

Even though a big part of the digital technologies of today are not necessarily novel at 

their core, the recent advances in their development have had transformational effects on 

the world’s societies and the global economy at large. This development has enabled a 

multitude of scientific and technological breakthroughs in different fields spanning from 

“gene sequencing to nanotechnology, from renewables to quantum computing”. It can be 

argued that we are currently taking the first steps into the fourth industrial revolution – 

heavily building upon the previous, so-called, digital revolution. It is driven forward and 

defined by, for instance, the revolutionary changes in the ubiquity and mobility of the 

internet, more advanced and affordable sensors as well as the widespread rapid adoption 

of AI in our everyday lives. (Schwab 2016.) 

In this section, I will start by briefly discussing and defining the underlying concept of 

artificial intelligence. I will then move on to reviewing relevant prior literature regarding 

AI transparency and explainable AI (XAI). 

2.1 Artificial intelligence 

To discuss and delve deeper into explainable or transparent AI it is important to first 

define the concept of artificial intelligence. Artificial intelligence is considered to have 

originated as an academic discipline in the 1950s when it was first defined as a problem 

of “making a machine behave in ways that would be called intelligent if a human were so 

behaving” (McCarthy et al. 1955). Since then, the development of AI has experienced 

some ups and downs, also called “AI springs” and “AI winters” (see, e.g., Dunjko & 

Briegel 2018; Duan et al. 2019; Haenlein & Kaplan 2019). The natural language 

processing tool, ELIZA, developed in the 1960s by Joseph Weizenbaum, is a good 

example of success in the early days of AI. ELIZA was an AI model which was able to 

simulate a simple conversation with a human. Due to similar successes on the AI 

development front, expectations for progress in the next few years were high, leading to 

AI projects receiving significant funding, and the future of the research field looking 

especially bright. However, only a decade later AI research funding was cut off due to 

criticism of the high spending-to-result ratio in the research as well as the drastically 

lowered expectations regarding the level of intelligence machines could ever possibly 



15 
 

achieve, marking the beginning of the first AI winter – a halt in AI development. 

(Haenlein & Kaplan 2019.)  

However, after a few ups and downs, AI has yet again revitalized in the 2010s (Z. Zhou 

et al. 2019) fueled by the power of parallel computing (Mehmood et al. 2019), rapid 

advancements in Big Data technologies (Duan et al. 2019), and breakthroughs made in 

deep learning (Silver et al. 2016; Haenlein & Kaplan 2019; Z. Zhou et al. 2019), among 

other drivers. Nowadays, the first remarkable AI applications, such as the aforementioned 

ELIZA, are considered to be Expert Systems rather than true AI. In this context, Expert 

Systems are referred to as “collections of rules which assume that human intelligence can 

be formalized and reconstructed in a top-down approach as a series of “if-then” 

statements”. (Haenlein & Kaplan 2019.) The recent development of artificial intelligence 

has been so rapid that even the activity considered to be intelligent behavior of machines 

in the mid-2010s, is barely seen as notable today (Kaplan & Haenlein 2019). Therefore, 

the emergence of various differing definitions for AI can be considered a fully expected 

phenomenon. 

In other terms, there is no commonly accepted definition of AI. However, for the purpose 

of this thesis, I will make use of Kaplan and Haenlein's (2019) definition of AI “as a 

system’s ability to interpret external data correctly, to learn from such data, and to use 

those learnings to achieve specific goals and tasks through flexible adaptation”. Further, 

AI relies on methods from machine learning to find underlying rules and patterns using 

external data gathered from IoT or other big data sources. Machine learning, in general, 

is identified as a key component of AI, which refers to methods that enable systems to 

learn without being explicitly programmed. Whereas, AI encompasses a system's capacity 

to comprehend data as well as operate, move, and manipulate objects based on previously 

acquired information. (Kaplan & Haenlein 2019.) 

By utilizing this definition, the aim is to give the reader a clearer and well-defined idea 

of what is considered artificial intelligence in the context of this study. Moreover, this 

research is aimed to drill down into the how’s and why’s of AI and its utilization through 

Kaplan and Haenlein’s definition. Moreover, the focus is on the transparency and 

explainability of AI, meaning that the thesis will be looking more closely into the 

transparency in terms of how the AI applications interpret data, learn from it, and utilize 

it. In addition, attention will be paid to AI-utilizing organizations’ transparency in terms 
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of what kind of data is collected and utilized, for what purpose, and what are the goals of 

the AI applications and their utilization. 

2.2 Transparency 

The widespread and rapid adoption of AI has led to the acceleration of the transition to 

an increasingly algorithmic society (Adadi & Berrada 2018), where opaque AI systems 

(also referred to as ‘black box models’) – such as deep learning models (Gunning et al. 

2019; Barredo Arrieta et al. 2020) – have become more ubiquitous and are increasingly 

being used in high-stakes decision making and predictions (Guidotti et al. 2018). Deep 

learning models, emulating the complex structure and learning capabilities of a human 

brain’s neural network (Jones 2014), are also considered “as opaque as the brain” 

(Castelvecchi 2016). According to Castelvecchi (2016) “instead of storing what they 

[(artificial neural networks)] have learned in a neat block of digital memory, they diffuse 

the information in a way that is exceedingly difficult to decipher” – causing the black-

box problem. This has resulted in a lack of trust and transparency in the ways and 

processes algorithms reach their decisions, which in turn has developed a demand for AI 

systems that are more transparent, explainable and understandable to the stakeholders 

(see, e.g., Adadi & Berrada 2018; Cai et al. 2019; Gunning et al. 2019; Miller 2019; 

Barredo Arrieta et al. 2020; Felzmann et al. 2020). However, due to their complex and 

opaque nature, it is very challenging to explain or understand how they actually work, or 

to interpret the reasoning behind their decision-making (see Adadi & Berrada 2018). The 

opaqueness of these kinds of “black-box” models can be considered a major obstruction 

to the practical deployment and utilization of AI and ML technologies (see Barredo 

Arrieta et al. 2020) as it causes several ethical concerns and a lack of trust in users toward 

the AI systems (Miller 2019). 

To grasp the concept of transparency, we must first understand the problem of 

opaqueness. There are multiple forms of opaqueness which may hinder the 

understandability and interpretability of an AI system resulting in stakeholders losing 

trust in it. ISO/IEC (2020) has identified three forms of opaqueness impacting AI systems 

(cf. Burrell 2016), which are portrayed in the ISO/IEC 24028 standard. The AI may, for 

instance, indicate technical opacity, which refers to the complexity of understanding the 

decision-making process of the system. Furthermore, AI systems’ opacity may also be 

affected by a lack of openness regarding their data source and data. Finally, the AI system 
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might appear opaque to its external stakeholders, if the organizational operations 

involving the AI, for instance, the collection of data or its management, are undisclosed. 

The only approach to alleviate the challenges created by such opaqueness is to incorporate 

transparency across all levels of AI systems. This entails openness on both the technical 

aspects of the AI and the key organizational behaviors that surround them. (ISO/IEC 

2020.) 

Transparency is in a key role in enhancing the trust in AI systems and  the trustworthiness 

of these systems (Hood & Heald 2006; Dignum 2017; AI HLEG 2019; Jobin et al. 2019; 

ISO/IEC 2020) as well as being the most prevalent ethical principle for AI in current 

literature based on a systematic literature review (Jobin et al. 2019).  The construct of 

‘transparency’ is used to refer to the visibility of information regarding the features, 

components, and procedures; the data and data sources (ISO/IEC 2020); design and 

development processes (Vakkuri et al. 2019); and the utilization (Ryan & Stahl 2020) of 

an AI system. Thus, three different types of AI transparency may be identified: 

1) technical transparency, referring to understanding the system’s design, training 

methods, structure, and chain of reasoning behind its operation and decision-

making; 

2) data transparency, referring to understanding why and what data is being 

collected, and from what data source; and 

3) development and utilization transparency, referring to understanding the how’s 

and why’s of the development and use of the AI system in an organization. 

Thus, transparency may also be understood as the opposite of opacity (Lipton 2018) as it 

sheds light on the black box of the AI models – mitigating all forms of opacity identified 

in the ISO/IEC 24028 standard. It allows stakeholders to evaluate the development and 

performance of an AI system against the values they expect the AI to uphold (ISO/IEC 

2020), which varies by stakeholder, for example, the users or creators of the AI systems 

(IEEE 2019). Transparency may therefore have multiple levels of required efficacy, 

serving differing needs of different stakeholders, such as developers, deployers, and users 

of the AI systems (Weller 2019). For a comprehensive list of different forms and goals of 

transparency see Weller (2019). The different stakeholders and their differing needs for 

transparency and explainability are also further discussed in Section 2.3.  
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The importance of AI transparency and explainability has also clearly been distinguished 

by regulatory bodies. For instance, the EU’s General Data Protection Regulation (GDPR), 

which became enforceable in 2018, implies a “right to explanation” giving all individuals 

the right not to be subjected to “a decision based solely on automated processing, 

including profiling, which produces legal effects” concerning the data subject (EU 

General Data Protection Regulation). However, the right to explanation has faced critique 

regarding its legal status and feasibility (see, e.g., Mendoza & Bygrave 2017; Wachter, 

Mittelstadt, & Floridi 2017; Wachter, Mittelstadt, & Russell 2017; Edwards & Veale 

2018). In addition, the European Commission (2021) has recently published a proposal 

for broader AI regulation – the EU Artificial Intelligence Act – stating that transparency 

is “strictly necessary to mitigate risks to fundamental rights and safety posed by AI”. 

These transparency obligations will be imposed on high-risk AI systems that (1) interact 

with humans, (2) utilize biometric data to identify emotions or determine affiliations with 

social categories, or (3) generate or manipulate content. (European Commission 2021.) 

Even though transparent AI meets high demand, especially in certain areas, it does come 

with some challenges and opposition. In some cases, transparency may even be 

considered detrimental to businesses in terms of competition. Organizations may claim 

that increasing the transparency of AI systems may encourage competitors to replicate 

their models. It may also enable users, competitors, or individuals with malicious intent 

to exploit or disrupt the utilized AI systems. (Felzmann et al. 2020.) Therefore, 

organizations may even have incentives to intentionally induce opacity of the used AI 

systems for self-protective purposes (Burrell 2016). Furthermore, the intricacy of the 

underlying technology may prove to be a major barrier to transparency in AI. Machine 

learning techniques like neural networks and support vector machines are commonly used 

in modern AI systems. (Felzmann et al. 2020.) With such complex AI systems, it becomes 

increasingly challenging to read and comprehend the code, let alone understand the 

algorithm in action, especially when combined with increasingly complicated settings and 

vast volumes of training data (Burrell 2016). The more accurate an AI model is in its 

predictions the less interpretable they become, leading to a trade-off to be made between 

accuracy and explainability or interpretability (Adadi & Berrada 2018). According to 

Burrel (2016), “machine learning models that prove useful (specifically, in terms of the 

‘accuracy’ of classification) possess a degree of unavoidable complexity”. 
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Although in recent years AI transparency has attracted a great deal of interest – both 

among researchers and academia, as well as organizations, legal bodies, and other 

stakeholders worldwide – the terms used as well as their definitions are yet to be fully 

established in the academic literature (Jobin et al. 2019). The definitions used are 

influenced by, for instance, their dimensions (Bertino et al. 2019) and domain of 

application (Weller 2019). Its neighboring concepts such as AI explainability, 

interpretability and intelligibility are widely used interchangeably among researchers 

(Adadi & Berrada 2018; Clinciu & Hastie 2019; Barredo Arrieta et al. 2020), with some 

subtle differences in their characteristics. However, to clarify, in this thesis transparency 

will be approached with regard to two of its key concepts (see Clinciu & Hastie 2019; de 

Lemos & Grześ 2019): explainability and interpretability, both of which can be seen as 

two of the core elements that contribute to creating and enabling transparency in AI 

systems. 

2.3 Explainability 

Explainability can be argued to be a key requirement for establishing transparency in AI 

systems (Clinciu & Hastie 2019; ISO/IEC 2020). Moreover, it can be seen as a part of 

transparency that focuses on the comprehensibility of AI operations and decision-making 

processes regarding its different stakeholders (see, e.g. Clinciu & Hastie 2019). An 

interpretation of this relationship is depicted in Figure 1. 

 

Figure 1 Relationship between Transparency, Explainability, and Interpretability (adapted 
from Clinciu & Hastie 2019) 

The research field of explainability in information systems is not an entirely novel field 

of research. The need for explanation for rule-based expert systems started gaining 

attention already in the 1970s (Shortliffe & Buchanan 1975) and the 1980s (Moore & 
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Swartout 1988) with the aim to learn about the reasoning processes behind the decision 

making and results of the systems. However, the term ‘explainable AI’ (or XAI) was only 

first introduced at the beginning of the 20th century to describe a military training 

simulation’s AI system’s capability to present an understandable chain of reasoning for 

its behavior (van Lent et al. 2004). Alongside transparency, the problem of explainability 

has experienced a recent resurgence and gained popularity in research as a result of 

significant developments in AI and ML techniques and the technologies behind them (see, 

e.g., Adadi & Berrada 2018; Miller 2019; Barredo Arrieta et al. 2020). 

Explainable AI has not only aroused interest among researchers and other academia, but 

also in a vast variety of other stakeholders such as individuals, businesses, industries, civil 

society, and public authorities – among others (European Commission 2020). Another 

way to differentiate these different stakeholder groups is by looking at the stakeholders’ 

roles (such as AI developers, users, and managers) and their role-specific linkage to the 

XAI (see Meske et al. 2020). According to a public consultation of views on future policy 

and regulation concerns regarding AI, which was conducted by the European 

Commission (2020), the explainability of AI was considered “very important” by a vast 

majority (78%) of respondent stakeholders.  

There is a multitude of proposed definitions for explainability or explainable AI (XAI) 

within prior studies conducted in the field. These definitions and their meanings differ 

slightly depending on the author, but for most of the definitions, a uniting factor is the 

concept of understandability and making the operations, underlying reasoning and 

decisions of artificial intelligence understandable to humans through explanations (see, 

e.g., van Lent et al. 2004; Adadi & Berrada 2018; Clinciu & Hastie 2019; Gunning & 

Aha 2019; Miller 2019) – either by design or employing external XAI techniques 

(Barredo Arrieta et al. 2020). Explainability is strongly linked to the concept of 

“explanation as an ‘interface’ between humans and a decision-maker that is at the same 

time both an accurate proxy of the decision-maker and comprehensible to humans” 

(Guidotti et al. 2018).  

To bring some clarity to the lack of consensus around the definition, Barredo Arrieta et 

al. (2020) built upon previous definitions of XAI, considering the shortcomings identified 

in prior definitions and aiming to create an updated and more complete version for it. As 

a contribution of their overview, they proposed the following definition for explainable 
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AI (Barredo Arrieta et al. 2020): “Given an audience, an explainable artificial intelligence 

is one that produces details or reasons to make its functioning clear or easy to understand”. 

In fact, it is important to realize that explainability and the objectives of XAI may be 

perceived differently between different stakeholders or even members within the same 

stakeholder group (Golbin et al. 2019; Barredo Arrieta et al. 2020; Meske et al. 2020). 

Therefore, it is essential to consider the “audience” of the explanation (Achinstein 1986) 

when discussing explainability.  Different audience profiles require different kinds of 

explanations and for differing purposes, ranging from trustworthiness to privacy 

awareness (Barredo Arrieta et al. 2020). In other words, each stakeholder group may have 

its preferred explanation that leads to the best understandability for the said group. For an 

explanation to be successful, it is required to take into consideration the system’s intended 

user group, which often differs in their background knowledge and needs for explanation. 

(Gunning et al. 2019.) For instance, the objects of the decision-making seek to understand 

the decisions made by the model and verify their fairness, whereas regulatory bodies are 

more interested in the model’s compliance with the legislation. Furthermore, developers 

or data scientists need explainability to ensure and improve product efficiency, whereas 

the users such as doctors or insurance agents require explainability to build trust in the 

model. (Barredo Arrieta et al. 2020.) The importance of explainability in AI is strongly 

emphasized as essential within certain high-stakes decision-making areas and fields with 

critical applications such as in defense, medicine, finance, and law (Gunning et al. 2019). 

At its core, “explanation is always an attempt to communicate understanding” (ISO/IEC 

2020). Meske et al. (2020) identified five general objectives of explainable AI (see Figure 

1). These objectives can be summarized as explainability to (1) evaluate AI by uncovering 

unexpected vulnerabilities and defects; (2) improve AI by understanding the system’s 

reasoning and consequent results; (3) learn from AI to acquire deep knowledge by, e.g., 

“discovering unknown correlations with causal relationships in data”; (4) justify AI in 

high-stakes decision-making; and (5) manage AI, which may be seen as an overarching 

goal of explainability (Meske et al. 2020). 
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Figure 2 Generalized objectives of explainable AI (adapted from Meske et al. 2020) 

The concept of explanation is also very closely related to interpretability (Biran & Cotton 

2017; Lipton 2018) and the terms are even used interchangeably or synonymously within 

academia, as there seems to be no mutual point of understanding on their exact definitions 

(Barredo Arrieta et al. 2020). However, a notable difference between the terms’ meanings 

may be identified: interpretability refers to more of a passive characteristic of an AI 

system, whereas explainability may be considered to be an active feature referring to any 

process or action conducted by a system with the aim of clarifying or describing its 

underlying functioning (Rudin 2019; Barredo Arrieta et al. 2020). An AI system can be 

argued to be interpretable if its processes and reasoning can be understood by humans 

directly without additional need for explanations (Guidotti et al. 2018). However, we 

speak about explainable AI when humans require explanations as a proxy to grasp the 

system's behavior and outputs, such as when an artificial neural network is too 

complicated to understand otherwise (Adadi & Berrada 2018). Moreover, Lepri et al. 

(2018) have argued that AI models’ attributes enabling or compromising its 

interpretability mostly fall under either transparency (as in “how does the model work”) 

or post-hoc interpretations consisting of explanations on “what else can the model tell”. 

Taking into consideration the recent advancements in the research field of XAI it has 

become increasingly relevant to consider measuring the level of explainability of AI 

systems (see Markus et al. 2021; Sovrano et al. 2021). The importance of measuring 

explanation quality is also emphasized in the ISO/IEC TR 24028:2020, where the aspects 

of continuity, consistency, and selectivity of the explanations are highlighted (ISO/IEC 

2020). Evaluation provides a formal mechanism for determining whether an application 

achieves the required explainability (Markus et al. 2021). Zhou et al. (2021) conducted a 

recent survey providing an overview of current machine learning evaluation methods in 

prior literature. According to the survey the evaluation of methods is largely context- and 

Explainability to 
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Improve AI

Explainability to 
Justify AI

Explainability to 
Learn from AI

Explainability 
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topic-specific, and a comprehensive evaluation would require integration of “human-

centered subjective evaluations and functionality-grounded objective evaluations” 

followed by a comparison of alternative explanations reflecting on these evaluation 

metrics (Zhou et al. 2021). 

Despite the efforts towards developing methods for measuring and evaluating an AI 

system’s explainability effectiveness, such as DARPA’s explanation evaluation 

frameworks (Gunning & Aha 2019), or the quality of explainability (Markus et al. 2021), 

as surveyed in Zhou et al. overview, there are no common means of objectively measuring 

the explainability of an AI system (Gunning et al. 2019). Furthermore, it has not been 

possible to develop a set of assessment measures that can be applied to all types of 

explanation methods (J. Zhou et al. 2021). For instance, as stated earlier in this section, 

the audience or stakeholders may define the type or level of explanation required for an 

AI system to be considered explainable (see, e.g., Gunning et al. 2019; Meske et al. 2020). 

AI standardization could play a significant role in creating common means for XAI 

assessment by creating a global framework for measuring explainability or by providing 

some guidelines for reference when defining different levels of explainability or 

transparency of an AI system. 
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3 AI standardization 

As this research focuses on exploring the role of standards in governing and promoting 

the transparency and explainability of AI, standards and standardization are another 

underlying key concept of this dissertation. This section begins with an overview of 

standards and standardization in general and moves on to identifying some of the common 

drivers and benefits of standards adoption. From there I continue to briefly map out the 

current state of AI standardization. Finally, at the end of this section, I will go through 

the most relevant AI standardization actors and activities in the field – related to the 

transparency and explainability of artificial intelligence. 

3.1 Standards and standardization 

As mentioned in the introduction, as the utilization of AI keeps spreading to a 

continuously broader range of applications, AI is becoming more and more prevalent also 

in high-risk domains, leading to rising demand to design and govern AI in a way that is 

responsible, non-discriminatory, and transparent. (Cath 2018.) AI governance aims to 

help manage and mitigate the concerns or risks aroused by artificial intelligence by 

ensuring that the systems are operating and used in an ethically sustainable way, and in 

compliance with the binding legislation. There are various tools, frameworks, and 

methods aiming to provide the means to effectively govern AI solutions (Butcher & 

Beridze 2019; Mäntymäki et al. 2022). Indeed, standards and standardization provide one 

key mechanism for promoting the global governance of artificial intelligence (Cihon 

2019). 

According to Abbott & Snidal (2001), a “standard is a guide for behavior and for judging 

behavior”. Standards are a nominally voluntary institution for coordination and 

interoperability (Cihon 2019) aiming to promote mutual welfare (Abbott & Snidal 2001). 

This means that, by definition, standards are voluntary and not enforced by liability rules 

in case of non-compliance, but for an organization to be able to operate in the modern 

markets, engage in trade or do business effectively, in practice it is considered a necessity 

to comply to at least some of the standards. Standards define the best practices for an 

extensive variety of activities ranging from manufacturing products and supplying 

materials to delivering a service or managing processes (“ISO - Standards” 2022). These 

practices typically emerge through a process of iterative research, discussion, 
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deliberation, and voting within committees of technical experts representing a range of 

varying stakeholders (Yates & Murphy 2019) – such as manufacturers, buyers, sellers, 

trade associations, consumers, and users (“ISO - Standards” 2022).  

There are various definitions for the term ‘standard’ which have been developed and used 

by different organizations. These definitions have a lot in common, but most of them have 

their own unique distinctive attributes to them. (Bøgh 2015.) For instance, the European 

Commission has defined a standard as follows (European Parliament, Council of the 

European Union 1998): 

[A] technical specification approved by a recognised standardisation body 

for repeated or continuous application, with which compliance is not 

compulsory and which is one of the following: 

• international standard: a standard adopted by an international 

standardisation organisation and made available to the public, 

• European standard: a standard adopted by a European 

standardisation body and made available to the public, 

• national standard: a standard adopted by a national standardisation 

body and made available to the public. 

In turn, the International Organization for Standardization (ISO) and the International 

Electrotechnical Commission of standardization (IEC) as well as the European 

Committee for Standardization (CEN) and the European Committee for Electrotechnical 

Standardization (CENELEC) share a common definition of standards. They define a 

standard as a “document, established by consensus and approved by a recognized body, 

that provides, for common and repeated use, rules, guidelines or characteristics for 

activities or their results, aimed at the achievement of the optimum degree of order in a 

given context”. Further, they note that standards “should be based on the consolidated 

results of science, technology and experience, and aimed at the promotion of optimum 

community benefits”. (ISO/IEC 2004.)  So in conclusion, standards are voluntary 

technical specifications for products and processes approved by an official 

standardization organization aiming to achieve efficiency and compatibility through 

consensus. 

In this context, standardization refers to the establishment of standards. More precisely 

ISO and IEC define standardization as an “activity of establishing, with regard to actual 

or potential problems, provisions for common and repeated use, aimed at the achievement 
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of the optimum degree of order in a given context”. Furthermore, “in particular, the 

activity consists of the processes of formulating, issuing and implementing standards”. 

(ISO/IEC 2004.) For the purpose of this thesis, we will be using these definitions given 

by the aforementioned standardization organizations – unless clearly stated otherwise – 

as we are addressing the topic of standardization of AI transparency and explainability. 

However, the research on standardization processes (see, e.g., Keil & Fomin 2000; Fomin 

et al. 2003) is outside the scope of this dissertation, as this focuses more on the role of 

standards as an AI governance mechanism in promoting the transparency and 

explainability of AI. 

The majority of standards fall into five general categories of standards (see Bøgh 2015): 

performance, measurement, compatibility, terminology and symbols, and management 

(cf, e.g., de Vries 1999; Russell 2014). (1) Performance standards describe how to carry 

out specific activities or designs, aiming to guarantee a certain degree of quality, safety, 

or other parameters by defining a process or its outcome. (2) Measurement standards 

provide us with objective and quantifiable units of measurement for comparing qualities 

such as time, length, or mass. (3) Compatibility standards ensure the compatibility of 

different objects through standardized interfaces, leading to improved production 

efficiency and economies of scale, as well as better interoperability of complementary 

products. (See Russell 2014; Bøgh 2015.) (4) Terminology and symbol standards create 

clarity by establishing common definitions for terminology and symbols in new 

innovative areas. (5) Management standards are a tool aiming to help organizations 

effectively govern their efforts for improvement in a variety of areas, including quality, 

environmental factors, energy usage, working conditions, information security, food 

safety, and so on. (Bøgh 2015.) 

Furthermore, standards are also commonly categorized depending on their requirements 

in terms of their development (Bøgh 2015). De facto standards arise from a specific 

custom achieving a dominant position through widespread public acceptance or market 

forces – without any official binding legislative status (see Carpenter 2012; Russell 2014). 

Descriptive examples of some well-known de facto standards include the QWERTY 

system layout of letters for keyboards (Alden et al. 1972) and the Microsoft Word DOC. 

However, markets are commonly considered an inefficient and costly way to establish 

standards and tend to stimulate long-lasting competition between different standards. 

Standard-setting through committee processes has been proven to be more effective, 
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cheaper, and overall, less frustrating – making it often more compelling for organizations. 

(Yates & Murphy 2019.)  

Unlike de facto standards, de jure standards are endorsed by formal authorities such as 

official standards organizations (Carpenter 2012; Bøgh 2015) or, in some cases, mandated 

by regulators through citations in legal codes or regulations (see Carpenter 2012; Russell 

2014). Therefore, some de jure standards may even be strictly enforced by national 

governments or other governing bodies, such as the EU, by setting punishments for 

noncompliance, whereas otherwise, de jure standards are, in general, purely voluntary to 

follow (see Carpenter 2012; Russell 2014). For instance, harmonized standards are a form 

of de jure standards endorsed by the EU, but which are still fully voluntary to use. They 

are established following a request from the European Commission and developed by one 

of the recognized European Standards Organization: CEN, CENELEC, or ETSI. These 

standards can be used to “demonstrate that products, services, or processes comply with 

relevant EU legislation”. (European Commission 2022.) This means that the subject of 

the EU legislation at hand may also choose to fulfill the legislative requirements any other 

way, without following the said standard. Furthermore, even market-driven de facto 

standards may become de jure standards if they are adopted by a formal standards 

organization – for instance how ISO eventually approved the pdf-document, making it a 

de jure standard in 2008 (Carpenter 2012; Bøgh 2015). 

3.2 Drivers and benefits of standards adoption 

There are several different drivers for standardization and benefits which may be achieved 

through successful adoption and implementation of standards. The benefits may include, 

for example, the safety of products and procedures, general compliance and common 

rules, building consumers’ confidence in organizations’ products or services, 

improvement of business operations, and facilitation of international trade, just to name 

a few. Standards cover a continuously widening range of activities – basically describing 

the “best ways” of doing things. (“ISO - Standards” 2022.) 

In practice, standards are adopted by actors in order to deal with different kinds of 

externalities, which occur when one actor's actions have an impact on the well-being of 

another. These can be positive, network externalities, where different actors are 

incentivized to cooperate, for example through increased overall social benefits. A 

common example of this is a telephone network being more valuable as more people join 
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the network. (Abbott & Snidal 2001.) Standardization of network externalities is usually 

maintained as a common interest and therefore does not require any form of enforcement 

(Cihon 2019).  

In contrast, the externalities may also be negative, where the benefits of an activity do not 

take into account or internalize the indirect costs or harm inflicted on other parties – for 

example, a factory polluting the surrounding air or waterways (Abbott & Snidal 2001). 

In these situations, the standards commonly call for further incentivization and third-party 

enforcement mechanisms to achieve cooperation for the common overall social benefit 

(Cihon 2019). Regarding the topic of this thesis, AI transparency and explainability 

standardization mostly fall into this category, as they mostly focus on the ethical aspects 

of artificial intelligence. 

Standards are also an efficient way of conveying information. Knowing that an actor is 

adhering to a certain standard discloses a lot of information about the actor – obviating 

the need to make separate inquiries regarding individual situations. Even when we don’t 

know the exact content of the said standard, we can mostly assume it to be desirable due 

to the very nature of standards. For instance, people in general trust travelling on a ship 

that has been certified as adhering to certain safety standards, even if we are unaware of 

the actual content of the standards in question. (Brunsson & Jacobsson 2002.) These kinds 

of certifications of compliance to standards may bring reputational value to the compliant 

organizations (Cihon 2019). 

Another benefit of standards is their function of coordinating products and processes into 

being mutually compatible with one another – striving to offer the “best possible 

solutions” to problems (Brunsson & Jacobsson 2002). Standards greatly simplify almost 

every aspect of life and on a larger scale, they have even enabled the increasingly 

international economy we have today (see Yates & Murphy 2019). 

Standardization may also be incentivized as a means to anticipate or preempt hard law – 

as a way to possibly avoid regulation that would negatively affect an organization’s 

operation. By presenting a viable “soft law” option, that is widely applied by interested 

parties, associations representing the common interests within an industry can influence 

the formation of hard legislation. Standards will be widely implemented without 

hesitation by organizations when it works to protect them from liability, boosts their 

reputational value, or mitigates risks that might affect their profits. (Gutierrez 2021).  



29 
 

To conclude, all these arguments come to show that standardization can have a beneficial 

impact on individual organizations, the international economy, as well as for the 

achievement of prosperity and welfare in general. This thesis aims to explore these 

perceived benefits and drivers, as well as barriers to standards adoption through 

qualitative empirical research by conducting semi-structured interviews. This approach 

focuses especially on AI transparency- and explainability-related standardization from an 

organizational point of view. 

3.3 AI standardization – transparency and explainability in standards 

AI is not another utility that needs to be regulated once it is mature. It is a 

powerful force, a new form of smart agency, which is already reshaping our 

lives, our interactions, and our environments. (Floridi et al. 2018) 

AI is predicted to eventually “have an impact on everyone’s life in the long run”, which 

causes it to draw greater public and political attention than the majority of any other 

technologies (Zielke 2020). With the recent realization of the need for standardization of 

AI and the increased efforts towards accomplishing it in recent years (Cihon 2019), 

multiple related surveys, roadmaps, and landscape analyses have been conducted to 

review the progress of the research, current state of the AI standardization landscape, and 

to create an overview of existing standardization activities in the field (see, e.g., Cihon 

2019; CEN-CENELEC 2020; Ziegler 2020; Zielke 2020; Frost et al. 2021; Nativi et al. 

2021). For a comprehensive overview of current AI and AI-related standardization 

activities as well as to see how they are categorized, aligned with, and mapped onto the 

EU AI Act requirements, see Nativi et al. (2021). 

AI standardization is generally still in its infancy with most of the standards under 

development and expected to be published within the next few years (Nativi et al. 2021). 

Due to the low level of maturity, the relevance of conducting research in this area is 

emphasized, since it may still impact development and direction of these standards. 

However, some basic AI product and ethics guidelines are already a bit further in their 

development process. Organizations are being driven to take part in the development of 

new AI products standards through market incentives (Cihon 2019). By participating in 

the development of standards, organizations can have an impact on the development of 

their respective industry, gain first-hand knowledge of current and future standardization 

activities, and directly influence the content of these standards. As AI development 
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advances, new risks are being presented which require globally coordinated governance 

responses for which international standards can offer solutions (Cihon 2019).  

As Abbott & Snidal (2001) concisely stated, “‘standards’ are central mechanisms of 

international governance”. They offer an important step towards creating effective global 

AI governance policies. Standardization of AI fundamentally aims to mitigate the societal 

risks associated with ungoverned use and development of AI systems. Internationally 

recognized AI standards could help achieve policy goals globally by disseminating best 

practices, fostering trust among stakeholders, and promoting the beneficial development 

of AI systems. (Cihon 2019.) 

In this section, I will be taking a closer look at some of the most relevant AI 

standardization actors and activities at the present date regarding AI systems’ 

transparency and explainability. 

3.3.1 Relevant AI standards bodies 

This thesis will mainly consider two major international standards developing 

organizations (SDOs) (ISO/IEC and IEEE) most relevant and active in AI standardization 

(Cihon 2019) up to date. The first is ISO/IEC JTC 1, which is a joint technical committee 

for standardization in the field of information and communication technology (ICT) 

formed in cooperation between ISO and IEC, with their own subcommittee focusing on 

AI standardization – ISO/IEC JTC 1/SC 42. JTC 1 has currently well over 3100 published 

ISO/IEC standards (ISO/IEC JTC 1 2022b) developed by committees comprised of more 

than 2000 experts from over 163 countries (ISO/IEC JTC 1 2022a). ISO/IEC members 

consist of national standardization organizations, such as American ANSI or Finnish SFS 

– with only one member SDO representing each country. Major international 

organizations, such as Amazon, Apple, Google, and Microsoft, have adopted and 

publicized standards (e.g. ISO 27001) created by JTC 1 (Amazon 2018; Apple 2021; 

Microsoft 2021; Google 2022). The second notable AI standardization body is the IEEE 

Standards Association (IEEE SA) whose most distinguished work includes standards 

regarding, for example, WiFi and Ethernet. IEEE SA focuses on the global 

standardization of technology and electronics in a broad range of industries varying from 

healthcare and transportation to nuclear power and artificial intelligence systems. Unlike 

ISO/IEC, IEEE SA members consist of both independent professionals and individual 

organizations in which standards have an essential role in research, product development 
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and marketing. In Tables 1 and 2, I have gathered some of the most relevant AI 

standardization documents related to XAI and AI transparency. Furthermore, in Sections 

3.3.2 and 3.3.3, I will describe and outline some of the published documents in more 

detail to give a brief overview of the AI standardization landscape before moving to the 

methodology and findings of this thesis. 

It is worth mentioning that due to the nature and infant state of AI standardization the 

availability of documents was relatively restricted. The document selection process 

progressed through reviewing various AI standardization documents to the extent that 

information about them was publicly available, directly or through secondary sources, 

such as articles written about them (see, e.g., Nativi et al. 2021; Winfield et al. 2021). 

The selected documents either explicitly mentioned transparency or explainability, or 

other relevant terms or themes such as trustworthiness, interpretability, ethical concerns, 

or otherwise relevant concepts within AI governance. This selection was conducted to the 

best of the researcher's judgement and discretion based on all the information available at 

the time of the selection. 

Table 1 Relevant standards and projects regarding AI transparency and explainability (already 
published are bolded)  

SDO TITLE DESCRIPTION 

ISO/IEC 
JTC 1 

ISO/IEC TR 24028:2020 
– Overview of 
trustworthiness in 
artificial intelligence 

“Surveys topics related to trustworthiness in AI 
systems.” (ISO/IEC 2020.) 

ISO/IEC AWI TS 6254 – 
Objectives and 
approaches for 
explainability of ML 
models and AI systems 

“Describes approaches and methods that can be 
used to achieve explainability objectives of 
stakeholders with regards to ML models and AI 
systems‘ behaviours, outputs, and results.” (ISO/IEC 
JTC 1 2022.) 

ISO/IEC FDIS 22989 – 
Artificial intelligence 
concepts and terminology 

“Establishes terminology for Artificial Intelligence 
(AI) and describes concepts in the field of AI.” (Frost 
et al. 2021.) 

ISO/IEC DTR 24368 – 
Overview of ethical and 
societal concerns 

N/A 

ISO/IEC FDIS 38507 – 
Governance 
implications of the use 
of artificial intelligence 
by organizations 

“Provides guidance for members of the governing 
bodies of organizations on the effective, efficient, 
and acceptable uses of artificial intelligence within 
their organizations.” (Frost et al. 2021.) 

 ISO/IEC DIS 23894 – 
Artificial intelligence – 
Risk management 

“To provide guidelines on managing risk faced by 
organizations during the development and 
application of artificial intelligence (AI) techniques 
and systems.” (Frost et al. 2021.) 
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SDO TITLE DESCRIPTION 

IEEE SA Std 7000-2021 – Model 
Process for Addressing 
Ethical Concerns During 
System Design 

“Outlines an approach for identifying and analyzing 
potential ethical issues in a system or software 
program from the onset of the effort.” (IEEE SA 
2022.) 

P7001 – Standards for 
Transparency of 
Autonomous Systems 

“Describes measurable, testable levels of 
transparency, so that autonomous systems can be 
objectively assessed and levels of compliance 
determined.” (IEEE SA 2022.) 

P2863 – Recommended 
Practice for 
Organizational 
Governance of Artificial 
Intelligence 

“Specifies governance criteria such as safety, 
transparency, accountability, responsibility and 
minimizing bias, and process steps for effective 
implementation, performance auditing, training and 
compliance in the development or use of artificial 
intelligence within organizations.” (IEEE SA 2022.) 

P2894 – Guide for an 
Architectural Framework 
for Explainable Artificial 
Intelligence 

“Specifies an architectural framework that facilitates 
the adoption of explainable artificial intelligence 
(XAI).” (IEEE SA 2022.) 

 P7009 – Standard for 
Fail-Safe Design of 
Autonomous and Semi-
Autonomous Systems 

“This standard will establish a practical and technical 
baseline of specific methodologies and tools for the 
development, implementation, and use of effective 
failsafe mechanisms in autonomous and semi-
autonomous systems. – –The standard will serve as 
the basis for developers, as well as users and 
regulators, to design fail-safe mechanisms in a 
robust, transparent, and accountable manner.” 
(Chatila & Havens 2019) 

3.3.2 IEEE P7000 series 

“IEEE P7000 series addresses specific issues at the intersection of technological and 

ethical considerations” (IEEE 2022), for instance, the transparency of autonomous 

systems. In the P7000 series, IEEE has defined transparency as “the transfer of 

information from an autonomous system or its designers to a stakeholder, which is honest, 

contains information relevant to the causes of some action, decision or behavior and is 

presented at a level of abstraction and in a form meaningful to the stakeholder” (IEEE 

2021). Explainability is in this context defined as a subset of transparency. 

In the scope of this research – regarding AI transparency and explainability – IEEE has 

four active projects as of January 2022, which include one published standard, one 

published draft standard and two un-published ongoing projects still in earlier 

development phases. 
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3.3.2.1 IEEE 7000-2021 – IEEE Standard Model Process for Addressing Ethical 

Concerns During System Design 

IEEE 7000-2021 standard sets out a set of processes, approaches, and methods to “include 

consideration of ethical values throughout the stages of concept exploration and 

development – – to help address ethical concerns or risks during system design”. The aim 

is to “enable organizations to design systems with explicit consideration of individual and 

societal ethical values”, including transparency. IEEE 7000-2021 is generic by nature and 

applicable for any organizations – or components of an organization – that engage in 

systems and software engineering. However, it is “most applicable to organizations that 

are building a system for known context or at least known typical use cases for the 

products, services, and systems they build”. (IEEE 2021.) 

The most relevant part of the IEEE 7000-2021 standard regarding this research is its 

“Transparency Management Process” which aims to ensure that the internal and external, 

short-term, and long-term stakeholders are provided with sufficient and suitable 

information about the ethical aspects of the system of interest during and following the 

design of the system. In addition, this process should result in the principles of 

transparency, accountability, and explainability being reflected in stakeholder and project 

communications. The process description consists of a list of activities and tasks for 

organizations to implement and include in their procedures in order to achieve the goal 

of the said standard. (IEEE 2021.) 

3.3.2.2 IEEE P7001 – IEEE Draft Standard for Transparency of Autonomous Systems 

IEEE P7001 is a process standard that directly addresses the principle of transparency in 

autonomous systems, referring that it should always be possible to learn why an AI system 

made a certain decision. The standard aims to describe “measurable, testable levels of 

transparency, so that autonomous systems can be objectively assessed and levels of 

compliance determined” (IEEE 2020). It seeks to provide designers with means for self-

evaluating transparency throughout the systems lifecycle, as well as giving 

recommendations for achieving higher levels of transparency (IEEE SA 2022). Rather 

than telling how to implement the described transparency measures, P7001 helps to 

determine the level of transparency present in the system of interest and helps create 

transparency specifications through every step of their development (A. Winfield et al. 

2021).  
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The P7001 identifies and differentiates the varying transparency needs of autonomous 

systems for different stakeholders. Therefore, it divides stakeholders into five distinct 

groups, for each of which it defines its distinct criteria and scales for measuring and 

evaluating transparency that are appropriate for that group considering their characteristic 

needs. The identified stakeholder groups consist of users, the general public, certification 

agencies, accident investigators, as well as lawyers and expert witnesses. Due to the 

distinction of varying stakeholder groups, the considered sufficient level of transparency 

and a system’s compliance with P7001 will vary greatly between systems. (Winfield et 

al. 2021.) 

For each of the stakeholder groups, P7001 sets respectively five distinctive requirement 

frameworks for the autonomous systems, their design and testing processes, as well as 

their documentation. They identified five levels of transparency which are determined 

through a set of testable thresholds. These levels can be either cumulatively building upon 

the previous levels or non-cumulative, depending on the stakeholder group. Due to the 

rapid development of AI systems and their capabilities, P7001 aims to consider short- and 

medium-term advances in state-of-the-art autonomous systems. This is reflected, for 

example, as undefined thresholds (see Table 2) as well as in the defined thresholds, where 

some of the features required in them – or standards referred to – have not even been 

developed yet (consider levels 3–5 in Table 3). (Winfield et al. 2021.) 

Table 2 Transparency levels for end users (adapted from Winfield et al. 2021) 

Transparency levels 
(Non-cumulative) 

Definition 

0 None 

1 A user manual must be provided, which sets out how a robot will 
behave in different circumstances 

2 The user manual should be presented as an interactive visualization 
or simulation 

3 The robot should be equipped with a “why did you just do that?” 
function which, when activated, provides the user with an explanation 
of its previous action, either as displayed or spoken text (Koeman et 
al. 2020) 

4 The robot should be equipped with a “what would you do if …?” 
function 

5 Not defined 

 

Table 3 Transparency levels for accident investigators (adapted from Winfield et al. 2021) 
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Transparency levels 
(Cumulative) 

Definition 

0 None 

1 The robot should be fitted with a recording device to allow capture 
and playback of the situation around it, leading up to and 

2 The robot should be equipped with a data logging system capable of 
recording a date and time stamped record of robot sensor inputs, 
user commands, and actuator outputs 

3 As level 2, except that the data logging system should conform to an 
existing open or industry standard, and additionally log high level 
decisions 

4 As level 3, except that the data logging system should also log the 
reasons for the robot’s high-level decisions 

5 In addition to level 4, the robot’s designers should provide accident 
investigators with tools to help visualize the robot’s data log 

 

P7001 being the first of its kind, it does come with certain challenges and limitations. For 

instance, due to the field’s relatively low maturity, it is problematic to determine the 

practicalities required of the standard regarding system transparency now and in the 

future. As discussed above, transparency also comes in many shapes and forms, as it is 

perceived differently – or the purpose of it might differ – depending on the context which 

brings its own problems to the table. Explainability may also in some cases lead to users 

becoming over-confident in a model, leading to unwarranted trust in the AI solution. 

(Winfield et al. 2021.) 

3.3.3 ISO/IEC JTC 1 SC42 

The ongoing activities of SC 42, the subcommittee of ISO / IEC JTC 1 focusing on 

artificial intelligence, are still in their infancy. The vast majority of standards are still 

early in their development phase, and the material published so far contains mainly 

preliminary technical reports related to the definition of concepts and terms. Out of the 

group’s 37 standardization projects, only 11 have been published so far, out of which two 

may be considered relevant in terms of this dissertation, and only one of which was 

publicly available for further inspection. The relevance was determined based on the areas 

covered and their possible relation to AI transparency and explainability.  

ISO/IEC TR 24028:2020 standard “provides an overview of topics relevant to building 

trustworthiness of AI systems”, by discussing existing approaches, used in technical 

systems, and applicability to artificial intelligence systems (ISO/IEC 2020). A part of its 
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main objectives is to investigate how transparency, explainability, verifiability, and 

controllability may be used to enhance AI systems’ trustworthiness. It also strives to 

identify any common associated threats and risks to AI systems design and utilization as 

well as how to mitigate them. AI transparency and explainability are described as 

mitigation measures for known AI vulnerabilities, which are also identified in the 

document. The standard defines these concepts, gives recommendations on how to 

improve within these aspects, and describes how they aim to ameliorate different AI 

vulnerabilities. 

In summary, the standardization of artificial intelligence is well under way and there are 

various global standardization initiatives actively under development in the two major 

SDOs, ISO/IEC and IEEE SA. However, AI standardization is still very much in its 

infancy, with only a mere handful of published standards and the research in this area 

only just gaining some momentum. Nonetheless, standards have already been identified 

as an important governance mechanism for the management of artificial intelligence 

(Cihon 2019) as well as in other fields before it (see, e.g., Nadvi 2008). The upcoming 

sections aim to build upon this through the recognition and exploration of the institutional 

perception of standards’ role in AI governance. 

As shown above, the aspects of transparency and explainability of artificial intelligence 

have also gained much-needed attention within standardization activities, also growing 

the standards’ role in promoting the transparency and explainability of artificial 

intelligence. Taking into consideration the immaturity of the field, this dissertation seeks 

to spread awareness by contributing to the promotion by empirically exploring how 

various organizations in the Finnish field of AI perceive the role of AI transparency and 

explainability standardization in promoting AI transparency and explainability. By 

identifying the institutional perspective on these kinds of AI standards, this study will 

provide more insight on standards suitability for AI governance on a more practical and 

pragmatic level as well as what are the organizational expectations for the standards under 

development. This research will also work as a steppingstone for subsequent research to 

build upon and hopefully encourage further and more broad studies in this area. 



37 
 

4 Methodology 

4.1 Research methods 

The research will be conducted as a qualitative-exploratory study (Stebbins 2001) which 

aims to investigate the role of standardization in promoting AI transparency and 

explainability, and how it is perceived by different organizations.  

Qualitative research methods can be used to obtain additional information on social or 

cultural issues by using “qualitative data, such as interviews, documents, and participant 

observation, to understand and explain social phenomena” (Myers 1997). It is particularly 

suitable for studies that aim to deepen the understanding of the causes of human activity. 

Qualitative research often looks at the gathered data as a whole, among which it seeks to 

identify certain regularities and argued conclusions by making simplified observations 

supported by references to other studies and theoretical frameworks (Alasuutari 2012). 

Qualitative research fits well with this dissertation, as the goal is to find out how people 

within organizations perceive the role of standardization in promoting AI transparency 

and explainability, the relevance of transparency and explainability of AI, and the needs 

for standardization concerning the subject. 

Exploratory research is typically conducted in a new field of inquiry (Stebbins 2001) 

aiming “(1) to scope out the magnitude or extent of a particular phenomenon, problem, 

or behavior, (2) to generate some initial ideas (or ‘hunches’) about that phenomenon, or 

(3) to test the feasibility of undertaking a more extensive study regarding that 

phenomenon” (Bhattacherjee 2012). The main goal is to provide “inductively derived 

generalizations” about the researched phenomenon (Stebbins 2001). Since the 

standardization of AI is in such an early stage with the vast majority of the standards still 

in their development phase, there are no published standards that could have been 

implemented and brought into use, which would have enabled the gathering of empirical 

data and conducting thorough and extensive empirical research in this area. Due to the 

novelty of the subject area, the structure and final direction of the research were 

constructed exploratively as the research progressed, providing a more coherent and 

comprehensive picture of the prevalent state of affairs in the field. 
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4.2 Data collection 

The material for this research was collected using semi-structured expert interviews. 

Interviews can be used for research in order to gain detailed information and to ask 

complex or open-ended questions, which require further explanation or follow up (Oates 

et al. 2021). As is typical of semi-structured interviews (see, e.g., Tan 2017), there was a 

pre-formulated theme as well as a pre-formulated interview question framework (see 

Appendix 1) focusing on this theme. Semi-structured interviews were chosen because 

they allow getting more in-depth and in detail within the chosen theme while still enabling 

to freely – through the use of follow-up questions – explore other topics relevant to the 

research or a particular candidate which may emerge during the interview (see 

Williamson & Johanson 2017), as strict adherence to the pre-determined questions is not 

required (Myers 2013). This way the interviewees are given the chance to get into more 

detail regarding the introduced topics and to even raise their own issues to be part of the 

conversation if considered relevant to the topic. Semi-structured interviews allow the 

interviewees to express their true feelings and thoughts more freely, which makes it a 

good choice for research of exploratory nature primarily striving for new discoveries, 

rather than testing prior theories or hypotheses. (See Oates et al. 2021.)  

In addition, the added flexibility provided by semi-structured interviews (Oates et al. 

2021) was determined to be highly beneficial considering the exploratory nature of the 

research as well as the varying backgrounds of the interviewees. Moreover, the area of 

research is still relatively unknown, which made it more difficult to determine the course 

of the interviews in advance and therefore is another aspect further supporting semi-

structured interviews as the chosen research method (see Hirsjärvi & Hurme 2008). 

Mainly due to the COVID 19 pandemic restricting social contacts in form of face-to-face 

meetings, the interviews were conducted via online meeting and collaboration software, 

such as Zoom, which has increased in popularity as a research interview method in recent 

years (Oates et al. 2021). However, this method also benefitted the research as it lifted 

the restriction of limiting the participants to a certain region accessible by the author. This 

also enabled easy access to record the interviews directly on the go by utilizing the 

recording options offered by the utilized software. The interview recordings were then 

transcribed in full to enable further analysis of the gathered qualitative data. 
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The expert interviewees were carefully selected after the preliminary interview, which 

supported identifying relevant and potential organizational actors in the Finnish AI 

landscape regarding this study. The interviews were conducted with a variety of 

participants consisting of standardization associations’ members and senior to 

management tier employees in organizations which utilize AI or where AI standardization 

matters are otherwise topical. In total, 23 organizations were approached by email or 

LinkedIn InMail messages, of which 11 interviews were conducted with representation 

from 11 different organizations. All the interviews were conducted in Finnish since it was 

the primary language of the interviewees. The interviewees were promised anonymity, as 

proposed by Gioia et al. (2013) so that anything they said on the record could not be 

traced back to them in any publications made. This way the participants could feel more 

at ease, secure, and comfortable engaging deeper in the topics discussed. The interviews 

were conducted between January and February 2022. General details of the interviews, 

as well as anonymized information on the interviewees and their organizations, are 

presented in Table 4. 

Table 4 General details of conducted interviews 

Participant Industry Job title/focus Interview 
Length 

P1 Standardization Director of Standardization 52 min 

P2 Financial services  VP, Head of Artificial Intelligence 45 min 

P3 Government 
Administration  

Data Scientist 31 min 

P4 Hospitals and Health 
Care 

Analytics Lead 33 min 

P5 IT Services and IT 
Consulting 

Partner 36 min 

P6 Telecommunications Senior-level manager in Cyber 
Security & Privacy 

57 min 

P7 Software Development Head of AI 37 min 

P8 AI consulting Head of Sustainable AI 49 min 

P9 Energy Head of Data & AI 42 min 

P10 IT Services and IT 
Consulting 

Senior AI & Data Consultant 25 min 

P11 Insurance Director, Digital Transformation 
and Cyber Security 

32 min 

 

The author conducted the research following the guidelines outlined in “The ethical 

principles of research with human participants and ethical review in the human sciences 



40 

in Finland” drawn up by the Finnish National Board on Research Integrity (2019) to the 

best of his knowledge. 

4.3 Data analysis 

All interviews were recorded and transcribed with consent from the interviewees. This 

was stated at the beginning of each interview. The gathered data was then analyzed using 

qualitative data analysis software, NVivo, by following the Gioia method (Gioia et al. 

2013). After a thorough evaluation and comparison of multiple different qualitative data 

analysis methods – such as qualitative content analysis (Elo & Kyngäs 2008), thematic 

analysis (Braun & Clarke 2006), and Grounded Theory (J. Tan 2010) – the Gioia method 

was chosen as it offers a “qualitatively rigorous”, systematic and clearly structured 

approach for analyzing qualitative data gathered through semi-structured interviews. In 

contrast to, for instance, theoretical thematic analysis, the Gioia method aims for 

inductive concept development. Furthermore, it concentrates on the discovery of new 

concepts instead of confirming prior theories or hypotheses and encourages researchers 

to report their findings in a way that highlights the linkages between data, developed 

concepts, and the resulting grounded theory (Gioia et al. 2013). Moreover, the Gioia 

method has also gained recent attention in both organizational (see, e.g., Vuori & Huy 

2016) and ISS-related (Mäntymäki et al. 2019, 2020) research, providing further validity 

for the chosen method. For these reasons, it was identified as a suitable method for this 

study, considering its explorative nature and organizational perspective.  

The Gioia method builds upon the Grounded Theory which was originally devised by 

Glaser and Strauss (2010), who introduced Grounded Theory as “discovery of theory 

from data” that is systematically gathered and analyzed in qualitative social research. 

Martin and Turner (1986) further defined Grounded Theory as “an inductive, theory 

discovery methodology that allows the researcher to develop a theoretical account of the 

general features of a topic while simultaneously grounding the account in empirical 

observations or data”. This means that the focus of Grounded Theory is on exploring new 

phenomena and concepts to develop theories by grounding them on empirical data, rather 

than confirming existing ones. 

The Gioia method is based on two fundamental assumptions: 1) The organizational world 

is socially constructed, and 2) people who construct their organizational realities are 

“knowledgeable agents” who are aware of what they’re trying to do and can explain their 
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thoughts, intentions, and actions (Gioia et al. 2013). According to Gioia et al. (2013), new 

concepts may be developed through a thorough examination of these “knowledgeable 

agents’” experiences in the socially constructed organizational setting. Therefore, the 

method emphasizes the prominence of reporting the informants’ “lived experiences” in 

the way they express them, without imposing prior constructs or theories on them (Gioia 

et al. 2013). That is why the findings section is consciously abundant with quotes from 

the interviewees, with their connection to the coding clearly presented. This not only gives 

a voice to the informants but also transparently demonstrates the explicit links between 

the data and the derived theory – proving that the researcher is hiding nothing. (Gioia 

2021.) 

In the Gioia method, the analysis process may be seen as comparable to Strauss and 

Corbin’s (1998) concepts of open and axial coding as well as Glaser and Strauss’ (2010) 

concept of theoretical sampling. The qualitative data analysis will begin with a 1st-order 

analysis, which aims to identify a group of informant terms, codes and categories 

emerging from the data. From there, the process progresses to identifying similarities and 

differences across the various 1st-order concepts, distilling them into labelled and more 

abstract, 2nd-order themes, which may help describe and explain the researched 

phenomena, and yet further into “aggregate dimensions”. These three levels of 

categorization are used as the basis for building the data structure (see Figures 3, 4 and 5) 

of this study. The data structure has a major role in establishing rigor in the qualitative 

research (see Tracy 2010; Gioia et al. 2013) as it visually displays how the gathered raw 

data is transformed into more abstract levels of themes and dimensions through the 

analysis process. (Gioia et al. 2013.) 

Following the initial stages of analysis, the emergent data, themes, and dimensions were 

compared to relevant prior literature to discover any possible precedents or to conclude if 

the study led to the emergence of new discoveries. This point of the research process may 

be seen as a transition between inductive and abductive forms of research (Gioia et al. 

2013). According to Gioia et al. (2013), the research until this point shouldn’t rely too 

heavily upon prior literature as this may lead to “prior hypotheses bias” or “confirmation 

bias” when conducting the research. Therefore, it was decided to refrain from building 

the interviews around any specific theoretical concepts established in prior literature to 

mitigate their impact on this research. For the same reason, no specific existing standard 
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or published draft was chosen as the foundation for the interviews. The data analysis 

process is summarized in Table 5. 

Table 5 Summarized data analysis process (cf. Gioia et al. 2013) 

Stage of Analysis Description 

Stage 1: 1st-order analysis 
(cf. open coding) 

To begin, initial coding of the gathered and transcribed data 
was performed, strictly retaining terms used by the participants 
to describe their experiences.  

Stage 2: 2nd-order analysis 
(cf. axial coding) 

Then, using the 1st-order codes as a basis, the codes are 
refined into a more abstract and theoretical level of themes, by 
identifying similarities and differences emerging among the 
initial coding, until theoretical saturation (see Glaser & Strauss 
2010) of categories was achieved. 

Stage 3: Aggregate 
dimension analysis 

Next, the identified themes were further refined into 
“overarching theoretical dimensions” by identifying relevant 
connections between the emergent themes. 

Stage 4: Formulation of the 
data structure 

After that, the data structure is constructed based on the 
concepts, themes, and dimensions identified in the previous 
stages to depict the data-to-theory connection. 

Stage 5: Literature 
comparison 

Finally, prior literature was consulted to identify possible 
precedents and to confirm any newly discovered concepts.  

4.4 Research evaluation 

As qualitative-exploratory research, this study relies heavily on relativist ontology and 

subjectivist epistemology, which brings its own complications to the evaluation of the 

research. Therefore, classic evaluation frameworks focusing on criteria, such as 

reliability, validity, and generalizability (Eriksson & Kovalainen 2008), do not fit the 

nature and methodology of this study. Since the research focuses on organizational actors 

and their experiences, understandings, and varying realities, it was decided that the 

traditional evaluation criteria would be replaced with criteria better suitable for this 

standpoint, as suggested by Eriksson and Kovalainen (2008). 

To better answer the evaluation needs of qualitative research, Lincoln and Guba (1985) 

introduced the concept of trustworthiness, which consists of four elements: credibility, 

transferability, dependability, and confirmability. Descriptions of the evaluation criteria 

and measures taken to ensure the research’s compliance with these guidelines are 

presented in Table 6. 

Table 6 Assessment of research trustworthiness 
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Dimension of 
trustworthiness 

Description Measures taken 

Credibility Demonstration of the reliability, 
plausibility, and internal consistency 
of the statements made (see 
Eriksson & Kovalainen 2008). 

 

Triangulation. Used a variety 
of methods and sources for 
collecting the data on the topic 
(e.g., interviews, grey 
literature, expert opinions, 
organizations’ websites) in 
effort to cross-check, refine 
and clarify the findings and 
assure the validity of the 
research. 

Transferability Demonstration of the connection 
between the research at hand and 
prior research results. Evidence that 
(parts of) the study can be 
generalized or transferred to other 
settings or points of time. (See 
Eriksson & Kovalainen 2008.) 

 

Methodology. Utilized the 
Gioia method (Gioia et al., 
2013) to conduct the analysis 
in a transparent and 
understandable way. 

Thick description. Quotes will 
be added as a record of 
subjective explanations and 
meanings provided by the 
interviewees. 

Dependability Demonstration of the logicality, 
traceability, and documentation of the 
research process (Eriksson & 
Kovalainen 2008). 

Documentation. The 
transcripts and analysis files 
are stored within the limits of 
the GDPR privacy notice. The 
data structures and relations 
between quotes and coding 
are clearly presented in the 
thesis (see figures 3, 4 & 5). 

Methodology. Utilized the 
Gioia method (Gioia et al., 
2013) to conduct the analysis 
in a transparent and 
understandable way. 

Confirmability Demonstration of the linkage 
between findings and interpretations 
to the data in such a way that it is 
understandable to the readers 
(Eriksson & Kovalainen 2008). 

Documentation. The data 
structures and relations 
between quotes and coding 
are clearly presented in the 
thesis (see figures 3, 4 & 5). 

Methodology. Utilized the 
Gioia method (Gioia et al., 
2013) to conduct the analysis 
in a transparent and 
understandable way. 
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5 Findings 

The primary research question of this thesis aims to discover the role of standardization 

regarding AI transparency and explainability. This is answered by building upon the 

discovered result to the underlying and supporting secondary research questions. 

Therefore, this section also follows an according structure by first going through the 

results answering the two secondary research question in Sections 5.1 and 5.2. Section 

5.3 is then built by utilizing the findings from those two sections together with some 

additional complementing findings to present the results to the primary research question. 

All the identified first-order codes, second-order categories, and aggregate dimensions 

for each section are depicted in respective data structures presented in Figures 3, 4, and 

5. The data structures aim to provide a transparent and rigorous representation on how 

the analysis has progressed from the raw data and observations into the overarching 

categories and dimensions (cf. Gioia et al. 2013). This is done to openly present the 

relations between these three levels of abstraction. A significant number of direct quotes 

from interviewees have been intentionally included in the findings section to give the 

participants a voice and to demonstrate thorough transparency between the findings and 

the concepts and theory derived from them (Gioia 2021). 

5.1 Needs for AI transparency and explainability 

The analysis phase was started by answering the first of the two supporting secondary 

research questions. The goal was to identify the different AI transparency and 

explainability needs among various organizations operating in the field of AI. As a result 

of the analysis process, two aggregate dimensions were identified. These dimensions 

represent two overarching AI transparency and explainability needs: 1. Needs for 

ensuring general acceptability of AI and 2. Risk management needs. These aggregate 

dimensions consist of six second-order categories: 1. Understanding AI, 2. Building trust 

in AI, 3. Transparency need’s dependence on AI use context, 4. Monitoring AI’s decision-

making, 5. Managing negative business impacts, and 6. Mitigating excessive caution 

towards AI, which then further consist of several first-order codes. These codes have been 

derived from semi-structured interviews conducted with 11 different AI developing or 

utilizing organization representatives working in various roles within the field of AI. 
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All the identified first-order codes, second-order categories, and aggregate dimensions 

regarding the AI transparency and explainability needs perceived by the organizations are 

depicted in the data structure presented in Figure 2. The data structure and its components 

are further discussed in Sections 5.1.1 and 5.1.2. 

 

Figure 3 Data Structure for AI Transparency and Explainability Needs 

5.1.1 Needs for ensuring general acceptability of AI 

The first aggregate dimension, needs for ensuring general acceptability of AI, refers to 

the degree of trustworthiness and understandability required from an artificial intelligence 

solution for it to be accepted in different use case contexts. As presented in Chapter 2, 

this may fundamentally be achieved through the introduction and implementation of 

transparency and explainability in artificial intelligence. The dimension can be further 

categorized as understanding AI, building trust in AI, and understanding the transparency 

need’s dependence on AI use context. 
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The second-order category labelled as understanding AI entails understanding AI model’s 

reasoning and reducing the knowledge gap. The relatively low level of knowledge and 

understanding of AI in the society is widely acknowledged by experts working in the field 

of artificial intelligence. Therefore, the relevance of transparency and explainability was 

often emphasized by interviewees in this domain, as they enable intelligent models to be 

more understandable for the intended audience, allowing a more even distribution of 

information. 

Understanding AI model’s reasoning (P4, P5, P7, P8, P9, P10) refers to understanding 

the process behind the decision-making of the artificial intelligence. When formerly 

manual procedures are automated through the utilization of AI models, people have the 

need to understand the procedures behind the decisions made by the model to check that 

it does work in a sensible way and to be able to give arguments backing up the decisions. 

This is highly emphasized in so-called high-risk or high-impact situations for instance 

regarding healthcare decisions.  

“Now that companies are taking their first steps in this [utilizing AI], to make 

sure that it produces any value, the need for transparency is overemphasized 

a bit. In principle, the explainability of the models becomes rather central 

here to enable the person who has manually done it in the past will be able to 

understand that ‘okay, this [AI] produces sensible solutions.’" (P10)  

“It really comes from the customer that, in an attempt to in a way humanize 

that artificial intelligence or to make that artificial intelligence function 

acceptable – psychologically – that the customer wants to use it when they 

understand or think they know how that artificial intelligence works. – – The 

illusion that they [customers] understand why something is happening, I think 

it's very important” (P7) 

“A lot of organizations are still looking for best use cases and practices for 

applying advanced analytics. It often includes a step where, even if the 

analytics model [or] artificial intelligence model helps with the decision-

making, you still need to be able to argue how it reached that result. If you 

can't explain it, then the business managers may not be very eager to 

implement it, even if in principle the results would be good in a back-testing 

sense.” (P5) 

“Well, in practice, we have noticed that if transparency is not built as part of 

the work, so that it is either not thought about at all, or it is only thought of 

afterwards. In those cases, often the value cannot be realized, [meaning] that 

the investment cannot create the value that is expected from it. Actually, 

because of that reason, if we are making any decision support system to be 

used by a client’s experts, and then those experts don’t understand how that 
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system works and why it ends up with certain recommendations, then they 

don’t want to use those systems – they don’t trust them.” (P8) 

The concept of understanding AI also greatly overlaps with the need of building trust in 

AI, as implied above by P8. Some, organizations clearly don’t tend to trust AI systems 

that they do not understand. However, this issue can be mitigated, for example, with the 

use of standardization and certification, but we will get more into this later in Section 

5.2.2 when discussing how building trust is seen as a driver and benefit for AI 

transparency and explainability standards adoption. 

Furthermore, sometimes AI models and the algorithms behind them may be understood, 

but not by all relevant stakeholders involved. In some cases, this kind of imbalance of 

knowledge may even lead to rejection of the utilization of some AI solutions or confusion 

in the allocation of responsibility, which may negatively impact the performance of the 

organization as well as its decision-making. Therefore, reducing the knowledge gap (P6, 

P7, P11) has been recognized the need for explanations and transparency regarding AI. 

“I currently see a need [for AI transparency and explainability] precisely in 

the fact that there is a tremendous skill and knowledge gap: When you have 

a data science team developing some algorithms and models and then you 

have the company management that is ultimately responsible for its 

operation. So, without explanation and transparency, I find it quite 

impossible for management to give permission to do anything. Because they 

can't be responsible for things, that they are not at all familiar with.” (P11) 

Another participant struggled with the allocation of responsibility regarding the use of AI 

in the automation of financial management. They identified a knowledge gap between the 

AI accounting solution’s developers and the accounting firms utilizing the solution. This 

had led to a problem of allocating and determining the accountability of the AI solutions 

and their possible mistakes (P7). They had identified AI transparency and explainability 

as a solution for allocating the responsibility to the users, as they would then be able to 

better understand the decision making of the models. 

The second category related to the needs for ensuring general acceptability of AI is 

building trust in AI, which refers to the requirement of a sufficient degree of transparency 

and explainability of AI for different stakeholders to be able to trust artificial intelligence. 

The category entails building consumers’ trust (P2, P4, P3, P6, P7, P8). The need for 

transparency and explainability in order to build trust toward the deployment of AI 

solutions was highly emphasized among the majority of the interviewed organizations.  
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Organizations have recognized that in order for the organization themselves or their 

customers to actually want to utilize any AI solutions they have to be able to trust them. 

This is especially highlighted when AI decision-making hits closer to home, concerning 

more sensitive or very personal subjects, such as one’s health, home, or livelihood. 

“Transparency is needed in devices so much that faith and trust in those 

devices is maintained. This stems from the customer requirements, whether 

they’re regulatory, whether they’re ethical, whether they’re standards or 

whatever. But there is talk about this kind of compliance regarding openness, 

to determine the openness, which must be achieved for products being offered 

to the market.” (P6) 

“In services aimed for consumers, the need for transparency and 

explainability is quite high. – – It is of major importance, because the banking 

and insurance industry is a kind of trust-business. These [things] are so close 

to the heart: one’s home and salary, or livelihood and money. Therefore, trust 

must be present in dealing with them. Both things [transparency and 

explainability] are very important to us.” (P2) 

“If most customers feel that our organization cannot be trusted, for example 

in the analysis of transactions, and would deny, for example, the use of their 

account’s transaction information for anything other than mandatory 

banking activities, it would probably in practice deteriorate our competitive 

advantage, the development of new services, and the development of existing 

ones. – – If that were to happen, and we would not be able to build on that 

[customer’s trust], then what competitive advantages would we really have 

left.” (P2) 

“[When] we utilize artificial intelligence, we will try to explain how it works. 

For example, we have an artificial intelligence register service – – where the 

purpose is to describe all the artificial intelligence solutions that are being 

used, in a way that any commoner can understand. For example, how would 

his/her patient information be automatically handled if it were to be done 

automatically. And in this way, we are also trying to build trust. Since people 

have all kinds of prejudices about these data-based services, with openness 

we aim to make people dare to hand over their data to us so that we can better 

serve them. And also, that they dare to use artificial intelligence services, that 

is another big goal we aim for with transparency as well.” (P3) 

“Well probably, at least for medical applications [there’s] a lot [of needs for 

AI transparency and explainability]. One perhaps most important [need] is 

to build trust. For example, if the computer says that there is a disease A or 

B, then it also could tell you which part of the picture looked like this was the 

case, so that the doctor would be able to check those results and then be 

convinced that this was based on a sensible decision.” (P4) 

The final second-order category falling under the domain of needs for ensuring general 

acceptability of AI is building trust in AI is transparency need’s dependence on AI use 
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context, which refers to the relevance of the audience of explanation. This means that in 

different contexts different levels of transparency and explainability are acceptable to the 

user or target of the decision-making. Furthermore, the need for AI transparency varies 

depending on the sensitivity of the AI solutions use context – in less sensitive domains, 

less transparency will suffice. 

This category consists of AI affecting humans, not utilizing AI to ensure explainability 

and less AI transparency in less sensitive domains. As indicated above, the more sensitive 

the AI’s use context or decision-making domain, the more transparent and explainable it 

should be. AI affecting humans (P2, P4, P8, P10) refers to situations where AI is making 

decisions which have a direct impact on humans or their property. It was emphasized as 

one of the more sensitive domains where the importance of AI transparency and 

explainability is strongly highlighted. 

“There is one principle that prevails in the field that whenever you have 

artificial intelligence that affects people in some way, you have to be 

transparent about it. Alarm bells ring off immediately if this is not the case. 

At least at our organization, we – – start with the assumption that we openly 

communicate where artificial intelligence is used and what role it plays in 

that organization, how it relates to that organization's operations. But then of 

course it always depends on the customer and the solution. – – But if that 

effect is on people, then it is important to create transparency.” (P8) 

“If you talk about factors that strongly affect the personnel, then of course it 

[transparency] is highlighted there, you will have to be transparent about 

what's going on there and why.” (P10) 

“Well, if you are thinking about public and social services, then it is clear 

that standardization for transparency and comprehensibility must be present. 

So, you can’t-, I don't think that's the context in which black box models can 

be used. Or well, in principle you can if you manage to build some kind of 

explainability framework around it, but it must be there. Then there are 

privacy-driven things, such as facial recognition, tracking people. – – This 

has been topical for a few years now.” (P10) 

Also, in some organizations, the organizations’ core business functions and more 

sensitive processes are not very easily trusted to the artificial intelligence. Some 

organizations tend to rely on, for instance, not utilizing AI to ensure explainability (P2, 

P10) in the decision-making. A good example of this is organizations making a conscious 

decision of using a rule-based decision machine in making financial decisions for 

customer's rather than artificial intelligence. This way the model is much more 
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explainable to the consumers if they wish for disclosure and explanations for the machine-

made decisions. (P2.) 

“When it comes to core business, companies aren't, at least yet, ready to let 

models make the decisions, for instance regarding sourcing or 

manufacturing. – – We don't dare let them be completely machine-controlled. 

But instead, often they are implemented in such a way that there is a human 

involved in the process and so that decision-making is tried to be made very 

transparent to show which factors affect in which areas.” (P10) 

This is a textbook example of uncertainties or issues that the transparency and 

explainability of artificial intelligence and its standardization could give an answer to. 

Provided that the AI is truly transparent in its decision making, it could possibly be trusted 

enough to be used even in the more sensitive domains like the ones described above. 

However, when moving onto less sensitive domains, where the AI model operates further 

in the background of the business processes (e.g., in business process automation) and, 

for instance, has no direct impact or decision-making power over humans – the need for 

transparency diminishes. Less AI transparency in less sensitive domains (P2, P8, P10) 

can very well be opaquer and be performed by black-box models. 

“If the [AI] solution is for example somewhere very deep down in an 

automation system of some industrial process, which for instance adjusts the 

parameters of some processing stage, then there is no need to make any major 

declarations about it on a company's website. But again, if that effect is on 

people, then it is important to create that transparency.” (P8) 

“[The need for AI transparency] depends very much on the context. In some 

situations, there is hardly any need at all, when in others it’s needed 

significantly more. And it depends a bit on what type of decisions you want to 

support. – – I have an [example] from my previous company, which had to 

do with news distribution, which is highly regulated. There it [AI 

transparency] has a rather big impact, when it comes to ethical aspects, 

journalistic aspects, etcetera. There, an algorithm that cannot be explained 

to any degree will not even be taken into consideration in any case. At least 

at this point.” (P10) 

5.1.2 Risk management needs 

The needs for ensuring general acceptability of AI aimed to approach the AI transparency 

needs by creating a positive impact through the promotion of transparency and 

explainability. In other words, the utilized AI solutions would most likely not lead to any 

worse decision-making or results if an organization was lacking in transparency or 
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explainability of AI within this area. Moreover, these needs, as well as possible measures 

taken to fulfill them, are there to improve the business, its prospects, and its processes. 

On the contrary, the second aggregate dimension, risk management needs, takes a more 

defensive stance. Rather, it seeks to identify the needs for AI transparency and 

explainability aiming to protect the organization, its operations, and stakeholders from 

any risks and negative impacts possibly caused by the utilized AI systems, or at least 

mitigate their undesirable effects on the business. In this context, risk management needs 

refer to the ways transparency and explainability of artificial intelligence are required to 

manage varying risks caused by the opaqueness of the AI models. This dimension is 

divided into the following second-order categories: monitoring AI's decision-making, 

managing negative business impacts, and mitigating excessive caution towards AI. 

Monitoring AI’s decision-making refers to the need for transparency and explainability in 

order to keep some level of human control or supervision over the AI’s decision-making 

processes and allow better evaluation of different models. The category is composed of 

the following first-order codes: retrospectively check reasoning behind AI's decision-

making and comparison of AI solutions. For some reason, these aspects got relatively little 

attention among the participants but were nonetheless deemed relevant points of view 

regarding the needs for AI transparency and explainability. 

Retrospectively check reasoning behind AI's decision-making (P4, P7) refers to the ability 

to backtrack any decisions or possible mistakes made by the AI models. Transparency 

and explainability are needed to allow this kind of observation of the reasoning behind 

the AI’s decisions and why possible errors have occurred. With more opaque black box 

models it may be impossible for anyone to decipher why the model reached certain 

decisions and results. 

“But there is of course a risk, especially if that model works really well, that 

people may become a bit lazy about it and rely too much on the [AI] model. 

Then they might not go through the results so critically. So, it might increase 

the risk of the wrong kinds of interpretations [in the medical imaging 

analysis]. I consider the impact of the risk to be big, the risk of getting a 

wrong diagnosis, for example. I think it is statistically quite small, but the 

impact of such an error is very big, so the probability of that risk multiplied 

by the impact of the risk is nevertheless large. Because we're talking about 

important things like a life-altering diagnosis, or the lack of a diagnosis, so 

the risk could be quite large. And for that reason, we would need these 

transparency things to be able to check, especially afterward, what the 
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decision was based on. For example, which part of the image was left 

unchecked, or was not covered enough, can we think of a reason for this. 

From my perspective, that is perhaps the most important application for 

explainability.” (P4) 

Another interesting perceived need was to create transparency regarding the comparison 

of AI solutions (P4), which could be enabled through national or global reference 

databases open to everyone. This kind of open reference data could then be utilized in the 

testing, evaluating, and comparing of different AI solutions in a transparent manner. It 

would further increase the transparency of the solutions in terms of their objective 

comparison when an organization is choosing which AI solution to implement. 

“There could be some national or international reference material for this 

reliability and reproducibility. These could be used to indicate that, we have 

hardware manufacturer X’s algorithm, or some artificial intelligence model 

and it performed at this specific level with this specific reference data. Versus 

then with another model from another manufacturer and it worked this well 

with the reference[data]. So, some benchmarks like this that would be the 

same for everyone so that you can meaningfully compare that which product 

is good and which necessarily isn’t good.” (P4) 

The next category in the risk management needs dimension is managing negative 

business impacts which refers to an organization’s governance of different kinds of 

threats imposed by the lack or absence of transparency and explainability in AI solutions. 

This category encompasses financial damage, reputational damage, societal risks, and 

hindering further AI development. In this category, the transparency and explainability 

needs were derived from risks caused by the lack of transparency and explainability, that 

were identified by the participants. 

The participants identified some ways in which the lack of transparency and 

explainability could lead to impaired financial performance in the organization’s 

activities. Financial damage (P5, P8, P11) refers to the failed AI investments as well as 

the financial losses caused by the artificial intelligence itself that is caused due to the lack 

of transparency or explainability of the AI systems. Though, the financial risk was 

considered to be on the less serious end of these negative business impacts as it is “only 

money”(P8). 

“Of course, perhaps the most ‘benign’ kind of a risk is that you will not get a 

return on your investment. That a system has been developed, which then no 

one wants to use because those supposed users do not trust the system. And 

then, of course, no system produces any value if no one is using it.” (P8) 
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“And of course, the more automated your decision-making is, for example, 

now these kinds of artificial intelligence solutions that are performing this 

kind of investment activity, either rapid investing or more this kind of 

portfolio management. So, if these solutions have been very opaque and now 

that there has been a lot of this kind of financial turbulence. This can lead to 

big losses if you don't really understand how those models work and just let 

them make decisions, in a slightly changed world, there will be really 

expensive solutions.” (P5) 

Many participants noted the need for transparency and explainability to protect the 

organization’s brand image and reputation. This emerged notion of the risk of 

reputational damage (P5, P7, P8, P10, P11) caused by transparency and explainability 

issues aroused discussion of multiple real-life cases from other organizations. These cases 

have clearly acted as a kind of wake-up call for organizations, causing them to pay more 

attention to the transparency of artificial intelligence, as well as the significant 

reputational consequences caused by the lack of it. 

“It is these cases like they had at Svea Ekonomi where an automatic credit 

decision-making system has been put into production and that it has not been 

fully thought through if its decision-making criteria are relevant and legal, 

and what else, values and so on, could be involved. That leads to reputational 

risk. And today, people are challenging a lot more than they did five years 

ago, wanting to know ‘why I got a negative decision here’, ‘why I didn't get 

a place to study’ or ‘why I didn't get a loan’, or ‘why I didn't get a visa’ or 

anything like that. – – As soon as the system makes decisions about people, 

then you must be very sensitive to what those risks could be.” (P8) 

“Well, of course there are risks [caused by the lack of transparency]. At worst 

the risks are even big – probably especially when the general public is 

affected. For instance, the credit risks or artificially intelligent recruitment 

solutions are of course known by everyone. Already now there are big news 

being published about these [kinds of cases] all over the world. So, there is 

an obvious [risk for] major reputational damage.” (P5) 

“Well, I guess the biggest reputational damage comes from the fact that when 

there is, a bigger company that interests the audience and the media, [and 

then] we realize you haven’t been using a model that doesn’t really stand the 

light of day. A classic example of this could be for instance Amazon’s 

recruitment ranker which always recommended, how was it again, young 

Caucasian men.” (P5) 

A very interesting and unique point of view brought into discussion by one of the 

participants was the societal impact the of lack of transparency and explainability in the 

utilization of artificial intelligence. The societal risk (P8) in this context refers to the 

possible direct or implied negative impacts of the lack of AI transparency and 

explainability on one or more facets of society. 
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“There are even more significant risks [caused by the lack of AI 

transparency/explainability] to individuals or society. For example, what 

Facebook’s algorithms have caused in the American political system. There 

is a terrible gap between the right and the left wing. Twenty years ago, there 

was no such gap. There was a lot more empathy and understanding for the 

opposing side. Now that gap is deepening, and it is causing unrest and social 

problems and human suffering. So yes, those risks can be very significant.”  

(P8) 

Some participants also brought up hindering further AI development (P3, P6) as a possible 

derivative of the ripple effect of customers not trusting AI solutions lacking transparency. 

Customers not using the data-based AI services makes their further development near 

impossible. 

“[Consumers not daring to use the AI] will also mean that we will not receive 

data, which will make the further development of the services more difficult. 

If we have a data-based service but it doesn't get new data, then it will turn 

out to be a rather short-lived experiment. Not being able to get started at all.” 

(P3) 

The final second-order category falling under the risk management needs is mitigating 

excessive caution towards AI. This category concentrates on the needs for transparency 

and explainability in the role of removing and alleviating – to at least some extent – 

unnecessary and irrelevant fears people have towards AI systems and services. It is 

comprised of consumers not daring to use AI services and organizations’ caution in 

utilizing AI. As has become an apparent pattern so far, also this category stems from the 

mistrust toward opaque artificial intelligence solutions. 

One of the fundamental features of a functional and useful artificial intelligence solution 

is that the target audience that is meant to utilize it trusts it and dares to use it in the first 

place. Some organizations identified that the lack of transparency or explainability could 

cause consumers not daring to use AI services (P3, P6, P8). 

“Of course, the first risk is that if we are not open about our [AI-based] 

activities, then we’ll end up in a situation where people will not dare to use 

those services.” (P3) 

“But then if you consider what kind of potential business risks or 

disadvantages the lack of transparency of artificial intelligence could cause, 

[and] how great these risks are. – – We're going back to the ordinary 

business, for example, what we see with 5G is that if people don't trust the 

devices, [and] if people are selling fear instead of building trust, then it's 

rather clear that AI may not spread at all or even get any kind of business 

opportunity. And that's what we're seeing now.” (P6) 
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Similar issues were also recognized on the organizations’ end of AI utilization. 

Organizations’ caution in utilizing AI (P4, P6) caused by the opacity of the decision-

making of AI models may prove detrimental to the organizations' business prospects 

otherwise achievable by AI. Artificial intelligence is not always utilized to its fullest 

potential due to this excessive caution causing a lot of possible undiscovered 

opportunities in this field. 

“And then another [risk] this lack of transparency of artificial intelligence 

could cause is that particularly the good guys, not the bad guys, are afraid to 

adopt these systems because, they do not-, people do not even know how to 

define what is the transparency of artificial intelligence.” (P6) 

“What could be the biggest business risk of all is that there is so much fear of 

introducing AI that all good things will be lost because of it.” (P6) 

“If artificial intelligence were to be used, for example, in the analysis of 

images or in the analysis of such medical images, it would not be trusted to 

be solely based on the opinion of an artificial intelligence. But instead, as it 

is often done, mammographs are often read by two radiologists. Or three. It 

could be that artificial intelligence would be one of them, so that then there 

is the opinion of a human [as well], so that then we wouldn’t get mistakes. If 

that model makes a mistake, then it wouldn't necessarily go through because 

then someone would still check it.” (P4) 

5.2 Drivers and barriers of adopting or utilizing AI transparency and 

explainability standards 

In the second supporting research question, the goal was to find out any possible 

perceived drivers and barriers for AI developing and deploying organizations to adopt AI 

transparency and explainability standards. As a result of the analysis process, four 

aggregate dimensions were identified: 1. Requirements of the operating environment, 2. 

Business facilitating drivers, 3. Business improvement drivers, and 4. Standardization 

barriers. The first three of these aggregate dimensions deal with different standardization 

drivers and further comprise seven second-order categories: 1. Regulation, 2. Stakeholder 

pressure, 3. Compatibility, 4. Building trust in AI, 5. Best practices, 6. Competitive 

advantage, and 7. AI quality and risk management. The fourth aggregate dimension 

dealing with perceived barriers to standardization comprises four second-order 

categories: 1. Lack of resources, 2. Lack of knowledge and know-how, 3. Downsides of 

standardization, and 4. Incompatibility of standardization and AI. All the categories 

derive from several first-order codes based on the conducted interviews. 
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All the identified first-order codes, second-order categories, and aggregate dimensions 

regarding the drivers and barriers of adopting AI transparency and explainability 

standards perceived by the organizations are depicted in the data structure presented in 

Figure 4. The data structure and its components are further discussed in Sections 5.2.1, 

5.2.2, 5.2.3, and 5.2.4. 
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Figure 4 Data Structure for the Perceived Drivers and Barriers (gray color) of Adopting or 
Utilizing AI Transparency and Explainability Standards 
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5.2.1 Requirements of the operating environment 

The first aggregate dimension, requirements of the operating environment, refers to the 

organizations’ possible external pressure and incentives toward complying with certain 

standards regarding their AI-related operations. As mentioned in Chapter 3, some 

standards may be enforced by governmental bodies or other third parties (see, e.g. 

Carpenter 2012; Russell 2014), which may incentivize organizations to adopt certain 

standards in order to avoid being penalized for incompliance. Additionally, there are 

various other stakeholders who might have an interest in an organization complying with 

certain standards and therefore apply pressure on organizations to act accordingly. To 

answer these external requirements, this aggregate dimension is divided into the 

following second-order categories: regulation and stakeholder pressure. 

The category labelled as regulation is rather self-explanatory, referring to the possible 

legislative and regulatory drivers for organizations to adopt any possible standards. The 

category consists of the following first-order codes: required by law, avoidance of 

sanctions, customers are subject to binding legislation, and license to operate. These 

codes differ in the root incentives behind the decisions to comply with any regulated 

standards. 

Legislation in general seemed to be one of the top drivers for any action to be taken in 

any given organization. If a standard is required by law (P1, P3, P5, P8, P9, P11) most of 

the time any given organization would comply. 

“Probably all companies, businesses and organizations start by ensuring that 

their activities are legal.” (P11) 

“Here, perhaps, legislation is what is the obligating factor, that if legislation 

changes so that something is required, then of course it is a binding factor for 

us, very quickly binding in general.” (P3) 

“The thing is that, unfortunately, the most important thing [driver] of all 

probably is regulation. At the point where the AI Act became somehow more 

concrete when the proposal came out last year, I believe that at that point 

people started to really think that ‘wait a minute, something needs to be done 

within some timeframe’. There must still be some companies that haven’t 

started to familiarize themselves with it, but I think quite a few are already 

starting to be aware of it.” (P8) 
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Some organizations focused more on the aspect of avoidance of sanctions (P5, P6, P8) as 

a way of enforcing the implementation of laws. This refers to following the standards in 

order to not have to pay fines for misconduct. 

“Well, of course, if it comes with strict regulations and sanctions, then it will 

drive it. That if there is such a thing, that x percent of the turnover if you 

belong to a risk industry where the risk has been identified and if you cannot 

show that [your] artificial intelligence is transparent, then yes, it drives that 

activity.” (P5) 

“Of course, regulation always results in that-, well there is the threat of a 

fine, and of course that sanction can simply be made monetary.” (P8) 

However, even the binding legislation or sanctioning isn’t enough to drive the adoption 

of a standard in all cases. 

“Of course, when this kind of an Act is put in place, it is rather clear that it 

will be binding to anyone operating in the field. Sure, in that too, I'm perhaps 

a bit cynical in a way that when you get punished for not following the decree, 

it is in the end just money. So, if a company is making a really good profit and 

operates with slightly dubious ethical values, it can make a conscious 

decision that we will not follow that [decree] and just pay the fine if we are 

given one. As far as the GDPR is concerned, it can be seen to some extent 

that perhaps even conscious decisions are being made that not every point 

can be fulfilled.” (P8) 

For other organizations, the drivers to follow certain standards come from customers 

through them being subject to certain binding legal requirements concerning their 

operations. When an organization’s customers are subject to binding legislation (P10), it 

is in some cases mandatory for the supplier to take into consideration the laws regulating 

your customers’ field of industry. For instance, if you’re developing an AI solution for a 

customer to utilize in their operations, it must comply with the regulation concerning the 

customer since otherwise, the solution would be practically worthless to them. 

“Well, customers operations are subject to binding legislation. And so that 

we can build solutions for them, we need to be able to meet those standards.” 

(P10) 

Sometimes the legal requirements might even go as far as requiring a license to operate 

(P8), in which case an organization wouldn’t even be able to operate in a certain industry 

without complying with the industry standards. Though this was pointed out by the 

interviewee (P8) to not be a too likely case concerning AI transparency and explainability, 

at least for now. 
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“And in some industries, it's about needing a License to Operate, and if you 

don't meet certain minimum requirements, you'll lose your license. These are 

getting to be such strong drivers that there’s no need to make a business case 

for it, you just obediently comply. But I'm not sure if these [AI 

transparency/explainability requirements] are such things that anyone would 

lose their license over for now.” (P8) 

The next category labelled stakeholder pressure refers to the possible pressure from non-

regulatory-related stakeholders for a certain degree of transparency and explainability or 

simply even to adopt a certain standard. This category consists of pressure from 

customers, pressure from the investors, and internal pressure. 

On some occasions, the customers may set some demands regarding organizations’ 

compliance with specific standards. Customers may even be seen as one of the major 

drivers alongside regulation to drive any kind of change forward. Others were more along 

the lines of being hopeful of customers being more aware of the subject and knowing to 

demand these kinds of things in the near future. Thus, pressure from customers (P5, P6, 

P8, P10) is considered a possible driver for organizations to adopt any specific AI 

transparency and explainability standards.  

“All companies have customers, and the customers may demand that certain 

standards are implemented in one way or another.” (P5) 

“After all, it is the feedback from the customers as well as the attitudes of the 

customers what, alongside the regulation or sometimes even above it, drives 

the change forward. When customers, either directly or through public 

opinion, start asking and questioning [things], it does drive the change. And 

then we start to think about whether it [following certain standards] would, 

after all, be mandatory for us, or if it could be seen as competitive advantage, 

to be a little bit ahead of any possible competitors in the standardization of 

artificial intelligence transparency, and then also in communicating it 

outwards.” (P5) 

“And then at some point hopefully sufficient pressure from consumers as well. 

This meaning the end customers, end users, ordinary consumers, who then, 

perhaps, with the help of standards, would be able to make those decisions 

more easily as consumers.” (P8) 

However, when asked about the possible pressure from customers, just as many 

participants also pointed out the opposite, stating that the majority of the consumers don’t 

really have that much interest in AI transparency and explainability – at least yet. (P2, P7, 

P8, P9.) The reason for this was mostly identified as the general lack of understanding 

and awareness about the field of AI and its utilization. 
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“No, because they don't understand it. So, the problem is that, basically, we 

see that we are the ones who have to take it [transparency and explainability 

matters] forward. – – No customer asks for it when they don't know they want 

it. But we know they want it, so we want to promote it.” (P7) 

“What has really surprised me is how little interest there is in the public 

debate or customer feedback towards the [subject] area [regarding AI 

transparency and explainability].” (P2) 

“I think it’s a very small percentage of people who demand it [AI 

transparency/explainability standardization] right now. It is not non-existent, 

there are those kinds of citizens. On average, they are more aware of the field, 

so that they may have an understanding of the principles of artificial 

intelligence, data, analytics.” (P8) 

One participant also pointed out the possible feature requirements set out by investors to 

the organizations. As the responsibility aspect constantly gains more momentum in the 

field of AI the transparency and explainability aspect also raises its head as noted in 

Chapter 2. Therefore, it is very much possible for this to be picked up as a trend among 

the investors as responsibility is seen as one aspect affecting stock valuation, creating 

more pressure from the investors (P8). 

“It is likely that in the future there will be, I hope, pressure to an increasing 

extent from the investors. That then venture capitalists would start paying 

more attention to how responsibly companies operate – also related to 

artificial intelligence ethics.” (P8) 

All the pressure in the direction of the transparency of artificial intelligence is by no 

means only external pressure. A participant also pointed out the internal ethical 

considerations happening in many organizations right now which also exert internal 

pressure (P10) on transparency issues and its standardization. 

“There are ethical considerations in many organizations right now about the 

use of machine-learning systems, so they probably pretty much drive them [to 

possibly implement AI transparency standards]. And machine learning 

systems often automate some parts of the processes, which may even lead to 

co-operation negotiations. And I think they can drive internal pressure in 

terms of transparency.” (P10) 

5.2.2 Business facilitating drivers 

The second aggregate dimension, business facilitating drivers, comprises clarification 

and guidelines, compatibility, and building trust in AI. Business facilitating drivers in this 

context refers to different factors which make business operations easier, simpler, and 

more fluent for the organizations, through the standardization of AI transparency and 
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explainability. These factors aim to facilitate the organizations’ operations concerning the 

organizations’ stakeholders, such as other organizations, customers, and employees. 

The second category, compatibility, entails consistency and facilitating international 

trade. This category is more of a general driver for any kind of standardization rather than 

being strictly tied to the adoption of AI transparency and explainability standards. As 

noted in Chapter 3, compatibility is also recognized as one of the general categories of 

standards (Bøgh 2015). Also, as most standards are international, it is naturally a lot easier 

to export products or services abroad when they comply the international standards. The 

observations that emerged through the interviews clearly support these notions. 

Consistency (P2, P3, P7, P8, P9) was noted to have a positive impact on the uniformity 

of different procedures and operations between different companies. This was noted to 

benefit organizations for instance in the form of labor mobility and coherence in 

procedural requirements set out for AI utilization. 

“[Standards] would also make them [AI models] more consistent for the 

company in a way that when predictive analytics and machine learning is 

used, specified features and aspects of that model should be described. That 

would be a specified minimum for it. Then, if a company wants to do more, 

wants to prove something, [for example that it] acts even more ethically or in 

some way more selflessly than its competitors, it can build upon that 

foundation.” (P2) 

“It would be highly valuable that we would have uniform processes, 

practices, tools. And clear responsibilities for who does what.” (P8) 

“It would probably then be [to achieve] some kind of consistency to it [AI 

transparency], so that if this starts to become established to a certain 

standard or best practices in different organizations. Of course, it would then 

be easier when there is turnover between different industries and different 

companies. So, if these things are documented and handled [the same way], 

and the processes are similar with other companies, it is also easier to 

onboard [people] or join as a new person, either to develop those solutions 

or to utilize those solutions on the business side as well.” (P9) 

“If we started to implement these standards, [an organization could benefit 

from] the consistency with everything else, not just with the industry, but also 

other actors. And perhaps in terms of labor mobility, the kind of ease of 

adoption could be good, with such standards. If you compare the use of 

standards to the use of some self-developed best practices to increase the 

transparency internally, and then you have a new employee from another 

company joining, then they might have completely different best practices.” 

(P9) 
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Another perceived major driver for the adoption of, not only AI standards but also many 

other types of product and process standards is facilitating international trade (P1, P6). 

Indeed, the implementation of globally recognized standards was noted to make it 

immensely easier to export any kinds of goods, including AI-related technologies and 

solutions, from one country to another. Through common standardized definitions and 

requirements, organizations may be able to save effort and money when moving to new 

markets, as there is no need to separately check and clarify the product requirements for 

separate markets. 

“When these common definitions are used, it is, in a way, possible to facilitate 

exports, for example, even on this [artificial intelligence] side. When the same 

common definitions are in use, there is no need to find out the specific 

definitions used by other countries. And that, for example, in the European 

Single Market, is the benefit of why these European standards should be 

nationalized in all countries. This will make it easier for companies to move 

to other countries in the European Single Market as their requirements do 

not need to be separately clarified.” (P1) 

“After all, we have drivers such as how to make this AI a marketable product 

that is accepted across the globe. – – What would be needed would be some 

kind of global framework, not an intra-EU framework, but specifically a 

global framework, for when AIs will travel from one continent to another, in 

the same way mobile phones do. And this was one problem, lets say at the 

beginning of telecommunications, that when mobile phones were made, even 

if the mobile phone was legal in Europe, exporting it to the United States, 

Latin America, China, Russia or elsewhere could make it completely illegal, 

because there were properties which then conflicted with the national 

regulations. – – Of course, what we want to achieve is that you have a product 

to sell, you have a product that you can also use within the company, it has 

the possibility to allow free movement [of products], not only with this digital 

single market here in Europe, but also globally.” (P6) 

The second category is labeled building trust in AI, which was also identified as a second-

order category in Section 5.1. The category refers to achieving a sufficient degree of 

transparency and explainability of AI for different stakeholders to be able to trust artificial 

intelligence through the adoption of related standards. The category comprises increasing 

customers’ understanding and daring to use AI services.  

In general, a lot of organizations seem to have the perception that consumers have very 

limited knowledge and understanding of artificial intelligence and how AI services utilize 

their data. They have no practical means of evaluating if some AI model is good or bad, 

let alone that they would even always be aware of when AI is utilized. AI transparency 

and explainability standardization is perceived to be able to level the playing field in terms 
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of distribution of knowledge in the society and especially in the relationships between 

developers, users, and consumers. Therefore, increasing customers’ understanding (P2, 

P3, P8, P11) was highlighted as one of the possible drivers of AI transparency and 

explainability standards adoption. 

“Going to a topic like this, like artificial intelligence, about which, on 

average, perhaps the level of knowledge in the nation is still a little weak and 

a little influenced by a sort of market hype. And perhaps influenced by fears 

of singularity. So, in my view, it should in no way be the responsibility of the 

consumer to understand how those systems work and whether that 

transparency has been sufficiently created. Or whether each individual has 

the ability to understand how a neural network produces recommendations. 

So, I think it’s too demanding and pretty utopian. So, I would somehow think 

that standardization could help in this if there would be such a universally 

recognized and accepted standard that a company could acquire for its own 

artificial intelligence solutions. So, it would not be the responsibility of the 

individual to challenge whether it is good or not. But then one can rely to 

some extent on the standardization organization and the process that if an AI 

has been developed according to such a standardized process and meets its 

requirements, then I can trust it.” (P8) 

“Absolutely we feel that it is, it would be important to have, standards for 

artificial intelligence in general. Since there really aren't many of them at the 

moment. There aren't but a few that are under development, but there isn’t 

really anything that would be very ready for use at the moment. And that’s 

precisely because, at the moment, it’s really all up to the organization that 

how they define and comprehend artificial intelligence. It is a very impossible 

task for the customer to evaluate it when on different facets – – all [actors] 

perceive artificial intelligence in a slightly different way and have slightly 

different rules of the game for that activity, different ways of presenting it. So, 

it’s quite impossible for the average commoner to understand how his data is 

used in those services and how he is served with the artificial intelligence 

tools. Therefore, it would be important to have it [AI standardization] so that 

it unifies the playing field.” (P3) 

“From the customer’s perspective, it [standardization] contributes to 

eliminating the information asymmetry out there, so that you can rely on it. I 

am still referring back to the previous information security issue, in a way, 

from the consumer's point of view it may seem very kosher that they have 

attended those data privacy trainings, but in reality, there may be a thousand 

data protection incidents. But the consumer thinks that things are okay.” 

(P11) 

“Yes, it [AI transparency and explainability] does need [standardization]. 

Otherwise, everyone is trying to create a standard of their own liking. The 

downside is that the ways of describing the use cases of AI, so if they’re 

company-specific, they’re on average far too challenging for the consumer to 

understand. So, the biggest advantage of standardization would be to make 

models more understandable to the consumer. – – And now [we’re aiming to] 
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maybe find such a golden mean that we don’t shackle innovation too much, 

like with [hard] regulation. But making these [things] more understandable 

to the consumer through common rules. I think this would be a winning bet.” 

(P2) 

Another driver for organizations to implement possible AI transparency and 

explainability standards is to eliminate the hesitation of different parties to utilize AI 

solutions and services, both as a part of their work or as a customer. Daring to use AI 

services (P3, P4, P7) also circles back to the trust from customers toward the AI and is 

crucial for any AI solution for them to offer any kind of value. If customers don’t dare to 

utilize any of the services, because they don’t understand how the AI works or utilizes 

their data, it can be detrimental to an organization. This phenomenon could ripple into 

other derivative effects such as the organizations not getting the data needed from the 

customers to effectively run their business and create value. 

“Voluntary external action or external driver [for adopting AI 

transparency/explainability standards] is precisely the building of trust in 

customers, that is, communicating that we act in accordance with good 

practice and in accordance with general normal principles. It supports the 

use of our services.” (P3) 

“[AI transparency and explainability standards] enable us ourselves to trust 

that if we adopt any new tools, it is not just that our customers trust them, but 

that we ourselves are trusting it, to dare to adopt it. And we can trust that 

when certain principles are followed, things will probably not fall apart right 

away.” (P3) 

“Well, maybe building trust. At least that's what you come across the most as 

a researcher. No matter how good a model is, it can sometimes make foolish 

mistakes from a human’s point of view. Even if it is 99.9 percent of the time 

always right, but then 0.1 percent [of the time] makes such stupid mistakes, 

and you can't explain ‘why does it say like it does’, then that's how you lose 

the trust. I have so often come across people saying that ‘this is a shitty model, 

it’s completely useless since it made a mistake like this’. And then it really 

doesn’t matter to try explaining that ‘well, almost all the other cases went 

always right’. So, this would save you a lot of time, for example, and so on. 

That would definitely be the case, at least when working with doctors, that it's 

about building trust, for the kind of guys who might resist change.” (P4) 

5.2.3 Business improvement drivers 

 The next aggregate dimension is business improvement drivers which is composed of 

best practices, competitive advantage, and AI quality and risk management. As the 

facilitating drivers focused on facilitating the organizations’ operations in relation to its 

different stakeholders, in contrast, the improvement drivers focus more on improving, for 
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instance, the organization’s processes, brand image, and overall quality, to 

comprehensively improve the business and make it more profitable. 

The first category, best practices, comprises following general good practice, avoiding 

reinventing the wheel, and checklist for AI requirements. This category refers to an 

organization’s incentive of adopting these AI standards as validated procedures that are 

widely accepted as being correct or most effective in the given field or purpose. This 

benefits the organizations by cutting down on unnecessary work discovering best 

practices on their own and steering the organization in the “right” direction. 

“After all, there are many reasons [why you’d utilize standards], but of 

course good general practice [is one of them]. Why wouldn’t you follow 

general good practice? Why would you do something yourself? Probably the 

question here is, that you benefit from it, and it will save you effort and 

probably lower the risks as well.” (P11) 

As exemplified by the quotation above, various participants saw standards as well-tried 

ways of doing things. The majority of the participants noted standards being a sort of 

guide for following general good practice (P1, P2, P4, P3, P8, P9, P10, P11) and giving 

new insight into different procedures as a driver for adopting them. 

“[Standardization of AI transparency and explainability] of course, also 

supports good practice, if there is a norm of good implementation – what a 

standard is in practice – then it also helps our own working, so that we are 

able to plan that what kind of arrangements we have to implement, what kind 

of processes, and to be able to compare it to something. Because at the 

moment there is no reference surface either.” (P3) 

“From my scholarly perspective on this, on the other hand, yes [AI 

transparency and explainability standardization is required], so that there 

would be someone kind of manual that anyone can follow and demand that 

these things are fulfilled. That if there is someone, for example a medical 

company that buys this kind of [AI] services, then they could, following some 

documents or manual to demand that what should be fulfilled. – – I would say 

that from the company's point of view, it would definitely be good to have at 

least clear guidelines, so that these things should be taken into account.” (P4) 

“Standard always comes with completely new perspectives or deeper insight 

into the existing ones. We are then able to look more broadly at the whole 

phenomenon, that the standard aims to regulate or describe. And through 

such a reflection, without exception, the results will also improve when you 

think about things a bit broader than only through your narrow personal 

scope. Some [of these things] are related to our industry, and some may be 

related to our geographical location, and some are related to Finnish 

customers. And sometimes when you look at the practices of other industries 
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or the perspectives of other countries, or the perspectives of consumers in 

other countries, you also learn a lot.” (P2) 

“Over time, some sort of best practices begin to emerge. For example, that 

within a specific industry some standard is found to be particularly useful or 

particularly well-interpreted, for instance in the retail or transportation 

industry, or the health sector. So, then it is likely that such best practices will 

emerge there.” (P8) 

Some of the participants also noted that there is no reason for wasting the company’s 

resources on researching the best ways of doing things if these ways can be found in the 

form of standards which have been concluded by a board of experts or proven to be good 

as market-driven de facto standards. Participants noted standards as one way to 

figuratively speaking avoid reinventing the wheel (P1, P8). 

“Well, the benefit of this is, of course, the fact that when you use these 

mutually agreed rules of the game, you don't have to reinvent the wheel. That 

is, you can take advantage of these common rules of the game.” (P1) 

“[Standards] help developers in the first place so that they have a clear 

process. They have clear artifacts, what needs to be produced at which point, 

and they have clearly determined tools and processes to produce them. So, 

there is no need to always reinvent the wheel. – – If the process is clear, and 

it has been decided that we do it with these tools and processes like this, then 

it will not burden those developers and data scientists as much. Their job will 

hopefully go smoother.” (P8) 

Standards were also seen as a possible checklist for AI requirements (P4, P8, P9, P10, 

P11), giving a clear manual on which aspect of the AI implementation should be reviewed 

and what needs to be in order. This way standards would act as a simple way of ensuring 

that the organization’s AI development and utilization are up to par and do not leave it to 

interpretation.  

“Standards or best practices, so of course they’re used for trying to create 

checklists of the required documentation at any stage of development, in 

which step is it required to go through certain decision-making gates and at 

what stage, or what the metrics are for example in terms of data quality or 

such. When it comes to standards, of course, there may have been a bigger 

group thinking about the best practices, than when thinking about and 

collecting those best practices inside a company.” (P9) 

“In my opinion, at least in the beginning, when this kind of thing is still 

searching its direction, it might be better to have a checklist, in a way, so that 

these aspects should be reviewed and clarified – so that you can return to 

them later if necessary. So that it wouldn’t be like that it [AI’s transparency 

and explainability] should be implemented strictly in a certain way. [Instead 
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it would be carried out] in little broader manner, but still so that someone 

would think those things through. It would probably be the most important.” 

(P4) 

“[A standard] lists in more detail the things that we need to have in order, 

the responsibilities that need to be in order, the processes that need to be in 

place, the version control, whatever there might be.” (P8) 

The next second-order category is competitive advantage. It refers to the incentive of 

adopting possible AI transparency and explainability standards as means to achieve a 

more favorable or superior position in the market. The category entails business benefit, 

brand image and values, and barrier to market entry. 

Pursuing business benefit (P5, P7, P8) was identified as a key driver for implementation 

of these kinds of standards. Some participants noted that being compliant with emerging 

relevant standards in the field and so being able to prove the ethicality of the company’s 

AI could have a direct positive impact on their position in the market. 

“Business benefits [would be one of the most important drivers to adopt AI 

transparency and explainability standard]. – – We are starting to be at the 

point that we know what to do and we are executing our artificial intelligence 

plan. Our goal is that, in 2025 80 percent of purchase invoices will be 

processed without humans. We’re starting to be at the point of the process 

that we’re beginning to hone the process, that we’re no longer waiting around 

or we’re no longer testing anything. Instead, we know that we already have a 

working product and we’re able to incrementally develop it. So yes, we want 

to show our stakeholders and competitors and potential customers that we 

are following these standards. It's worth coming to ‘play’ [do business] with 

us. We're doing this right, we're doing this properly, we're doing this like big 

boys do, you know.” (P7) 

“One could see a competitive advantage in being a little ahead, then potential 

competitors in it, for instance, in standardizing the transparency of artificial 

intelligence and also then in communicating it outwards.” (P5) 

“A standard may at some point in time be a competitive advantage. It can 

give you a trusted position in the market that can bring you business 

benefits.” (P8) 

The possible adoption of AI transparency and explainability standards was also driven by 

the pursuit of signaling responsible brand image and values (P5, P8, P9, P10, P11). It 

was noted as a way of signaling ethical and responsible values to the organizations’ 

stakeholders. This was also brought up in Section 3.2, where it was suggested that getting 

certified to a standard may bring reputational value to the compliant organizations. Early 

implementation was noted to possibly lead to a company achieving the role of a 



69 
 

forerunner in the field of responsible and ethical AI. However, it was pointed out that the 

competitive advantage or the special pioneering position acquired in the minds of the 

consumers would only last so long. It was anticipated that at some point having the 

responsible AI affairs in order would become more of a “hygiene factor” rather than an 

actual competitive advantage – it would become more of a basic assumption (P8). 

“This is a time-axis thing right here. If you’re now on the move, at the 

forefront, you can gain competitive advantage by appearing to be or being 

able to prove in some way that you are a pioneer in the utilization of ethical 

artificial intelligence. And some consumers are interested in it, some 

investors are interested in it. And some are not. So, at the moment it's a bit of 

a leap of faith thing if you start doing it now, whatever is the driver for it; the 

desire for a more loyal customer base or additional customers or new 

markets. Or is it just about wanting to appear as being a pioneer because it 

creates the reputation of an innovator that can then bring in other customers 

for other reasons. So even if they are not interested in the responsible 

artificial intelligence, they may be interested in your status as an innovator 

and pioneer. But then, indeed, five years on, I think we will already live in the 

world where we are with the GDPR now. That it's a bit, let's say ‘well of 

course you have it taken care of’. Or that you’re expected to give an 

explanation for it if it's not okay. So, then it is no longer a competitive 

advantage in that way.” (P8) 

“Other organization – – such as OP – – have, in my opinion, been working 

systematically and purposefully for years, to ensure that they are associated 

with the fact that their use of data and artificial intelligence, can stand the 

light of day and that they are very advanced in their thinking from this point 

of view. And I believed that, OP as an example, they see that it is a strategic 

competitive advantage for them.” (P5) 

“[Through the implementation of these standards one could] signal oneself 

as a responsible actor internally and externally. And brand perspectives, in 

the same way as the privacy perspective has recently been, so [you could 

achieve] similar kind of brand benefits as [with] GDPR-related signalling, 

etcetera.” (P10) 

“But right now, what guides it [the adoption of AI transparency and 

explainability] is the company's own values and maybe its pioneering role 

regarding the importance of ethics and responsibility of artificial 

intelligence.” (P8) 

Standardization was also driven by the benefit of standards working as a barrier for 

market entry (P7) for new or foreign enterprises that are not compliant with the market 

standards. Organizations could have a stronger position in the market if the industry was 

highly standardized. This was an interesting, yet distinctive, approach to the benefits and 
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drivers of standardization, as it straight up opposes one of the principal goals of standards 

in creating better uniformity and compatibility. 

“The advantage of standards, especially national standards, is that they are 

a significant kind of barrier-to-entry. So, for new companies or for American 

companies when they come to [the market], it is a major barrier to entry that 

you have a national standard which can be difficult to understand. Or you 

have new actors [in the market]. Currently you can set up an AI company 

even in your basement tomorrow, it’s no obstacle. For you to actually be able 

to get it up and running, we would like to create some standards there, which 

would act as barriers for entry to the market.” (P7) 

The third and final category under business improvement drivers is AI quality and risk 

management which comprises improving and assuring AI quality, risk allocation and 

management, enabling comparison of AI solutions and providers, and certifications of 

compliance. 

The absence of means for proving the quality of an AI solution has been identified to be 

a major problem, especially for AI service providers. Transparency standards are also 

noted as a possible way to indirectly improve the quality of AI development when the 

supervision becomes easier through improved transparency. Therefore, AI standards 

adoption, in general, is also driven by organizations’ efforts toward improving and 

assuring AI quality (P3, P5, P7, P9). 

“If we start doing some [artificial intelligence] thing which we would not 

open up at all, then there are risks that its implementation would be weaker 

as well. We believe that when we develop, for instance, artificial intelligence 

openly it forces us to make more careful choices and to document that work 

better when our work can be viewed by anyone.” (P3)  

“In the medium-long term, depending on the standard, they can also 

streamline the internal processes and internal doing, and in that way create 

efficiency or competitive advantage.” (P5) 

“Primarily, it [internal driver for implementing TAI/XAI standards] is again 

perhaps quality assurance, we know that we have some model of good 

implementation to which we can strive.” (P3) 

“We would need a standard that enables us to prove that our artificial 

intelligence is developed and controlled – – this kind quality assurance 

standard for artificial intelligence. We could show our stakeholders plus then 

possibly the tax authorities and auditors that ‘hey, our artificial intelligence 

is marketable’. Such-, if there was such a standard in use, we would certainly 

implement it immediately.” (P7) 
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“Maybe somehow for the suppliers, and product manufacturers – and if one 

starts building services like that – standards could be useful in the supplier 

field around the artificial intelligence solutions, bringing some kind of 

support or stamp stating that our product is standardized in compliance to 

some major standard.” (P9) 

In addition to assuring the quality of the AI and its decision-making, someone must be 

held accountable for these decisions and the risks they bare. Ever since artificial 

intelligence has been around and able of making independent decisions, it has been under 

debate that who bares the risk and responsibility of the AI in when the outcome is 

undesirable for any parties involved. Therefore, as some participants rightfully noted this 

problem, risk allocation and management (P7, P11) was identified as a possible driver 

for adopting AI transparency and explainability related standards. 

“Another thing that what we're really struggling with here is that when we 

start making automated decisions for a person, there is someone who bears 

the risk. We really want that the risk would be communicated, you know, to 

all parties involved. – – [We hope that all] actors [involved], especially us 

and the tax authority, would have a common ground on what basis we operate 

with this. Because then when the time comes for an audit or a tax audit, we 

want that, in that situation you don't have to start figuring out ‘what the hell 

even has been done here’. But instead, we would’ve had common rules of the 

game in the sense that everything has been done according to all standards 

and doctrines and I can trust it, that this is really like this.” (P7) 

“We could protect our and our clients’ asses with the fact that, we could prove 

to those who audit them [AI systems] that ‘hey everything has been done 

properly’.” (P7) 

“[Standards could promote AI transparency and explainability by 

implementing] some principles stating what needs to be told about it and what 

those things are. And what the explanations need to be and how it needs to be 

analyzed and tested as an example. And how that risk is managed, of course, 

is more critical, more risky AI applications need to be tested more and more 

transparency is required” (P11) 

“I would see risk management [as the main external driver for introducing a 

AI transparency/explainability standard], which I just went through multiple 

times. In a way, it's the equalization of information within a company.” (P11) 

Similarly, like in Section 5.1.2, where the need for transparency and explainability of AI 

was seen to be driven by a possible comparison of different AI solutions, standardization 

was perceived to provide a better basis for this. Standards would give a clearer framework 

for conducting the evaluation. Therefore, enabling comparison of AI solutions and 
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providers (P3, P4) was identified as yet another driver for the possible adoption of these 

kinds of AI standards. 

“Standard practice enables monitoring [of activities] through a third-party 

auditing process. Because without that standard, it is kind of impossible. We 

can ask someone to evaluate our performance, but then it is based only on 

their own views, and you can’t necessarily do any kind of comparison 

between different industries. Or we won't be able to compare, for example, 

different suppliers. If we could implement AI standardization then we would 

have suppliers who are standardized, [and] suppliers who are not 

standardized, [so, then] in a way it is easier to conduct a comparison.” (P3) 

The possible adoption of AI transparency and explainability standards was also driven by 

the companies’ desire to prove their compliance. In this case, standards would be used to 

get certifications of compliance (P1, P7, P8, P9) for instance to facilitate dealing with 

auditors as well as to signalling it to the customers for example to appear more responsible 

as a company as discussed in the context of the competitive advantage category.  

“It can be required that some products, for example, are certified. But most 

of the time companies themselves want it done for the sake of proving, that 

they have been proven to use this standard, for example something like the 

9000-1. They want the certificate in a way as a sign and indication to the 

customers, [showing them] that ‘we are operating in accordance with this 

standard’. And you can trust it, or customers can be confident that these 

standards are being met.” (P1) 

“I would think that it [implementation of TAI/XAI standards] would certainly 

help the company's management through standardized processes, methods, 

responsibilities, and obligations which would allow us to reach a situation 

where it is easy to respond, for example, to a request from an external auditor. 

So, that if at some point there is an external audit and we happen to have 

some high-risk artificial intelligence systems in use, and as the AI Act is 

portraying the possibility of third parties who could even enforce someone to 

remove a solution [from use] or give out fines. So that’s when we need to be 

able to show what [solutions] we have in use, how they are built, how they 

are governed, how the risks are managed.” (P8)  

“Probably for system vendors the standards are of course good for creating 

trustworthiness so that you are able to prove that a system has been built 

using the best practices. And then there is such a stamp [of proof] from some 

outside party who has audited things.” (P9) 

5.2.4 Standardization barriers 

The fourth and final aggregate dimension is standardization barriers. It refers to all the 

identified factors that could potentially prevent or impede the adoption of AI transparency 
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and explainability standards in organizations. These may vary from the internal qualities, 

resources, and competencies of the organization to the contents of the standards and their 

possible downsides. This dimension entails the following second-order categories: lack 

of resources, lack of knowledge and know-how, downsides of standardization, and 

incompatibility of standardization with AI. 

The first category, lack of resources, refers to the possible absence or insufficiency of 

resources such as time and money as well as their prioritization in an organization. This 

category composes of the accrued costs, bureaucratic burden, and competition for 

resources. The category focuses on the lack of more tangible resources compared to the 

second category, lack of knowledge and know-how. These identified barriers can be seen 

to apply to the adoption of standards in general, rather than focusing strictly on AI 

transparency-related standardization. 

It was noted that standardization and certification processes are often rather expensive for 

organizations to go through. Therefore, accrued costs (P3, P6, P7, P8, P9) was identified 

as a major barrier impacting the adoption rate of these kinds of standards for a lot of 

organizations. 

“Commercial standards are often quite costly. Budgeting is such that if we 

are able to not pay for something, or if it’s terribly expensive, it can be a 

barrier for the adoption. If you don’t feel like you’re getting value for money.” 

(P3) 

“These [adoptions of standards] are investments. You have to pour money 

into this. And then if that money can't-, if you can't build a business case for 

it, then it is on thin ice a bit.” (P8) 

“And, of course, if you go into certification processes and others, they are 

slow and expensive.” (P9) 

In addition, standardization and standards are noted to be perceived as highly bureaucratic 

and to require a remarkable amount of time and effort to adopt, implement and have in 

use. Time and effort put into any project are another important resource that is taken into 

consideration when making business decisions. Thus, perceiving standards as a 

bureaucratic burden (P3, P8, P9) may be seen as another barrier to standardization. 

“Perhaps what I have [encountered] myself when discussing this [barriers 

for standard adoption] is that it is perceived as this kind of excessive 

bureaucracy. Many experts find it somehow a nuisance or an insult to their 

expertise that ‘our IT system is [already] good enough and secure’. Or fear 
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that it will cause more work to be done. Maybe those are the biggest 

challenges in it.” (P3) 

“As long as they do not build those standards in such a way that they impose 

such an enormous bureaucratic burden that no one simply agrees to use them. 

If this is the case, they are of no use.” (P8) 

“Maybe it [barriers] is just related to the fact that those [standards] are 

perceived as somehow rigid, perhaps given from the outside, [people are] not 

engaged to commit to them. Or not getting ownership of it. – – At least my 

own, perhaps, outdated view [of them is], the fact that they are typically big 

projects, which then, perhaps, takes time away from the core activities.” (P9) 

Organizations have to make a lot of business decisions with the limited amount of 

resources they have at their disposal. They have to evaluate how every new initiative 

contributes to the business and prioritize which projects to take on and what not. It was 

noted that sometimes it is difficult to build a business case for standards and 

standardization activities as they are mostly voluntary, costly, time consuming and the 

gained benefit can be difficult to evaluate beforehand. As there is a constant competition 

for resources (P5, P8, P9, P10) between different business initiatives, this can work as a 

barrier to adopting AI transparency and explainability standards as it mainly concerns the 

often overlooked or less prioritized ethical aspect of the business. 

“Definitely resourcing and expertise. They are clear barriers. Often, if you’re 

thinking about corporate Data Science teams, there may be three people, with 

their hands full of work, who may not be able to take in anything new unless 

it’s binding legislation.” (P10) 

“The natural hurdle is that the implementation of a standard is an investment. 

And it competes for resources against everything else. – – If the development 

[work of companies] are divided into sort of offensive and defensive 

[strategies]. There are offensive [ones]: to develop new solutions, improve 

the user experience, conquer new markets. And then defensive ones are, for 

example, ones that protect against fines or improve information security. Or 

make sure there will be no bigger problems. So especially growth companies, 

would rather use their contributions to attack than to the defense. And 

because of that, they don't-. It's easier to go to the corresponding area with 

the investments. Then if there is a more like a so-called incumbent firm, there 

it may be that the focus may be more on the protection and defending. But 

still, the business case isn't necessarily terribly strong, for all this kind of 

implementation of standards, because it may be difficult to say or quantify 

what the benefit is, unless it's a kind of GDPR-type of [situation], that there 

will be such big sanction that a company goes bankrupt, so, ‘how about we 

do it after all’.” (P5) 
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The next category, labelled lack of knowledge and know-how, focuses on the less tangible 

organizational resources. This category is composed of difficulty to interpret, lack of 

competence, and uncertainty. Organizations don’t always have the right competencies to 

implement the standard, or they might just lack the trust toward a new standard as there 

is no prior knowledge of successful implementations of the standard. 

Difficulty to interpret (P3, P6, P8) was identified as a possible barrier to standards 

adoption, as some participants perceived standards, in general, to require specific 

expertise to understand them.  

“And then barriers to the adoption of standards; so, of course they will be 

such as if that they are difficult to interpret.” (P6) 

“If a standard were to be introduced, you would have to buy the expertise 

from outside [the organization] to interpret it, because standards are usually 

very specific and require someone who specializes only in understanding the 

standard and does so on a full-time basis.” (P3) 

“Each company interprets, for instance, what GDPR means, how we 

implement the right to be forgotten, what it means to us, and to what extent 

our customers cannot be forgotten because the law then dictates it elsewhere 

so-and-so. So, there are industry-specific interpretations that require a lot of 

work and require the lawyers and the subject matter experts and 

professionals to interpret what this means. So yes, I would see that, in 

principle, the organizations themselves have perhaps quite weak prerequi-, 

it’s even somewhat absurd to think that each organization would have the 

prerequisites to do all the difficult interpretive work themselves.” (P8) 

The participants noted that organizations might be lacking this kind of expertise and 

competence to do the interpretation of the standards in-house. Lack of competence (P7, 

P8, P10) was therefore identified as another barrier. 

“After all, the company does not have the competence to adopt a standard 

and make process descriptions. After all, in quite a few organizations, it 

would be done by getting an external consultant who then understands the 

jargon.” (P7) 

One participant also rightfully highlighted that we are still in a very early stage with AI 

standardization. This adds some uncertainty (P8) to the process, as the newly published 

standards don’t necessarily have the collective validation of the industry. As adopting 

these standards is an investment among others, it always withholds a certain risk of 

turning out futile and wasting the company’s resources. 
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“Well now we are on the verge of something new and those standards have 

not yet been collectively validated. Therefore, we are in a world where 

someone has to dare to be that pioneer and start investing and doing without 

knowing if it will be of any use to them or not. So, this probably takes us to 

the core and the values of a company, to the way the company operates. Some 

are going to do [it, and] some are definitely not going to do it until there is a 

clearer consensus in the market that these and these standards are worth 

using in these and these situations. They will bring such and such benefits. 

So, at this point now, the obstacle is probably precisely the uncertainty as to 

why I would do so.” (P8) 

The third category in this aggregate dimension is downsides of standardization. It refers 

to the properties and impacts of standardization that might disincentivize organizations to 

adopt AI transparency and explainability standards. The category comprises 

compromising trade secrets and hindrance to innovation. 

Some organizations working in the field of AI find the aim of transparency and 

explainability in artificial intelligence even counter-intuitive. This is because while 

making the operating and decision-making of the AI model more transparent and 

understandable, they are afraid of compromising trade secrets (P2, P11) and giving up on 

the competitive advantage achieved by your model in the process. If anyone can 

transparently see how your model operates, what keeps them from copying that if they 

deem it a well-working model? 

“There are trade secrets etcetera, which can be compromised by this 

transparency thing.” (P11) 

"I feel that companies, not to mention in Finland, but also throughout the 

world, there is so much general talk about utilizing artificial intelligence for 

‘good’. But you see fewer concrete examples of where a single model would 

have been opened process-wise understandably for the consumers. And I 

know that the reason is difficult. How do you transparently describe the 

operation of a model at the level relevant to the consumer, without at the same 

time opening up all the competitive advantage you have realized in 

developing it." (P2) 

Standards were also noted to incorporate a sort of regulatory risk. Some industry 

standards in AI might prove to become a hindrance to innovation (P4, P6, P11), which 

can be perceived as a barrier to standards adoption and standardization willingness for 

some organizational actors. If these standards tie the developers’ hands down too tight, it 

might have a significant impact on the innovation of new AI solutions or use purposes. 



77 
 

“Now I am again speaking, for instance, on behalf of European small and 

medium-sized enterprises. If the introduction of and adherence to standards 

poses a very high-cost risk also in the tes-, even in the testing phase, it means 

that this will hinder European innovation. This will also affect 

competitiveness.” (P6) 

“Here [when talking about standardizing AI] I want to emphasize the 

regulatory risk, because at the moment it is unclear what can be done at all, 

and now, of course, it is hampering the development and taking things 

forward.” (P11) 

“From a researcher’s perspective, it can kind of restrict work too much into 

certain things. That, for example, in pathology, there is a lot of cell-counting 

models now that it is easy to standardize when it is known that its task is only 

to count these balls out of this picture. But then, all this commercial 

development is directed into that and then, we miss out on doing the perhaps 

a bit more special things that could then solve something completely different 

problems because that is not as easy to check if they actually work the way 

they promise according to the standard.” (P4) 

“From the developer's point of view [the barrier would] be that in a way their 

hands are tied too tight.” (P4) 

The fourth and final category is incompatibility of standardization and AI, which refers 

to the suitability issues of standards for regulating artificial intelligence in general. This 

category considers the feasibility of regulating AI through standardization as well as the 

applicability of standards for governing machine learning models as they learn and evolve 

as time passes. For instance, the same AI model we have today may be very different 

within months or even days from now, as it processes more data and adjusts to what it 

learns, while the standards governing it stay the same. The category comprises the 

dynamic nature of AI and standardizing process over the product.  

It was noted that the dynamic nature of AI (P6, P7, P11) makes it an extremely difficult 

subject to govern and standardize. This issue was also brought up by Winfield et al. (2021) 

regarding IEEE’s P7001 standard. As discussed in Section 3.3.2, due to the field’s 

relatively low maturity it is problematic to determine the practicalities required of the 

standard regarding system transparency now and in the future. Standards are often a sort 

of static representation of the best practices at any given moment to date. Since artificial 

intelligence by its nature is learning and evolving through time, the participants 

highlighted the challenges of standards keeping up with this development. 

“Right now, I’m saying we need standards, but that anyway, AI is at the 

moment a very fast-moving target. Whatever standard is currently being built, 
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the same day it's finished, it's already old. – – After all, a standard cannot be 

permanent. The standard can only say what is the best idea at a given 

moment.” (P6) 

“When you look at telecommunications, we started with 2G. Now we are 

currently working on 6G in standardization. And you-, we were thinking 

about the telecommunications standardization. The way it works is that we 

don’t know where 5G ends and 6G starts, or 3G once ended and 4G started. 

One day it will be decided that ‘hey, now we are moving on to the next 

generation’. And this will also happen in artificial intelligence. There will be 

no clear threshold by which we could say that now this weak AI of ours has 

just turned into a strong AI. There is no such clear border which humans can 

come up with. At some point it will be decided that ‘boys, what if today, from 

now on, it seems to me that this would be a strong AI’, and then we decide. 

That is a matter for humans to decide. There will be no clear thresholds in it. 

And that’s why we definitely need to build the evolution there [to AI 

standards]. But that, making this ladder of evolution is impossible for man at 

the moment because we do not currently know what the criterion for strong 

AI is, except that it is as intelligent as humans.” (P6) 

Related to this, standardization’s (as a form of regulation) compatibility with AI was 

questioned in terms of the target of standardization. As mentioned above, AI solutions 

are a very difficult target to standardize due to their nature and fast evolution. Therefore, 

several participants emphasized standardizing the process over the product (P6, P7, P9), 

as this was deemed more useful and attractive for the organizations to implement. 

“Instead of making terribly strict standards for us, I think – this is my 

personal idea – that we should make governance-type process solutions in 

the same way as I said for instance in information security. So that if a 

product is found to be faulty, it can be addressed more quickly. – – And that 

is why I said that standards should be constructed in such a way that the 

standard would cover the governance, the processes, the ways of doing 

things, etcetera. Rather than to construct it so that, ‘these are the areas where 

it has to be used, these are sanctions’.” (P6) 

“In my opinion, the development and use of artificial intelligence is more of 

a process than the kind of discrete [thing] that you just simply take it and then 

it is. Instead, I think it requires constant monitoring, constant maintenance. 

(P7) 

“[The standard] should be more for like that kind of process, in how more 

[AI models] are created and how they are controlled and how they are-, how 

it goes through its product development pipeline, when it can be put into 

production and what kind of controls you have had. – – [Product 

standardization] would focus on what I think is the wrong thing, that we make 

a product standard, when I think that the process is more important than the 

product itself.” (P7) 
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5.3 Role of standardization in AI transparency and explainability 

The primary research question of this thesis aims to discover the role of standardization 

regarding AI transparency and explainability, as perceived by organizational actors. To 

answer this question, this section brings together the aggregate dimensions from Sections 

5.2 and 5.3 as well as complements these with additional observations from the data, the 

data structure of which is shown in Figure 5. The concluding results are then presented 

later in Section 5.3.2 in Figure 6, depicting the formation of the identified roles of AI 

transparency and explainability standards. 

 

Figure 5 Complementary Data Structure for the Role of Standardization in AI 
Transparency and Explainability 

5.3.1 Supporter 

The last aggregate dimension to be addressed is Supporter (see Figure 5). This dimension 

differs from the previously identified ones (see Figure 3 and 4) as the main beneficiaries 

of its impact are the regulator and the society rather than the individual organizations. 

This could also be the reason why this specific was not addressed when seeking answers 

to the supporting research questions. Supporter refers to standardization’s role as a 

supporting form of regulation to the binding laws, decrees, and regulations. The second-

order category, supporting binding legislation, from which it stems is rather self-

explanatory. The category comprises complementing binding legislation and pragmatic 

operationalization of laws.  

Complementing binding legislation (P1, P9, P10, P11) was noted as one of 

standardization’s principal functions. Standards would go more into detail in comparison 

to binding legislation. The form and contents of the laws were also noted to determine the 

role of standards at least partly. If a law is well defined and clear enough, the standards 

may very well turn out to be futile. 
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“Standards can be used very widely to aid legislation. And this is done a lot 

by defining the essential requirements in the legislation, and then the 

technical details, etcetera, are left for the standardization to handle.” (P1) 

“In principle, perhaps the aim is for these standards to complement 

legislation. That it would not be in fact contradicting with it [the legislation], 

but that, as I said, the harmonized standards can be used to support the 

legislation. And define those more detailed guidelines then in the standards. 

That legislation gives it a top tier, and then standards define that practical 

level and where we go next.” (P1) 

“[The role of standards of transparency and explainability of artificial 

intelligence] will certainly depend little on how detailed the legislation 

actually goes. If the legislation has clear lines, clear requirements, then the 

relevance of the standard may not be so remarkable. On the other hand, if the 

regulation – as with majority of regulation is the case – is rather broadly 

interpreted or ambiguous, then standards may have their place.” (P9) 

The participants also noted a gap between practical implementation and legislation. This 

is where standards would come in to fill this gap, working as pragmatic 

operationalization of laws (P1, P3, P8, P9, P11). This also may be seen to relate to the 

general problem of operationalization of AI ethics, for example, how to bring abstract 

things to a practical level. Standards would – at best – be offering a pragmatic 

interpretation of the requirements of the binding legislation. 

“What happens there between that regulation and the standard, there is a lot 

of interpretation going on. It takes the legislative jargon and transforms it 

into pragmatic practices. And that’s the tricky point, where the interpretation 

of lawyers is certainly required, and discussion and challenging is required. 

And specifically conducted by experts. It cannot be a democratic challenge 

by a citizen. Instead, it must specifically be experts together considering how 

it should be interpreted. For example, the AI Act – how should it be 

interpreted as practical actions. That is what standardization would do at its 

best – to give a pragmatic interpretation that in order for me to say that this 

solution meets the requirements of the EU AI Act, these and these things must 

be in order, because in this standard they are defined this way.” (P8) 

“After all, the legislation guides the drafting of the standard. And usually 

they, of course – the criteria and regulation specifically – depend on how they 

are connected to it, but of course the law sets the outlines and the boundary 

conditions, and so on, but it's usually written in a very general way, so then 

a standard can make it more concrete.” (P11) 

“The way I see it is that a standard should take into account both sides of 

how we are actually implementing some of the higher-level principles in 

practice. In other words, the fact that if we have to explain, or artificial 

intelligence has to be explainable, then of course it also requires some kind 

of technical implementation. – – That, too, is perhaps the big problem 
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concerning [the subject] is often the fact that, quite a few, guidelines related 

to principles, they are at a very high, general level. At EU level, for example, 

when it comes to legislation, it does not take a stance on how to put it into 

practice. It is said that personal data must not be processed, anonymized data 

may be processed in different ways, but that, for example, nothing is said 

about what the requirements for anonymization are. So, there is no technical 

requirements for sufficient anonymization. Somehow there is such a gap 

between principle and technical implementation, and it would be good if it 

was reflected in the standards that you could combine them.” (P3) 

5.3.2 Different roles of standards 

The results for the main research question and how they were reached are briefly 

presented in Figure 6. As a result of the analysis process, five roles for AI transparency 

and explainability were identified: 1. Facilitator, 2. Validator, 3. Supporter, 4. Business 

enhancer, and 5. Necessary evil. These roles were built based on the aggregate 

dimensions formed through the analysis covering the two sub-questions and the 

complementary data structure addressed in the previous sections (see Figures 3, 4, and 5). 

 

Figure 6 Data Structure for the Roles of Standardization in AI Transparency and 
Explainability 
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Facilitator refers to the role of the standards in facilitating an organization’s processes 

when operating with different stakeholders. This comprises the compatibility with 

different stakeholders and other markets and organizations as well as building trust 

toward the organization’s use of artificial intelligence and the AI solutions themselves. In 

this sense, the transparency and explainability standards aim for the comprehensively 

smooth running of organizational operations regarding the use of AI in business. 

Validator refers to the role of the standards as a method of checking or proving the validity 

of the utilized AI systems in terms of transparency and explainability. Standards may be 

used in an effort to signal to different stakeholders as well as the regulators that the AI 

and its utilization is conducted in a cogent, responsible, and ethically sound manner, also 

taking into consideration the binding legal requirements.  

Supporter refers to the role of standards as complementing and supporting the binding 

legislation. Standards help transform the possible legal requirements of transparency and 

explainability – for instance, set by the EU AI Act – into practical and pragmatic courses 

of action. They complement the regulation by providing a higher level of detail or even a 

manual for technical implementation for achieving the requirements set by global or 

national laws. 

Business enhancer refers to the role of the standards as a way to improve the 

organization’s internal processes, market position, and brand image as well as managing 

the AI quality and risks. Standardization may provide organizations with the possibility 

to achieve a more favorable position compared to their competitors, for instance through 

standard certification, proving their responsible use of AI to customers, investors, and 

other stakeholders. Moreover, standards may offer organizations guidance and benefit 

them in the form of best practices in the industry, at best saving them significant amounts 

of time and money. 

AI transparency and explainability standardization and standards were in general deemed 

a much needed and useful institution, and the general organizational attitude towards it 

was largely positive. However, standards were noted to come with some inevitable 

downsides as well, which in one way or another restrict and hinder organizations’ 

freedom of operation. Concerns arose especially about standardization’s bureaucratic 

burden, interpretation difficulty, and its impact on innovation. Organizations are required 

to accept these impediments to be able to make use of the benefits brought by these 
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standards. Therefore, the necessary evil was identified as the final role of the 

standardization. 
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6 Discussion 

This study set out to answer the following research questions: 

• How do organizational actors perceive the role of standardization in promoting 

AI transparency and explainability? 

o What kind of AI transparency and explainability needs are identified 

among the organizational actors? 

o What are the possible perceived drivers and barriers to adopting AI 

transparency and explainability standards? 

This chapter will begin by going through the key findings that were discovered through 

the analysis process and tying the findings to prior literature where connections were 

identified and deemed relevant. These key findings, relating to the research questions, 

aim to further elaborate on the findings presented in Chapter 5. The second section will 

comprise the implications of this study, which are discussed to emphasize the 

contributions of this dissertation. The last section of this chapter focuses on identifying 

and noting the limitations of this research and highlighting some interesting topics and 

directions for future research. 

6.1 Key findings 

Key finding 1:  The roles of AI transparency and explainability standardization 

perceived by organizational actors are facilitator, validator, 

supporter, business enhancer, and necessary evil. 

The needs for transparency and explainability in artificial intelligence as well as the 

drivers for its standardization can be seen as parallel to objectives of explainable AI 

identified in prior research (see Figure 2). For example, the participants talked about AI 

transparency and explainability, and its possible standardization allowing (1) better 

comparison and evaluation of AI solutions (= evaluate AI); (2) improving AI quality and 

risk management (= improve AI); (3) a better understanding of AI’s decision-making (= 

learn from AI); and (4) validation of the AI solutions through fulfilling requirements of 

the operating environment and achieving general acceptability (= justify AI). These 

findings contribute to corroborating the roles of AI transparency and explainability 
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standards as validator and business enhancer, as the objectives from Figure 2 may also 

be seen striving to improve the organization’s AI processes and validity of the utilized AI 

systems. 

Furthermore, harmonized standards discussed in Chapter 3 work as a perfect example of 

how standards can be officially utilized to complement and support the binding 

legislation, supporting their role as a supporter. Moreover, creating compatibility (see, 

e.g., Brunsson & Jacobsson 2002; Russell 2014) and building trust (see, e.g., Cihon 2019) 

are viewed as prominent characteristics or benefits of standards in prior research within 

the field of standardization. These characteristics were also identified as business 

facilitating components which lead to the interpretation of facilitator being yet another 

role of AI transparency and explainability standardization. 

Similarities can also be identified between the resulted aggregate dimensions and the 

standard categories identified by Bøgh (2015). The identified benefits and drivers the 

participants sought through the adoption of standards largely fit the descriptions of the 

introduced categories of performance, compatibility, and management. For example, the 

aggregate dimension business facilitating drivers (which includes the 2nd-order category 

of compatibility) fits the category of compatibility, and the business improvement drivers 

fit the category of performance. Therefore, AI transparency and explainability standards 

may also be seen to fall into these three standard categories. 

However, it is worth mentioning that the standards adoption drivers and barriers brought 

up by the participants throughout the interviews are mainly based on either expected 

benefits or adoption barriers of AI transparency and explainability standards or on 

benefits and barriers of standardization in general. This is mostly due to the fact that, as 

noted, standardization was very much in its infancy at the time of the interviews, and 

there were only a few published AI standards. Thus, it was too early to obtain explicit 

information specifically about the actual realized benefits of AI transparency standards. 

The observations are nonetheless a valid indicator of how organizations approach and 

perceive this kind of AI standardization, providing interesting and useful insights for 

future AI standardization research to build on. Moreover, the objective of this study was 

not to create a fully comprehensive list of all possible drivers and barriers to the adoption 

of the said standards or the needs for transparency and explainability in AI, but rather to 
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conceptualize how different relevant organizational actors perceive the role of 

standardization in all of this. 

Key finding 2: The adoption of possible AI transparency and explainability 

standards is largely driven by binding legislation and financial 

prospect incentives, rather than ethical behavior. 

Certainly, there is clear organizational interest in AI standards and standardization, and 

organizations are aware of the achievable benefits, but still, according to the interview 

material, most organizations appear to prioritize it poorly due to the lack of enforcement. 

Standards, though deemed beneficial, are often seen as an unnecessary additional hurdle 

next to organizations’ other interests and for instance binding legislation, both of which 

have much more tangible or measurable results. Building a business case for mitigating 

ethical issues and implementing related voluntary standards, such as AI transparency and 

explainability standards, is considered difficult since the benefits are usually less 

quantifiable. 

Key finding 3: Building trust in AI is perceived as the most principal root need for 

AI transparency and explainability as well as their standardization. 

The key concept of AI transparency and what it aims for seems to be well understood 

among organizations working within the field of AI. Their perception was more or less in 

line with the prevalent academic and regulative understanding of transparency playing a 

key role in enhancing the trustworthiness of AI systems (see, e.g., Dignum 2017; AI 

HLEG 2019; Jobin et al. 2019; ISO/IEC 2020). Building trust through transparency and 

explainability of AI was the fundamental and overarching concept behind all the 

observations. Most of the identified AI transparency induced needs and benefits could be 

traced back to the improved trustworthiness of artificial intelligence in the eyes of 

different stakeholders.  

I will go through a few examples to illustrate the statement above: The use of artificial 

intelligence affecting people is avoided because it is not trusted to make decisions on 

issues that would directly affect people, such as financial or health-related decisions. For 

the same reason, companies can benefit from a positive brand image. If their brand is 

perceived as trustworthy, people dare to use that brand’s products and services - instead 

of a competitor’s less trustworthy ones. Furthermore, the potential users of AI solutions, 
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such as doctors, could potentially benefit from transparent and explanatory artificial 

intelligence, as they, as well as their patients, would have more trust in the decisions and 

diagnoses the AI models make. Moreover, any stakeholder decision on utilizing a certain 

AI solution directly impacts the financial viability of the specific AI investment – more 

trusted solutions lead to more potential business benefits.  

Despite the several discovered intersections between the findings and prior literature, the 

purpose of this thesis was by no means to validate or test previous theories and concepts. 

All emerged similarities between the results and the prior literature were discovered 

inductively using a data-driven approach. In other words, prior literature was only 

consulted more broadly afterwards to identify possible precedents and to confirm any 

newly discovered concepts, as described in the summarized data analysis process (see 

Table 5). 

6.2 Implications 

This study aims to offer a foundational taxonomy for the roles of standards in promoting 

AI transparency and explainability that could be used as reference material to inspire 

subsequent research, but also to encourage the utilization of AI within an even broader 

range of fields and industries by removing some of the prejudice caused by the opacity of 

AI models. This may be achieved by increasing awareness about transparent and 

explainable AI as well as demonstrating how the related standardization efforts can 

promote it and then this way possibly enable the use of AI in new areas.  

This dissertation provides an empirical knowledge foundation for future research on AI 

standardization, standards adoption, and organizational needs for transparency and 

explainability of artificial intelligence. It contributes to the literature on operationalizing 

AI ethics principles in practice (see, e.g., Floridi et al. 2018; Canca 2020) by providing a 

broader understanding by offering new perspectives through the exploration of the role 

of standardization in promoting AI transparency and explainability from an 

organizational point of view. Thus, the contribution of this thesis may be argued to be 

part of a continuum from more abstract concepts, such AI ethics, toward more practical 

and operative concepts, all the way through AI governance to AI standards. The result of 

this study shed light on how practitioners from different fields utilizing AI technologies 

in their business view standards as a tool for AI governance.  
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From a more pragmatic perspective, this study will provide managers of AI developing 

and utilizing organizations with a better view of potential drivers for AI standardization 

and standards adoption as well as possible benefits and barriers to implementing these 

standards. This enables them to gain a better overall understanding of transparent and 

explainable AI, related standards, and how they are connected to AI governance. 

Furthermore, the results provide organizations with an understanding of the drivers, 

benefits, and barriers that organizations typically experience in this area. This allows them 

to better understand and evaluate the possible value creation achievable through the 

implementation of these kinds of standards and explainable AI in general. By promoting 

transparency and explainability in artificial intelligence utilized by organizations, this 

study will contribute toward enabling more trustworthy AI systems. This will hopefully 

lead to fewer negative societal impacts by spreading awareness as well as empirically 

corroborated information on the topic. 

Previous research regarding transparent and explainable AI has been conceptual and 

theoretical while lacking empirical research (see, e.g., Guidotti et al. 2018; Lepri et al. 

2018; Lipton 2018; Gunning et al. 2019; Miller 2019; Barredo Arrieta et al. 2020). Also, 

AI standardization is still an under-researched area. Though this is not surprising taking 

into consideration the infant stage of AI standardization. As Cihon (2019) stated, further 

study on AI standards is required, from both a technological and institutional standpoint. 

This study aims to take one of the first steps to shed light on the institutional points of 

view and thus encourage future research in this area as the field of AI standardization 

matures. 

6.3 Limitations and future research 

The empirical and qualitative nature of this study sets certain limitations to the research 

and its results. To begin, the findings of qualitative research are often subject to the 

interpretation of the researcher. Ambiguities are inevitably inherent to human language, 

which may result in some meanings getting distorted or lost in the interpretation as well 

as the translation of the interview data. Thus, it always to some extent entails a risk of 

unintentional bias or simple misinterpretations of the interviewee’s words.  

Furthermore, as the research was conducted with semi-structured interviews as the 

primary research method, the findings are ultimately restricted to apply to a limited group 

of interviewed organizations. All the interviews were conducted in organizations 
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operating within the AI landscape in Finland. Thus, the data gathered is therefore 

restricted to a specific geographic area as well as to only a handful of different industries. 

This clearly sets limits to the generalizability of the results as the result could differ 

greatly if the interviewees operated in another industry or country.  

Additionally, due to the COVID 19 pandemic restricting social contacts in form of face-

to-face meetings, the interviews were conducted via online meeting and collaboration 

software. This impacts the interview setting, limiting the interpretation of non-verbal 

communication during the interviews despite having a video connection to the 

interviewees.  

Another limitation worth noting is the infancy of the AI standardization landscape at the 

time of this research. Although the standardization activities are well on their way with 

several initiatives and active workgroups, the majority of AI standards are still under 

development, with only a mere handful of published AI-related standards available up to 

date. This has set limits to the availability of AI standards related data as well as 

organizations’ awareness of these activities in the field. Therefore, this research leaves 

room for subsequent studies on the subject as the field of AI standardization matures and 

more standards are available to the public. 

As mentioned above, the limitations of this research pave the way and provide 

possibilities for further research. Future studies could, for instance, consider comparing 

different sizes of organizations, organizations operating in different countries or 

industries in terms of their perception of the role of AI transparency and explainability as 

well as their standardization. As the field of AI and related standardization matures, it 

would also be interesting to be able to explore the actual impact of adopting the standards, 

different ways of utilization, and even create a comparison between organizations 

utilizing them to ones that do not. Furthermore, it would be interesting to study how the 

roles of the AI standards possibly differ between different organizations or industries – if 

a certain AI standard is utilized for a different reason depending on the organization. Or 

whether the standards developed would already be specifically defined for a specific role 

and to fulfill a certain function regardless of the operating environments. The findings 

presented in this study could be utilized as a foundation to build hypotheses for 

subsequent quantitative empirical research on the subject. This would allow larger and 
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more diverse sample groups enabling better generalizability to further corroborate the 

findings of this study. 

Another interesting topic for further research could be to explore and survey the 

possibilities to discover a method or framework for objectively measuring AI 

transparency and explainability. For instance, the IEEE P7001 standard introduced in 

Section 3.3 takes a step to this direction with its framework for classifying different levels 

of transparency in AI. Further research in this area could also further benefit the 

standardization efforts toward more responsible AI, as it would enable a more concise 

method for auditing and evaluating AI solutions regarding their transparency and 

explainability. Furthermore, it would provide us with a tool to compare different AI 

solutions on their ethical aspects. 

To conclude, this study aims to take one of the first steps in the research on the 

institutional point of view of the standardization of artificial intelligence as an AI 

governance mechanism and thus encourage future research in this area as the AI 

standardization landscape matures. It doesn’t aim to give a comprehensive picture on the 

subject, but rather to provide insightful new perspectives on the topic, raise awareness, 

and act as a catalyst for discussion and future studies in this field of research. 
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7 Conclusion 

This study set out to answer the following research questions: 

• How do organizational actors perceive the role of standardization in promoting 

AI transparency and explainability? 

o What kind of AI transparency and explainability needs are identified 

among the organizational actors? 

o What are the possible perceived drivers and barriers to adopting AI 

transparency and explainability standards? 

To answer these questions, a total of 11 semi-structured interviews with 11 different AI 

utilizing or developing organizations were conducted. The gathered interview data were 

then transcribed and analyzed following the Gioia method. As a result of this analysis, in 

conclusion, five different roles of standardization emerged from the interviews: 1. 

Facilitator, 2. Validator, 3. Supporter, 4. Business enhancer, and 5. Necessary evil. 

Furthermore, the identified AI transparency and explainability needs are composed of the 

needs for ensuring general acceptability of AI and risk management needs. Finally, the 

identified drivers for adopting AI transparency and explainability standards comprise the 

requirements of the operating environment, business facilitating drivers, and business 

improvement drivers, whereas the barriers consist of the lack of resources, lack of 

knowledge and know-how, downsides of standardization, and incompatibility of 

standardization and AI. 
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Appendices 

Appendix 1 English translation of the interview question framework 

Theme 1: Use of artificial intelligence and transparency/explainability in the company 

1. What role does artificial intelligence play in your organization? In what areas do 

you currently utilize artificial intelligence or intend to utilize it in the near future? 

2. The transparency of artificial intelligence generally refers to the openness of how 

and what kind of data is collected and for what purposes, and what the algorithms 

that support and make decisions aim to achieve. Explainability can be seen as part 

of transparency that focuses on the comprehensibility of AI operations and 

decision-making processes to different stakeholders. What is the significance of 

the transparency or explainability of AI from the perspective of the company's 

operations? What kind of needs do you see for AI transparency and explainability? 

3. What potential business (or other) risks or disadvantages could the lack of AI 

transparency pose? How big would you evaluate these risks to be? 

4. In addition to AI technologies and their operation, the transparency and 

explainability of AI can also be interpreted to include the the transparency of a 

company in terms of the use (e.g., how and in what situations AI is utilized) and 

development of AI. How or by what means is the transparency and explainability 

of the development and use of AI systems ensured in your organization? 

a. How is its implementation monitored? For example, are there any specific 

governance tools for AI compared to other IT systems? 

b. How do you seek to communicate this to the various stakeholders in the 

organization (customers, other companies, etc.), for example to gain trust 

in the development and use of AI? 

c. Do these practices come from within the company? Or are there some 

standards, external certifications, management models, etc. in use? 

Theme 2: Artificial intelligence transparency standards and their adoption 
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5. The transparency of artificial intelligence can be promoted, for example, through 

technical tools and organizational practices. Also, legislation is currently evolving 

in this area (e.g., the forthcoming EU AI Act). However, the focus is now on 

standards. Do you think that the transparency and explainability of AI needs 

standardization? If so, why, and what kind? 

6. How do you think standards can promote the transparency and explainability of 

AI? 

a. Could you to identify what kind of transparency challenges standards 

could answer? 

b. What kinds of AI transparency or explainability standards would be the 

most beneficial for your organization? 

7. How do you see the role of AI standards in relation to binding legislation (such as 

the forthcoming EU AI Act within the next few years)? 

8. Why does your organization need or take advantage of technology standards in 

general? What does standards mean for your organization? 

9. AI standards are currently being developed. What are, from your perspective, the 

most important external drivers for an organization to adopt a particular AI 

transparency or explainability standard? 

a. What about internal drivers? 

b. How do you feel that the different external and internal drivers are relate 

to each other (= e.g., are some drivers clearly more important than others)? 

10. What are the potential benefits of implementing these standards from an 

organization perspective? 

a. If you are thinking of AI developers or data scientists working on complex 

models, how in practice could transparency standards help them in their 

work? 

b. What about the management of the organization? How could transparency 

standards help managers? 
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11. And do you feel that there are some barriers to the adoption of standards from a 

company perspective? What could these barriers possibly be? 

12. How does the implementation of a technology-related standard typically take 

place in your company? Could you go through the main features of the process 

and who in the organization are involved? 

13. If you think about your company’s needs years to manage the compliance with AI 

standards in the next few years what kind of support and services would you need? 

Do you know if such services already exist – commercial or non-commercial? 


