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There is much discussion about super artificial intelligence (AI) and autonomous machine

learning (ML) systems, or learning machines (LM). Yet, the reality of thinking robotics still

seems far on the horizon. It is one thing to define AI in light of human intelligence, citing

the remoteness between ML and human intelligence, but another to understand issues

of ethics, responsibility, and accountability in relation to the behavior of autonomous

robotic systems within a human society. Due to the apparent gap between a society

in which autonomous robots are a reality and present-day reality, many of the efforts

placed on establishing robotic governance, and indeed, robot law fall outside the fields

of valid scientific research. Work within this area has concentrated on manifestos, special

interest groups and popular culture. This article takes a cognitive scientific perspective

toward characterizing the nature of what true LMs would entail—i.e., intentionality and

consciousness. It then proposes the Ethical Responsibility Model for Robot Governance

(ER-RoboGov) as an initial platform or first iteration of a model for robot governance

that takes the standpoint of LMs being conscious entities. The article utilizes past

AI governance model research to map out the key factors of governance from the

perspective of autonomous machine learning systems.

Keywords: robots, AI, governance, ethics, framework, machine learning, intentionality

INTRODUCTION

For decades now, the performance reality of artificial intelligence (AI) development in relation to
our ideas of AI in public and individual imagination have not failed to disappoint (Wilner, 2018;
Smith, 2019). Many are still waiting for Number 5 to come alive as that adorable yet clumsy looking
robot from the 1980s movie Short Circuit. Others are ready to jump on the opportunity to own
their own Rosey, from the children’s animated series The Jetsons, to come and take care of the
housework. No doubt, thanks to the prominence of robot representation in popular culture, people
are also worried about the flip side of autonomous robotics and singularity as seen notoriously
in movies such as The Terminator series, I, Robot, and even the legendary HAL from 2001: A
Space Odyssey. While interest in issues of robot governance and the potential reality of a human
society inhabited by autonomous robot systems has existed for decades, if not centuries (Murphy,
2021), the distance between a here and now to that futuristic world has rendered scholarly efforts
as speculative, ambiguous and even on the verge of anti-progressive. These efforts may even be
understood as deconstructive or even destructive to the advancements of science and technology.
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Yet, already in today’s world, citizens are gradually becoming
accustomed to the idea of robots everywhere—cleaning interior
spaces (Roomba for instance) and mowing the lawns. Self-
driving cars and their more sophisticated systems are also
rising in societal consciousness for the imminent and immediate
future. Through the development and implementation of these
increasingly “aware” systems, concerns are emerging for safety,
security, fairness, and human integrity (Jobin et al., 2019).
Before even reaching the topic of learning machines in robot
form, we may observe the myriad of controversies already
existing in our so-called everyday intelligent systems. Targeted
news and advertising for instance, are causing controversy
regarding privacy (Zarouali et al., 2018; West, 2019), reliability
(see e.g., Seo and Faris, 2021, mis- and disinformation), and
information bubbles (Koivula et al., 2019). To some extent these
dissolve into the “shrug affect” or a “dejected acceptance and
compliance” (Shklovski et al., 2014) of systems that operate
beyond the general tolerance or comfort zone of human psycho-
physiological acceptability.

To understand the complexity that learning artifacts and
systems introduce to an already baffling technological landscape,
one only needs to step back to observe recent controversies
that have unfolded in and through popular digital business—
Facebook, Uber, Airbnb to name some. Problems that can be
witnessed in online services such as offered by these from the
recent past already show the urgent need to devise and implement
governance models that incorporate an understanding of
responsibility relations and accountability standards (Smyth,
2019). Facebook for instance, has had plentiful scandals, many
regarding moderation issues, e.g., who is responsible for the
dissemination of fake news and the damage that it causes? Other
problems have included general data, privacy, copy-write issues
and psychological tests on unwilling, non-consenting users (see
e.g., Meisenzahl and Canales, 2021). One Uber incident involved
driver, Jason Dalton, who had murdered six people in Kalamazoo
during his Uber shift (Heath, 2016). While, Airbnb spends
considerable resources per year, smoothing out “nightmares”
(Carville, 2021) of sexual assault and other types of violence
and theft.

Economist Rachel Botsman (2012) talks of trust as being the
new currency. Yet, in order to have trust, individuals need to
perceive the right conditions for safety and security (Saariluoma
and Rousi, 2020). The notion of accountability refers to the act
of being held responsible for, and causally linked to phenomena,
people and acts through readiness to either compensate or correct
matters when challenges arise (Merriam-Webster Dictionary,
2021a). Accountability in other words, can be understood as a
“safety net” and oversight mechanism in which parties are ready
to respond and assist (Hochman, 2020). One great concern for
the emerging era of AI societies stems from what is already
observed in relation to data intensive technology and business;
confusion over and lack of accountability and responsibility
for the consequences of the technology’s behavior, and what
the technology affords humans to do to other humans and life
(animals, nature etc.) in general (Smyth, 2019).

Thus, the main research question at the heart of this article
is: Who will be responsible and accountable for autonomous,

self-learning robots in society? Theoretical considerations linked
to this question and the proposed model of this article are
AI governance model development to date, in addition to
understanding the nature of self-learning machinery. From
cognitive science and constructive psychological perspectives,
learning is intentional. That is, in order for an organism or system
to learn, it needs to possess intentionality, or in other words,
consciousness (Félix et al., 2019; O’Madagain and Tomasello,
2022). Therefore, the next question of the article pertains to: Will
robots be able to be held responsible for their own actions? And,
how will these entities and systems be governed?

AUTONOMOUS LEARNING SYSTEMS IN
OUR COMMUNITIES

The motivation behind this article is both practical and
philosophical, which in turn, shifts back toward the practical. For,
we are already beginning to witness challenges of responsibility
and accountability with the few learning machines (LMs) that
are steadily entering our societies, i.e., self-driving vehicles.
It is no wonder that difficulties are faced when introducing
and deploying such complex systems, if the prominent
existing systems (mentioned above) are already posing immense
challenges. Incidentally, returning to Uber, in her paper “Moral
Crumple Zones: Cautionary Tales in Human-Robot Interaction,”
Elish (2019) describes a 2018 case in which a self-driving
Uber car ran over a pedestrian on an Arizonan road in the
United States. The matter that drew Elish’s attention to the case
was the emphasis that was placed on the responsibility of the
human “safety driver”—a person who sits in the car overseeing
that the car will not head into collision course and/or takes
action to prevent the incident from occurring. As a result of
the accident, authorities rendered the safety driver accountable
for the occurrence, meaning that she would face charges of
vehicle manslaughter (Somerville and Shepardson, 2018). Elish’s
argument is that similarly to the crumple zones of cars that were
introduced to car bodies in the 1970s and 80s, withholding a
great amount of the impact in the event of collisions, humans
are the moral crumple zones of technology. More directly to
the point, Elish highlights that in prominent media and other
public discourse, oftentimes when incidents occur in which
complex technological systems are involved the end-user is held
accountable. This can be seen also in cases such as the 1970s
Three Mile Island Nuclear Generating Station that underwent a
partial core meltdown 3months after the second nuclear unit had
been launched into operation. It was then claimed that the power
plant employees were to blame for the partial meltdown, not the
technology, its usability, logic or safety systems.

In particular, Elish cites the terminology used by an aviation
expert who articulated in the 1980s that the fly-by-wire
commercial jets (i.e., Airbus320 and subsequently A330), could
be programmed to safeguard incidents when even if the human
pilots would make mistakes, the aircraft could continue to travel
safely (Oslund, 1986). While, at the same time as the aircraft was
more or less being described as ‘fool-proof ’ and safe, for instance
the Federal Aviation Authority had specified that, “[t]he pilot
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in command of an aircraft is directly responsible for, and is the
final authority of the operation of that aircraft” (14 CFR 91.3.).1

Thus, the developed and implemented technology is faultless and
safe, while the humans implicated in their usage are responsible
if anything goes wrong. Fool-proof does not mean user-proof,
and the technology is safe for as long as something does not go
wrong. This breaks with any kind of logical understanding in at
least two ways: (1) if the technology is faultless, then (as described
by the 1980s aviation expert) even if a human user does not fully
understand the technology and fails to operate appropriately,
no negative incident should occur; and (2) there seems to be
a complete invisibility of the humans at the other end of the
technological development process—the developers, designers,
development commissioners, owners, legislation overseers etc.

What is more, unlike in the cases of previous complex
technology, the introduction of learning machinery, or
autonomous robots (and their systems) into society, will
mean not only that humans will deal with greater levels of
technological complexity, but that these machines are indeed
learning entities. For this reason two important aspects should be
highlighted regarding attempts to create a governance model that
focuses on ethical responsibility of robots in society: (1) is the
role of development and programming, and at what stage and in
relation to what should calculated decisions be made to ascertain
and maintain human oversight and control over the systems; and
(2) if the systems would actually be fully self-learning entities,
then that they and/or their makers, commissioners and owners
would be made responsible for the robots’ actions. Yet, similarly
to the conflict in understanding the above-mentioned example
of “perfect technology” still equaling human user responsibility,
this article also argues that the idea of developing and releasing
self-learning machinery in any society is absurd. On the basis
of basic learning and constructive psychology, and drawing on
knowledge from cognitive science, any organism or entity that is
capable of learning possesses the predisposition of intentionality
and consciousness (Félix et al., 2019; O’Madagain and Tomasello,
2022). That is, if a technological artifact or system that possessed
the function of learning were to be released into society, indeed
the entity would and should be considered at the same level as
other learning individuals (human citizens). With this, firm roles
and regulations should be developed that included the robotic
entities as subjects.

ACCOUNTABILITY AND RESPONSIBILITY
AS A POINT OF GOVERNANCE

Before describing the proposed governance model of this paper,
it is important to establish a basis for understanding the concepts
of accountability and responsibility. In recent decades both
concepts have been raised to buzz status in public, media,
technological, and business discourse. Likewise, these concepts
have been heavily studied and contested, with no clear outcome
of unified definitions (see e.g., Bovens et al., 2014). Responsibility
however, is noted by Giddens (1999) as only emerging in

1Code of Federal Regulations. 14 CFR 91.3.

the English language during the eighteenth-century. While the
word “responsible” is much older, “responsibility” as a term has
emerged hand-in-hand with the emergence of modernity. In
its form today, responsibility is a multi-layered and ambiguous
concept. The first account of responsibility is closely connected to
the notion of responsible. That is, an actor (person) is responsible,
or the author, of an event. In this first instance, the actor possesses
agency—they cause or have caused an event or chains of events to
happen in an active way. Another account of responsibility holds
a much more ethical and accountable weighting. In this instance,
responsibility is an obligation or liability. This second notion of
responsibility is fascinating from the perspective of risk.

Risk, also a complex construct to define, has been described
as pertaining two distinct characteristics: (1) uncertainty, and
(2) exposure (Holton, 2004). Holton (2004) argues that in the
case of risk, uncertainty and exposure only exist on the level
of perception, or interpretation. This is due to the fact that as
with trust—we trust that a relationship, interaction or an event
will have a positive outcome, but can never be sure (or it is
not trust, see e.g., Saariluoma et al., 2018)—that there is no
such thing as absolute risk. If the outcome of a chain of actions
or events is known, then there is no risk, simply certainty of
causality. Thus, as Giddens (1999) argues, risk is a concept,
“bound up with the aspiration to control and particularly with
the idea of controlling the future” (p. 3). He goes on to mention
that at all times risk is associated with a negative connotation.
Risk alludes to the potentiality that an unwanted outcome may
in fact be avoided. Thus, from this perspective, responsibility
is interesting to compare with risk as there is an observable
relationship. There is only a possibility for risks to exist if and
when decisions need to be made. Responsibility emerges from
the fact that when making decisions, people are engaging in a
situation with discernable consequences.

Regarding the present paper, Giddens’ observations of
external and manufactured risk are particularly interesting.
External risk, is the type of risk in which events or negative
occurrences may happen to people unexpectedly. In other
words, external risks happen from the outside. Manufactured
risks are generated through the advancement of human
development. This manufactured risk is synonymous with
science and technology. This type of risk entails new risks
that emerge through the progress of human technology. As
seen in the instance of COVID-19 for instance, and human
biology’s inability to recognize the newly introduced virus,
manufactured risks arise from circumstances in which humans
have had little experience in the past. At this point, one may
ponder: Are the risks that are arising from the introduction
of learning machinery in society in fact new? Ideas of robots
existing among humans are certainly not new. Yet perhaps,
as also observed in the above-mentioned scandals arising
from the data economy, the introduction of self-learning and
autonomous robots within human communities may actually
bring with them a myriad of threats, challenges and indeed
risks, that have not been considered before their concrete
implementation. In other words, why did the self-driving
Uber not avoid the pedestrian in 2018? Particularly if it was,
indeed perfect?
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Bouncing Elish’s (2019) insight on the role of the safety driver
and their position of being made accountable for the incident, as
with the dilemma of considering networks of responsibility and
accountability in extremely complex, self-learning systems, the
crisis of responsibility becomes ever more intense. As Giddens
continues, in relation to manufactured responsibility, it “can
neither easily be attributed nor assumed” (p. 8). Responsibility
can either mean minimizing risk, e.g., forging backup plans,
safety nets, emergency brakes or kill switches, or operates as an
“energizing” principle, i.e., corporate social responsibility etc.

Accountability is a progressive concept that is constantly in
flux (Mulgan, 1997; Flinders, 2017). It can be defined as, “a social
relationship in which an actor feels an obligation to explain and
to justify his or her conduct to some significant other” (Day
and Klein, 1987, p. 5; Romzek and Dubnick, 1998, p. 6; Lerner
and Tetlock, 1999, p. 255; McCandless, 2002, p. 22; Bovens,
2005, p. 184). The notion of accountability possesses ancient
origins (Bovens et al., 2014). Accountability as a construct is close
to accounting (Dubnick, 2002 pp. 7–9). In 1085 King William
I of England demanded that all property holders count their
possessions. The property of the holders was listed and valuated
by agents of the king in what was known as the Domesday books
(Bovens, 2005, p.182). This practice was intended to establish
royal governance over everything within the kingdom. The
landowners were made to swear allegiance to the king and this
centralized administrative practice was carried out twice yearly.
Interestingly, accountability has evolved from this sovereign act
of authority in which subjects are accountable to the king, to
a dynamic system in which public authorities are expected to
possess and demonstrate accountability to citizens.

In the technologically-connected incidents of late, these
relations of responsibility and obligation have become confused
and perhaps even, conveniently blurred. When looking at the
development of the idea of accountability, it may be surmised
that perhaps the ultimate obligation and responsibility for actions
and situations that unfold in relation to technology, business
and people would be in the hands of public authorities. For,
these are the organizations and agents that enable such systems
and artifacts to exist and operate within specific communities
and societies (Ulnicane et al., 2021). Part of the wicked
problem in which these various social-technological discourses
are unfolding is the interwoven nature in which the development
is unfolding. For instance, sustainability and environmental
issues are currently utilized as a trajectory for the infiltration
of electric cars (Lazzeroni et al., 2021). Likewise, these electric
cars are also a part of the same brand and company (i.e.,
Tesla) that are set to become a major player in the self-driving
car scene. The argument for self-driving cars is safety (Nees,
2019), while also linking to electric car discourse and sustainable
development ideology.

LEARNING MACHINERY, INTENTIONALITY,
EMOTIONALITY AND POTENTIAL
RESPONSIBILITY

From the outset, current electric cars on the market may not
always be directly associated with self-driving vehicles. They

may be considered “smart cars,” yet the intelligence stops at
the seeming lack of direct fossil fuel usage and maybe even
energy efficiency. However, a major dream or fantasy that is
currently being physically and informationally manifested is that
of learning machinery. For centuries humans have aspired to
create machines and objects that think, and now it is finally
happening (Murphy, 2021). Even back in Rene Descartes’ time,
the great mathematician and philosopher speculated over the
possibilities for developing a thinking machine (Wheeler, 2008).
It was through these philosophical workings that Descartes
determined that the human mind could not be reduced to a
mathematical equation (Hatfield, 2018). Likewise, centuries later,
another mathematician Charles Sanders Peirce arrived upon the
same observation—it is difficult if not impossible to harness
the mind and human logic in its entirety as it is tainted and
influenced by shades of moods and the effect of emotions
(Beeson, 2008).

In order to really re-create a form of human intelligence
or artificial general intelligence in machines there must be a
cognitive-affective system (Pérez et al., 2016) that aggregates
and processes information in meaningful and purposeful ways.
These ways would be meaningful for the survival and concerns
of the being (machine) that is processing and interpreting
the information (Shah and Higgins, 2001). Thus, in order to
understand learning to the full extent of its concept, “the
acquisition of knowledge or skills through study, experience,
or being taught” (Merriam-Webster Dictionary, 2021b), it
also must be understood that learning is intentional and/or
is intertwined with intentionality (Bereiter and Scardamalia,
2018) and indeed consciousness (Beyer, 2018). Whether
or not an individual enters a situation with the plan of
learning, experience provides new knowledge that acquired and
assimilated to previously existing knowledge in a way that is
shaped by already held “frames”—beliefs, experiences (narratives,
events, scenarios), associated emotions (valence—negative-
positive; arousal—activated-deactivated) that are guided by
concerns for the preservation and wellbeing of the individual
(Russell, 2009).

That is, driving these cognitive-affective processes of either
appraisal (Roseman and Smith, 2001; Scherer, 2001) or core
affect (Russell, 2009) is a form of self-awareness (Beyer, 2018),
or consciousness that is motivated by the will to survive
(Winkielman et al., 2005). Yet, cognitive-affective processing
is no menial matter, in fact as may be determined by the
article so far, imagining fully autonomous learning technology
existing among humans involves incredible levels of complexity.
Learning could be argued as being enabled via dynamic
intentional structures that induce both primitive cognitive-
emotional responses as well as higher order associative processes,
which operate in interaction with one another at certain points in
time (Husserl, 1999). The puzzle of exactly how this operates, and
the challenges developers face when attempting to build learning,
thinking machines (robots), is aptly captured by cognitive
scientist Dennett (1984) in reference to the frame problem of
AI. Although published in 1984, Dennett’s version of the frame
problem in AI still highlights the difficulty in not only predicting
and explaining the full facets of human logic, but also the complex
levels and multitude of options regarding interpretation and
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the possibilities of action. While emphasizing the complexity
and trepidations of human logic and reasoning Dennett also
demonstrates the epistemological dimension in which beliefs
impede human’s ability to act effectively. This is shown in the
hypothetical situation of the robots R1D1, R1D2, R2D2 etc. who
have the challenge of rescuing their own power supply (a battery)
from a room in which a grenade is located (incidentally on the
same wagon upon which the battery resides).

Likewise, another philosopher Jerry Fodor also uses robots
as an example for the same problem by posing the question of,
“How . . . does themachine’s program determine which beliefs the
robot ought to re-evaluate given that it has embarked upon some
or other course of action?” (Fodor, 1983, p. 114). Interestingly,
Dennett is famous for his critique of Fodor and scholarship on
the qualia of consciousness in general, as he argues that literature
supporting qualia’s existence cannot be “neutrally” or objectively
proven (Johnsen, 1997). In fact, Dennett advocated a method
for studying experience, heterophenomenology, as a means to
build a theory concerning mental events via the utilization of
data from a third-person perspective. More to the point, qualia
or the qualities of experience, are seen by Dennett as beliefs of
what people feel they are mentally experiencing—mental images,
pain, perception etc.—yet he argues that there can be no proof,
thus no scientific validation that indeed these sensations, (a) exist
and (b) are subjective.

Returning to the focus of the article, when talking about
the development and existence of learning machinery in human
society, and in particular of robots—any type of robot that has the
ability to think and learn for itself—it must be understood that
intentionality is a necessary component (Rousi, forth comming).
Otherwise, the object or system, is not necessarily learning.
Rather, the system is acquiring data through sensors that are then
processed via programming logic (the input of programmers and
how they arrange information through algorithms), which is then
interpreted in ways that once again have been programmed. The
interpretation does not take place by the robot itself, rather by
the programmer and other developers who have decided on the
operational logic (Johnson and Verdicchio, 2017). The reality
of machines that acquire data, process it according to rules,
which then guide the course of action and perhaps adaption, still
rest in the hands and minds of the humans who create them
(Müller, 2021). Unless, of course, technologists crack the code of
consciousness—which on some levels, according to Dennett, they
possibly can (however, with major difficulties and challenges), as
consciousness from the qualia (quality of thought) perspective
cannot be scientifically proven.

Let us suppose that truly intelligent, self-learning, conscious
machines with intentionality actually would exist in human
society. An extremely complicated area of governance in
relation to complex systems becomes even more entangled2

when considering the fact that a machine is not purely a

2 ‘Entanglement’ is a concept that has been applied in sociology and subsequently

design research, HCI and educational science to describe human’s entangled

nature, dependence and inseparability from systems of objects and systems

of systems (see e.g., Sobe and Kowalczyk, 2017; Antczak and Beaudry, 2019;

Frauenberger, 2019).

machine. Instead, when reflecting on the nature of human
thought and logic, a machine possessing intentionality would
also possess emotions. Consciousness, intentionality and live
cognitive-affective processes would mean that while designers,
developers and other technologists (including cognitive
scientists) would have built the systems, these systems would also
be truly autonomous. Or, as autonomous as we can expect an
individual human being would be considering their socially and
culturally conditioned (programmed) nature.3 Current hypes
and initiatives including Saudi Arabia’s issuing of citizenship
to Sofia the Hansen Laboratories robot (Stone, 2017), may
seem entertaining enough. Yet, if an artifact or system that is
superior to human beings in terms of computation and physical
performance, for instance, also was developed with the capability
to emotionally experience, then it might be anticipated that
incidents (accidents, crime and violence) involving robots and
humans would certainly escalate (Rousi, 2018). From simple
situations in which a robot experiences road rage or impatience,
to moments in which the thinking and learning machine wanted
to take revenge on the neighbor who chopped down its tree.
There may even be a jealous robot, afraid that its partner is
cheating with a human colleague. Questions of responsibility
and accountability would become ever more prominent. Who
will be responsible for the avenging android—the robot itself or
its maker? For surely, in instances of learning machinery, there
would not be an owner, would there?

PROPOSED GOVERNANCE MODEL FOR
LMS (AKA ROBOTS) IN SOCIETY

Research and development toward a governance model of AI
is currently at its peak. Numerous groups and organizations
are devoting resources toward understanding how and what
elements must be present in the establishment of effective AI
governance. Some recent governance models are seemingly
straight-forward. Those such as AIbotics’ Jean-Francois
Gagné’s (2021) “Framework for AI Governance” contain a
scale of autonomy and human-dependency, from human-
driven (watching to coaching) to AI-driven (collaborating to
autonomous) technology in relation to stable dimensions of
governance: (1) performance—accuracy, bias, completeness;
(2) security—adaptability and adversarial robustness; (3)
privacy—IP capture and impacted users; and (4) transparency—
explainability and intent. These stable factors resonate with
contemporary ethical AI principles, guidelines and methods (see
e.g., Vakkuri et al., 2020; Agbese et al., 2021; Halme et al., 2021;
IEEE’s “Ethics in Action”).

There is also a “Layered Model for AI Governance (Gasser
and Almeida, 2017) that presents a sandwich framework in which
AI systems and society are posed as the two outer pieces of
bread, while the inner layers comprise: (1) the technical layer
of algorithms and data [bottom layer / near-term timing]—
data governance, algorithm accountability and standards; (2)
the ethical layer [middle layer / mid-term timing]; and (3) the

3See Rousi and Alanen (2021) for more on the intertwined nature of the social and

emotional in relation to human experience.
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social and legal layer [top layer / long-term timing]—norms,
regulation and legislation. Another popular science style model
by Senior Data Scientist, Laferrière (2020) posts “Trust” at
the top of the framework. This is governed by the pillars of,
“effective,” “compliant,” and “principled,” while being based on:
data quality, data literacy, model performance, privacy, security,
transparency & explainability, fairness, and human-in-control
(human oversight).

Robotic Governance
This line of thought is carried forth when entering the
domain of robotic learning technology, and particularly robot
(robotic) AI governance. “Robotic governance” is a concept that
describes an attempt to establish a regulatory framework enabling
the handling of issues related to intelligent and autonomous
machines (Asaro et al., 2015). Robotic governance is intended
to guide and govern processes and activities that range from
research and development to the ways in which humans treat
the LMs (Boesl and Bode, 2016; Boesl and Liepert, 2016). Related
concepts include corporate governance, AI governance, IT-
governance and technology governance. Incorporated in robotic
governance is a holistic view on robotics, AI and automation
and their impact on global societies. It includes considerations
for implications of the technology and its dynamics in relation
to human beings, and is linked to what is known as the
“Robot Manifesto” (Boesl et al., 2018). This manifesto is still in
development and is facilitated by the Robotic & AI Governance
Foundation.4

The governance framework presented in this current article
has derived from research in discourse ethics. Discourse ethics is
invested in communicative rationality, examining moral insight
and expressions of normative validity (Habermas, 1990, 1991).
Thus, communication is seen as key to building and sustaining
ethical practice, it can also be witnessed in contemporary
approaches to ethical design and ethical AI development (e.g.,
Baldini et al., 2018; Vakkuri et al., 2020; Agbese et al., 2021).
In particular, this communicational factor is pronounced in
some key facets of AI ethics—explainability, transparency and
understandability. In other words, importance is placed on the
development of AI systems that do not propone the black box
of high-level complexity, that cannot be explained to laypeople
through even careful (Confalonieri et al., 2021; Rousi, forth
comming). Thus, human connection to and understanding of the
workings of the AI-based technology is extremely important in
terms of establishing an ethical basis of co-existence. Perceived
understanding of phenomena, people and systems, increases
the likelihood of trust (Saariluoma et al., 2018; Jakku et al.,
2019). Trust is integral for any relationship and interaction, from
human-to-human, to human-to-object, organization or system,
and vice versa (Saariluoma et al., 2018).

While still in its infancy and quite obviously lacking
in empirical evidence in ecologically valid scenarios, the
Robot Manifesto (Boesl et al., 2018) is an early attempt to
establish voluntary guidelines for self-regulation in fields ranging

4Robot and AI Governance Foundation. Available online at: https://www.

roboticgovernance.com/ (accessed December 7, 2021).

from research and development to sale, implementation and
application. These guidelines cover the scope of opportunities
and opportunity costs from a range of perspectives that
include both technology-oriented matters to human-oriented
and environmental issues. At this stage, awareness raising is a
key goal of these types of initiatives as the “greater the public
awareness and pressure with become concerning this topic, the
harder it will get for companies to conceal or justify violations”
(Boesl et al., 2018, n.p.). Thus, communication that enables
transparency, increased public consciousness and understanding
is seen as the key to ethical agency regarding special interest and
activist groups and the general publics.

The Proposed Framework
Building a governance framework for a yet incompletely realized
future on the basis of scholarship into governance of another type
of emerging technology (AI) is no exercise based on accuracy
and indeed full accountability. There will always be something
missing and perhaps inaccurate when and if these systems
and objects become a part of societal daily reality. Moreover,
given constantly changing socio-technological conditions, no
governance model will ever be complete in and of itself. They
must always be treated as iterative “works-in-progress.” The
current version of model in this present paper (see Figure 1)
has been developed on the basis of models in AI governance.
One framework in particular, the “Integrated AI Governance
Framework” (Wirtz et al., 2020) intended to account for and
anticipate the dark sides of AI, was chosen for adaption in
the learning robotic context. In Anne Stenros’ (2022) words,
dark sides of intelligent robotics in respect to this article can
be described as both the known unknowns (e.g., the ways in
which LMs may be used for warfare, see for instance, Wagner,
2018 or Dujmovic, 2021 and their research on sexbotics) and
the unknown unknowns, the unpredictable outcomes of self-
renewing algorithms and their threats to security and safety (see
e.g., Geer, 2019).

The Ethical Responsibility Model for Robot Governance (ER-
RoboGov) has been built on the basic components of Wirtz et al.
(2020) Integrated AI Governance Framework. The foundational
elements of this framework comprise five main layers: (1)
Systems and artifacts; (2) Challenges; (3) Public AI Policy; (4)
Collaborative AI Governance; and at the center of the framework
rests (5) AI regulation process and accountability. This central
layer exists at the core of this article’s argument of how can we
regulate AI (LMs, intelligent robotics) and who is accountable
for incidents that occur in which this technology rests at the
cause? The following is an explanation of the components of the
governance model.

Systems and Artifacts Layer
To elaborate on the framework and this current model
adaptation, the first layer, the systems and artifacts layer, can
be interpreted and dissected as the technical layer within the
model. This is perhaps the most obvious and concrete element
of the model. This particularly holds when considering empirical
examples of the technology itself. These technological systems
and artifacts can be evidenced and described through research
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FIGURE 1 | Ethical responsibility model for robot governance [ER-RoboGov; adapted from Wirtz et al. (2020), p. 818–829].
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and application in real life settings. Learning machinery, at its
most basic level, can be characterized as being capable of sensing,
processing and acting. Sensing and sensory perception from the
human perspective, is also important within this layer, for it
is the concrete technological product that most readily places
an embodied understanding of what is in question, within the
minds and discourse (communication) of humans. Semiotically
the technology is both the object (that which is in question) and
the signifying element (the symbolic nature of the technology
itself, see e.g., Rousi, 2013). As mentioned earlier in the article,
the ways in which human intelligence differs from AI systems
and so-called learning machinery is the act of processing, rather
than meaningful, assimilated and apperceived interpretation
(Saariluoma, 2003; Rousi, 2013). Yet, these systems can take on
a human-like resemblance in the response to sensing, which is
acting. This is where it is difficult for humans to “compute” that
machines do not possess a consciousness. For, when an object
behaves somehow in relation to us, we generally endow it with
human qualities, emotions and assumptions of consciousness5

(Nass and Yen, 2010).

Challenges Layer
The challenges layer is viewed in terms of AI in society and AI
and society, AI ethics, AI law and regulations. AI in society is
characterized by the challenges that have been described above
in terms of the accountability and responsibilities concerns,
as well as in terms of the true nature of AI—is it conscious
and actually intentionally learning, or is it simply machinery
that we know; sensing, processing, and acting? The nature
of interactions and relationships with humans is additionally
a major concern, both from the perspective of how a robot
may eventually treat human beings6 (see Rousi, 2018) as well
as how humans may in fact treat robots. It was Hiroshi
Ishiguru who famously stated that what fascinates humans
the most about robots, is what these technological entities
teach us about what it means to be human (Barbican Center,
2019). It can therefore be assumed, and as hypothesized in
popular cultural products such as the television series West
World, that humans have the potential to become inhumane
and immoral when given the chance to act out dark fantasies
(see also Rousi, 2021). These dark behavioral patterns may not
be seen as improving in terms of moral or ethical conduct
toward other humans, rather, quite the opposite through de-
sensitization7 and even gamification of harming others (Kim
and Werbach, 2016). This leads to the question—as with

5For more on anthropomorphism or the human tendency to endow objects with

feelings and emotions, please see Nass et al. (1993) and Kim and Sundar (2012).
6Consider Isaac Asimov’s (1950) “Three Laws of Robotics”: (1) A robot must not

hurt a human or, through inaction, let a human be hurt; (2) a robot must obey

orders delivered by humans unless these orders conflict with the First Law; and (3)

a robot must protect its own existence to the extent that this protection does not

conflict with the First and Second Laws.
7This process in itself is complex as it involves a re-wiring, or extra ‘firing’ of

(mirror) neurons in the brain that while in the beginning, when first witnessing

violence would be interpreted by the brain as ‘danger’ or ‘inflicted pain’, become

ever more steadily automaticized (a common association with specific stimuli) that

in the end results in a form of ignorance – the ability to not be affected by the

any point of ethical, safety, security and privacy related
discussions pertaining to human-technology relations—of whom
humans should be more concerned about, technology, or other
humans? Therefore, robot ethics is especially important as it
incorporates insight of moral principles and codes of conduct
from multiple angles.

Robot law and regulation taps into the preliminary ponderings
for this article. Based on Isaac Asimov’s (1950), “Three Laws
of Robotics” followed by the fourth law, Zeroth Law “a robot
may not harm humanity, or, by inaction, allow humanity to
come to harm” (Asimov, 1985), careful consideration was given
for the Second Law—“A robot must obey the orders given to
it by human beings except where such orders would conflict
with the First Law.” To interpret this, particularly through the
lens of the short story I, Robot (Binder, 1939), the story that
inspired Asimov that was about a sympathetic and emotional
robot named Adam Link, robots should indeed be considered
as slaves. This is said due to the details placed forth earlier
in the article, that in order for a machine to actually be able
to learn—really learn through integrating acquired information
with previously acquired, interpreted and held knowledge—
the machine must possess intentionality (the direction and
goals of learning, what to learn and how). Intentionality is
an integral part of consciousness (Searle and Willis, 1983;
Chalmers, 1994), which therefore would be accompanied by
emotions (Goldie, 2002; Fish, 2005). These elements lead to
the main dilemma of applying for instance, Asimov’s laws
to the laws and regulations currently in development. For, if
we understand that in order for the machines to be learning
entities, we also must understand that they are conscious and
emotions beings. Even if, the creation of human, this would
mean that overall compliance, control and for that matter
governance over these conscious artifacts (and systems) is a
highly evolved for of slavery. In this day and age, and/or in the
year 2030 or even 2040 for instance, would slavery actually be
ethically acceptable?

With these dilemmas aside, the notion of robot law and
regulation is heavily implicated in issues of responsibility and
accountability. Who, at the end of the day, is responsible
for the robot’s actions? Is it the owner (master)? Or the
creator—developer, designer, technologist’s laboratory,
corporate technology owner? Is it the law and policy
makers? Or, is it the robot itself? And, if a human
behaves in an inhumane way toward the robot, what
rights does the robot have to justice? Will abuse and
violence toward a robot be treated equally to that between
human beings?

Public Robot Policy Layer
Skipping over the middle section of the framework for a moment,
the public robot policy layer relates to the social and legal, as
well as ethical, and data and technical layers of robot governance.
This should, in a sense, be seen as more of a “straight forward”

violent acts unfolding in near proximity of the subject [see e.g., Kim and Werbach

(2016)].
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layer than the previous one of challenges. While featuring some
of the same elements, the public robot policy layer, i.e., social
and legal as well as ethical, this can be seen as the more
formal component of the governance model. The social and
legal elements relate to the citizen status of such machinery
and their obligations to the community and society. If a robot
possesses legal responsibilities and should be recognized as a
social actor, then will they also possess rights and obligations
as citizens, i.e., the right to vote? Or, the right to “healthcare”
(maintenance services when components cease to function or
become outdated) and insurance? Will they also earn salaries
and pay taxes in the same way as humans do? This may seem
counter-intuitive in a global economy that is motivated by
the perceived “free labor” or “affordable labor” of automated
services and machinery. But, if they are learning artifacts
and systems—as stated before—they will have a consciousness,
meaning that the acceptance of continuous “volunteer status”
may not be a viable option. And, maybe, given the element
of consciousness, humans could expect that robots with their
supreme performance abilities, may even demand higher wages
than imperfect human co-workers.

The ethical, in the case of this layer, are the guidelines set
out in agreement with the status of robots in society. Ethical
policy would cover humans and human rights, in relation to
robots, as well as robots and robotic rights—both in relation to
humans and other robots. The data and technical components
pose quite a few challenges, and much revision of current
privacy, data ownership (sovereignty, see e.g., Mühle et al.,
2018) and security issues (Papernot et al., 2016) will need to be
made. With these LMs roaming and operating autonomously
in society, gathering data in a natural, or even supernatural
(enhanced) way in comparison to humans, it is almost certainly
that not every individual human they encounter and gather
data from will and has been given the opportunity to give
consent to data collection. Yet, unlike the minds of their human
counterparts, it would also be assumed that there would be
databases that humans can access in order to observe what
the machines are collecting and how they are processing this
information. For after all, humans will have developed the
machinery and from this perspective, oversight would and
should occur through some form of monitoring of their systems
and internal logic. However, even the monitoring of data
and technical operations pose ethical problems in relation to
LMs. If they are autonomous learning entities in society then
should not their privacy concerns be taken into consideration?
It does seem unethical to expect that entities with greater
performance requirements than humans would not be able
to maintain privacy and the choice of disclosure to those
they trust. This additionally leads to discussions on identity
and the self-awareness of LMs, which will be explained in a
later paper.

The collaborative robot governance layer adopts the
stance that robots or LMs are governed and co-govern
within societies. As LMs there would be the expectation
that they possess the capacity, or maybe even superior
capacity, to be able to participate in the collaborative
governance of their actions and societal status. Numerous

stakeholder groups will additionally be required for
this collaborative effort including corporate and union
representatives, law enforcement, health and other special
interest groups. Collaborational dynamics are fostered and
enhanced through a careful understanding of the relational
mechanisms between the stakeholder groups, governance
layers and even the pure technical logic of human-LM
(human-robot) interaction.

How Will ER-RoboGov Work in Practice?
The ER-RoboGov model is intended as a scaffolding for
understanding LMs (autonomous intelligent robots) in a
societal systemic context. While it is intended to establish
orientation within a public governance and policy setting,
it can be applied within a range of other situations from
organizational governance to design and manufacturing. ER-
RoboGov illustrates the necessity for the design and development
of LMs to be based on contractual societal agreement. Thus,
before even the prototype level of development, companies
and technologists should enter progressive discussions
with stakeholders across a range of sectors. In particular,
through the layer of Public Robot Policy, experts from
fields across the board—ethics, sociology, law, health,
psychology, design and engineering—should be engaged
in deliberating codes of practice and requirements for the
technology that locate it, its behavior and consequences
in relation to those who should be held responsible and
accountable. Experts from these disciplines should be gathered
to provide input for each of the components represented in the
model. This may be described as robot governance mapping
in practice.

By undertaking deliberation sessions that place the
characteristic of “intentionality” (learning through
consciousness) at the center, and then mapping out the
parameters of the technology (framing), risks vs. benefits, risk
management and evaluation, strategies may be devised for
not only the governance of the technology “in-the-wild” (in
society), but for its very manufacturing. If one of the facets
within the model either poses too many risks, or exhibits
a significant level of unknown unknowns (in terms of any
element of the model from stakeholders to collaborational
dynamics), then from a responsible decision-making perspective
it would not be wise to develop the technology in the first
place. Or at least, the development should not move forward
until the unknown unknowns have emerged as knowns, after a
period of time, research and observation, and the information
attached to each component of the governance model may be
completed. This model takes accountability and responsibility
into its sights already at the ideation phase, which calls for
public governance activity that is continuously involved in
interaction, and communication (discourse ethics) with the
producers of the technology that shapes our societies, the
companies driving this production and scientific communities.
In terms of fully autonomous LMs, already at a glance and
through light application of the governance model, these
entities and systems pose too many known unknowns, and
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known unknown unknowns to be adequately governed within
human societies.

The completed robot governance map that has been created
for each robotic development project together with its strategy
(in the form of a signed report) should be held as a contract
between stakeholders on the governance of the developed
technology. This will undoubtedly need updating as technology
advances. Yet, clarity is needed already at the outset in terms
of predicting potential actions, consequences and accountability
relational chains and dynamics. The ER-RoboGov model is
intended to discourage the usage of end-users as moral crumple
zones, and instead, revert responsibility and accountability
to those who have power in decision-making and guiding
system logic.

CONCLUSION

This article has attempted to account for the complexity of
ethical AI governance in the context or autonomous, learning
robotics. The paper began by articulating the nature of learning,
its intentionality, conscious and constructive nature, and how
learning should be understood in a future during which
learning machines, or LMs, will exist. LM differs to current
understandings of ML, as the learning that occurs within
the entity is meaningful from the perspective of the LM, or
robot. This means that perceived information is assimilated
into previously stored knowledge, being influenced by and
further influencing the knowledge or mental models that the
entity already possesses (Saariluoma, 2003; Helfenstein and
Saariluoma, 2007). While this seems similar to contemporary
models, the meaningful nature comes from the presence of
consciousness and intentionality that drive and are driven
by emotions (Chalmers, 1996; Chella et al., 2019). Hansen
Robotics’ Sofia may possess Saudi Arabian citizenship, but
does it actually mean anything to her/it, particularly is
she/it does not possess self-awareness or sense of conscious
identity (identity of self in relation to others, see e.g., Ezzy,
1998)?

The world already faces extremely complicated challenges in
terms of governing pervasive connected computing, especially
in the domain of the Internet and social media. The prospect
of developing governance models for autonomous learning
machinery within the physical, geographical and social worlds
of humans seems futile. Simply from the levels of design and
development, programming and algorithms, ownership and
even cross-platform operation of non-conscious ML there are
striking problems of accountability and responsibility. When or
if machinery that may really intentionally learn is developed
and implemented in society a range of other mechanisms and
models, particularly those for collaborative governance must
be in check. Questions such as “will the robot be responsible
for its own actions?” and even, “should we be developing
fully autonomous technology in the first place?” should be
thought of at this stage. In fact, during these moments of
the eve of intelligent digital transformation, humans should
recognize that this is the last opportunity to decide on the

whether the existence of learning machinery is a good idea
or not.

There are obvious limitations to the present article. As these
issues are still not quite the reality, no empirical study was
undertaken. Instead, current writings on robot and AI ethics
and governance were referred to. Even current progress on
robotic existence, the Robot Manifesto (Boesl et al., 2018) was
drawn on to ascertain the current societal status on consideration
for autonomous robotics. The proposed model, ER-RoboGov
(Ethical Responsibility Model for Robot Governance), was
developed on the basis of Wirtz et al.’s (2020) “Integrated AI
Governance Framework.” The framework was chosen among
others due to its relational detail through the layers of
governance. It highlights the overlaps, particularly relating to
ethics, and accentuates how these overlaps possess alternative
meanings and associations depending on the perspective from
which they are viewed. The model as it stands now is
still not complete—neither Wirtz et al.’s model, nor ER-
RoboGov (version 1.0), possess an adequate description of
how the collaborative governance layer can by fully structured
and implemented. Moreover, the data and technical layer,
particularly of LMs remains problematic, not simply in terms
of human oversight, control and responsibility regarding
data collection, data handling and resulting actions, but also
from the perspective of robot responsibility, robot ethics
and privacy.

The model serves as a concrete starting point for considering
the entities and their social-technical components in relation
to ethical responsibility and accountability. There is no way
of foretelling all the fundamental facets that need to be
included within such a model until this technological science
becomes a reality. Yet, it is critical already at this point to
establish an understanding of the governance relationships
and ultimate “stop points” for where accountability should
and must be placed. When significant problems begin to
arise from complex autonomous LMs in society, as seen
contemporary narrow AI examples are already showing us8,
who will claim the responsibility for this technology? Amazon’s
recruitment tools algorithms learned on the basis of data that
was not simply collected and contained in one source, but
from plentiful data bases that reflected biases on a collective
level (Dastin, 2018). Will the responsibility for the robots’
actions be in the hands of the development teams, their
commissioners, their owners, the owners of organizations in
which they are deployed, or will it be in the hands of
global society as a whole? Or perhaps, as Hick (2013) has
famously stated, “instead of blaming [ourselves] for something
[we] cannot undo” we may let it define us. Even if we
enter this ethical, governance and societal dilemma with
clear intent.

8Jeffery Dastin (2018) discusses the example of Amazon’s sexist recruiting tool and

other AI governance problems have been discussed at the beginning of this present

article.
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