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Abstract  This study illustrates the development of a generic femur model representative of a 50th percentile 
female in terms of geometry, material data, and injury risk curve.  

A female femur model consisting of 14,520 hexahedral elements was developed, calibrated, and validated. The 
outer shape and cortical thickness of the femur shaft were adjusted to meet a regression model reported in 
literature for an average 50 year old female. For the proximal femur, five computed tomography scans were 
morphed to the target geometry and the mean thickness of the cortical bone was calculated. Material properties 
for the cortical bone were calculated from experimental data for both tension and compression loading. To 
validate the proximal femur mode and calibrate an injury risk curve, 15 dynamic drop-tower tests were 
reproduced. For the validation of the femur shaft, 16 bending tests were simulated. The characteristics of the 
experimental curves were generally well captured for experiments with normal bone density. Maximum principal 
strains and 99th percentile strains of the cortical bone at the time of fracture were used to develop risk curves for 
fractures of the proximal femur and the femur shaft, which were identified as the most relevant femoral injuries 
in an accident analysis. The model as well as the post-processing scripts are openly available and can be applied 
or further enhanced by other researchers. 

Keywords Female, femur, human body model, injury risk, sex-specific, VIVA+. 

I. INTRODUCTION

Vulnerable Road Users (VRUs) are at disproportionately high risk of injury and death, with pedestrians, cyclists 
and drivers of motorised two- and three-wheeled vehicles, together accounting for 54 % of all global traffic 
fatalities [1]. To mitigate some of these severe injuries, car manufacturers develop and implement dedicated VRU 
safety measures. In the development as well as the assessment of these safety systems, experimental testing with 
isolated impactors is still extensively used although several limitations are inherent. The last decade has seen an 
increase in the use of human body models (HBMs) for such use cases, since these models often offer better 
biofidelity and allow the consideration of additional outputs [2]–[4]. Previous studies have shown that injuries to 
the lower extremities are highly relevant for VRUs when involved in passenger-car accidents [5]–[9]. It has been 
observed that the risk of female pedestrians and cyclists sustaining femur fractures is higher, based on the analysis 
of two different accident databases [5]. 

One of the benefits of HBMs is the possibility to replicate human diversity, which means that characteristics 
such as height, weight, body mass index (BMI), age and sex, can be considered through morphing [10]. However, 
the vast majority of currently available HBMs is based on computed tomography (CT) scans of individuals with 
the appropriate target anthropometry, generally a 50th percentile male [11]. While these models have been 
morphed into other anthropometries to cover a greater range of occupant heights and weights, models 
representing average females are still scarce. Efforts have been made by [12-13] to develop average female 
HBMs, the first one being a modified version of an existing model (Total Human Model for Safety (THUMS) 5th 
percentile female) while the latter is a new open-source model developed based on a 31-year-old female subject 
close to the 50th percentile anthropometry (original VIVA model). Both studies focused on the assessment of 
whiplash associated disorders and therefore turned their attention specifically to the modelling of the cervical 
spine and validation by means of rear impact load cases. The extremity bones of the original VIVA model were 
modelled as rigid bodies, as the deformation of these parts is not associated with a notable impact to the 
simulation of rear impacts (whiplash). 

Within the Horizon 2020 project, VIRTUAL [12], the original VIVA model has been significantly updated and 
turned into a family of models. The new family of models is called the VIVA+ models [15] and will be used in new 
load cases (high severity occupant impacts, pedestrian and cyclist impacts). Both, the VIVA+ HBM model and the 
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validation setups will be publically available on the VIRTUAL project OpenVT platform (https://virtual.openvt.eu). 
The aim of this study was to develop and validate a generic femur model for the VIVA+ 50th percentile female 

(VIVA+ 50F) model, applicable for virtual testing procedures with a specific focus on VRUs. To be aligned with the 
rest of the VIVA+ 50F model, the aim was to make the generic femur representative of an average woman, with 
a stature of 162 cm and a BMI of 24 kg /m² (based on [13]). The target age was set to 50 years, as this corresponds 
with the average age of the European adult population [14]. To make the model applicable for virtual testing 
procedures, it must be accompanied by assessment criteria and a related injury risk curve. The development of 
the generic 50F femur model and the associated injury risk curves are described within this paper. 

II. METHODS

A. Accident Analysis of Femur fractures
Analysis of datasets for Austria, the Netherlands and Sweden, [5] has concluded that females have significantly 

higher odds of sustaining fractures of the lower extremities. Therefore, detailed data was collected including full 
abbreviated injury scale (AIS) codes from three national databases (Central Database for In-Depth Accident 
(CEDATU, Austria), Swedish Traffic Accident Data Acquisition (STRADA, Sweden) and Bestand geRegistreerde 
Ongevallen (BRON, the Netherlands)). For this study, accident data has been reanalysed focusing on types of 
femur fractures sustained in pedestrian and cyclist accidents. 

B. Geometry Update – Cortical Bone Thickness
The outer geometry of the generic femur model and the cortical cross-section of the femur shaft was defined in 
a previous step based on findings by [15]. Therefore, the cortical thickness of the shaft was adjusted at five 
locations to meet the reported regression model for the targeted HBM age, height and BMI. However, 
information about cortical thickness in the proximal femur region of the bone was limited as the cross-section 
area was reported only for one location. In order to obtain detailed cortical thickness distribution, finite element 
models based on CT scans (Siemens SOMATOM Definition, 120 kVp, 100–400 mAs, 512x512 matrix, 1.0 pitch, 
300–400 mm FOV, 1.0-mm slice thickness, up-sampled with Lanczos filter kernel) of five female femoral heads 
(average age=24.6 years, avg. height=168.2 cm, avg. weight=61.5 kg) provided by [16] were used. It was decided 
to use the averaged data from all available specimens (average) rather than data from the only individual 
volunteer close to the target age of 50 years, as this would probably result in a more extensive limitation. The five 
surface models each contained the cortical thickness information. The method shown in Fig. 1 was applied to 
average and transfer this information to the generic average femur model. All subjects and the target geometry 
were landmarked manually with a slightly modified definition of [17], as shown in Appendix A (Fig. A-1). The 
individual specimen meshes were subsequently morphed to fit the target geometry using a custom Matlab script. 
Making use of the internal ANSA (Version 20.1.0, BETA CAE Systems) function Results Mapper, each specimen’s 
thickness information was projected to the nodal thickness definition of the shell elements representing the outer 
surface of the VIVA+ femur mesh, resulting in five identical meshes with varying thickness information. For each 
node, the average thickness from the five meshes was calculated, giving the final thickness distribution. Using the 
ANSA function Volumize, the shell elements were converted to solids with the appropriate dimensions. Finally, 
the hexa-boxes of the trabecular and cortical bone were remodelled to match the new inner geometry. 

Fig. 1. Mean cortical thickness calculation process. 
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C. Material Models and Material Properties 
1) Cortical Bone 

The cortical bone is generally characterised as a transversely isotropic material with an asymmetric behaviour 
in tension and compression. Therefore, the LS-DYNA *MAT124, an elastic-plastic material model with the option 
of including individual strain-stress curves for tension and compression, was used. Raw data from experimental 
uniaxial tests with dumbbell samples of the mid femur shaft originally published by [18] was shared by the authors 
of that study for this specific purpose. The dataset contained data from 17 tensile, 17 compression and 13 torsion 
tests of female femur specimens. Since no anisotropic material model was developed, only the tensile and 
compression data was used.  The mean age of the 17 female donors of the tension and compression loading tests 
was 76 years (SD 12). The supplied dataset consisted of signals for stroke, force, strain (directly captured in the 
axial channel), angle, torque, and radial extension/necking. Since the data also covered three preloading circles, 
the data was initially trimmed. To achieve this reliably, the timestamp of the last zero-crossing of the force signal 
for compression and tension, before loading cycle until initiating fracture, was identified automatically, checked 
manually, and all signals were cut off at this point. In order to minimise the signal noise, a Savitzky-Golay filter 
(window size 72, polynomial order = 1) and subsequent smoothing (window size 32) was applied. The actuator 
displacement was offset using the first-value-offset function and signals were cut off at maximum force. 
Subsequently, one sample subjected to compression loading and two specimens subjected to tension loading 
were excluded, since the remaining signals recorded in these experiments were much shorter (outside of mean+/-
1.8 SD) than the mean strain of the other samples. 

As fracture occurred at different strains for each bone specimen, the method described in [4] was used to 
calculate the mean curve. With this method, multiple signals can be used in their original sample rate and length 
without scaling. Ordinary arithmetic mean values were calculated for the duration of the shortest signal, however, 
subsequently to avoid jumps in the averaged curve the algorithm used a different approach: Instead of calculating 
the mean value, the mean slope at a given point was used to add a segment to the mean curve. The mean slope 
dictates the direction of the mean after the point where the first curve has ended. The force 𝐹𝐹 and strain ε𝑒𝑒𝑒𝑒𝑒𝑒 
signals were averaged independently to facilitate post-processing and can be seen in Appendix C (Fig. C-1).  

Engineering stress-strain curves were calculated using the calculated averaged curves of the supplied material 
testing data. Subsequently, true stress-strain curves were calculated by applying the approach presented in [19]. 
A Python script was used to identify the linear range of the stress-strain curves and calculate the Young’s moduli 
for compression and tension. The yield points were identified using a strain offset criterion of 0.05%. 

The calibrated elastic-plastic material model was verified using a single element setup under compression and 
tension loading conditions. All simulations for this study were run in LS-DYNA MPP Version R 9.3.0 with single 
precision. 

Based on findings by [20]–[22] and the implementation by [23]–[24], the strain-stress curves and the Young’s 
moduli were scaled down for use in the greater trochanter area (factor 0.76 [20]),  femur head and the femur 
neck (factor 0.44 [23]–[24]). 

2) Trabecular Bone 
The trabecular bone was modelled using a crushable foam material (Fu Chang foam, *MAT83) since it 

corresponds to the behaviour of bone tissue [25]. Although the density of trabecular bone varies greatly in the 
proximal femur, a pooled value of 0.27 g/cm3 provided by [26] for the trabecular bone, was used. To gather the 
stress-strain curves for the material model, formulas from [27-28] were implemented in a Python script, and the 
corresponding stress-strain curves for six strain rates from 1E-6 to 10000 ms-1 were calculated for tension and 
compression. The Young's modulus 𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 was calculated using Equation 1 as proposed by [26], who determined 
the relationship based on experimental testing of 27 femoral neck specimens. 

𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 6850 ∗ 𝜌𝜌1.49 (1) 

Next, the strain rate scaling factor 𝑆𝑆𝑆𝑆𝑆𝑆 was calculated following the routine proposed by [27] (Equation 2), 
which has also been used by [28] and [29].  

𝑆𝑆𝑆𝑆𝑆𝑆 = (𝜀𝜀̇ 0.005⁄ )0.06 (2) 

Finally, yield stress and proportional limit stress were calculated using the formulas given in [29], who refer to 
[27]–[28], [30]–[31]. The formulas are based on experimental testing and are summarised in Table I. 
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TABLE I 

SUMMARY OF THE USED FORMULAS FOR THE CALCULATION OF STRESS AND STRAIN FOR *MAT83 
 stress 𝝈𝝈 strain 𝜺𝜺 

ultimate 𝜎𝜎𝑢𝑢 / 𝜀𝜀𝑢𝑢 49.5 ∗ 𝜌𝜌𝑡𝑡𝑎𝑎𝑎𝑎2 ∗ 𝑆𝑆𝑆𝑆𝑆𝑆 0.02 
yield 𝜎𝜎𝑦𝑦 / 𝜀𝜀𝑦𝑦 𝜎𝜎𝑢𝑢𝑢𝑢𝑡𝑡 1.1⁄  𝜎𝜎𝑦𝑦 𝐸𝐸⁄ + 0.02 

proportionality limit 𝜎𝜎𝑎𝑎 / 𝜀𝜀𝑎𝑎 𝜎𝜎𝑦𝑦 ∗ 0.8 𝜎𝜎𝑎𝑎 𝐸𝐸⁄  
 

For the tensional values, the ultimate stress and ultimate strain were multiplied by a compression/tension ratio 
of 0.7, based on the findings by [32]. Yield and proportionality limits were also calculated using the formulas 
stated in Table I. 

The trabecular bone material was defined with different post-yield behaviours for tension and compression. 
For tension, the relationship proposed by [29] was used, which describes the behaviour as exponential decay as 
a function of strain (Equation 3). 

𝜎𝜎𝑑𝑑 =  𝜎𝜎𝑢𝑢 ∗ (0.9 ∗ 𝑒𝑒−25∗𝜀𝜀𝑡𝑡 + 0.1) (3) 

 
For compression loading conditions, the description from [30] was followed: After yielding, the trabecular bone 

exhibited a plateau (collapse of the pores) until the crushed trabeculae came into contact again, which led to 
rapid hardening of the material. To avoid numerical issues, the curves were extended subsequent to the 
calculated maximum stress following the parabola defined for the hardening process. As was done for the cortical 
bone material, the material properties of the Fu Chang foam were also verified using a single element setup for 
compression and tension loading. 

D. Validation 
Two different experiments were replicated to address two different injury types addressed in the accident 

analysis – femur shaft fractures and proximal femur fractures. Experimental and simulated curves were compared 
objectively according to ISO 18571 [45] up to the time of fracture in the experiments. 

1) Proximal Femur - Sideways Fall 
The validation setup for the proximal femur corresponded to the widely described sideways fall (SWF) scenario 

of 10° abduction and 15° internal rotation. This configuration was first mentioned by [33] and later modified by 
[34]–[35]. Despite the popularity of this setup, see [30], [36]–[41], no detailed description of all geometric 
boundary conditions could be found. The simulation setup was modelled based on simulations of the setup by 
[42] which was also used and described in [43]–[44].  

The distal end of the femur was potted in an aluminium cylinder using Polymethyl methacrylate (PMMA) with 
a potting length of 182 mm [28]. The potting was modelled using two parallel beam-elements with estimated 
inner and outer diameters of the PMMA-potting and the aluminium cylinder. A constrained nodal rigid body 
constraint (CNRB) was used to connect the beams at the starting point of the potting as well as the end, where 
the revolute joint was located, to the cortical nodes around the femur shaft. Additionally, the degrees of freedom 
of the CNRB at the femur end was restricted except for a rotation around the horizontal axis to mimic the 
boundary conditions described in [28].  

PMMA-pads with a mass of about 21 g each for the head and greater trochanter (GT) were modelled to match 
the bone surface and meshed with similar parameters as the femur mesh was created. The elastic material 
property for PMMA was set to the same value as used by [28]. A rigid plate was modelled on top of the GT-pad, 
which was used for the application of the test specific displacement curves. A surface to surface contact was 
included between the bone and the PMMA-pads, and a generic friction coefficient (static, with a decay coefficient 
of zero) of 0.01 was applied in the contacts between the null shell covering the cortical bone and the PMMA-
pads, to mimic the frictionless contact definition used by [28]. The setup of the SWF simulation is shown in Fig. 2.  

All 14 tests by [28], featuring female specimens with a mean age of 76 years (SD 11), were reproduced. A single 
test of a male specimen was excluded. All tested specimens were derived from individual donors. The validation 
of the femur model under SWF loading conditions was carried out by applying the digitised (WebPlotDigitizer 
v4.4, https://automeris.io/WebPlotDigitizer) displacements from [42] to the top rigid plate of the simulation 
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model. The displacement data was originally obtained from target tracking using high-speed video data of the 
contact interface between the GT and the top PMMA-potting. The displacement curves of the rigid plate are 
shown in Appendix C (Fig. C-2). In contradiction to the simulations of [28], in order to limit localised force 
concentrations in the contact area of the GT, the top PMMA-pad was not modelled using a rigid material. The 
elastic compression of the upper pad (less than 0.01 mm) was found to be negligible for the simulation outcome.  

 
 

Fig. 2. Sideways fall simulation (SFW) setup for the 
proximal femur loading for the replication of tests 
conducted by [28]. 

Fig. 3. Simulation of the setup for femur shaft loading 
for the replication of tests conducted by [45]. 

 
2) Femur Shaft - combined Axial Compression and Three-point Bending and Pure Three Point-bending 

The femur model was also tested in the load case proposed and documented by [45]. In this setup, the bones 
were subjected to combined axial compression and bending in sagittal plane as well as pure three-point bending 
in sagittal plane loadings. The force magnitude in the axial direction was controlled using honeycomb inserts with 
different crush strengths resulting in loads of 4, 8, 12 and 16 kN (whereas 16 kN was only applied to male 
specimens). The impactor load was applied in a dynamic manner with a displacement rate of 1.5 m/s. Single tests 
were run with a quasi-static impactor speed of 1 mm/s. A total of 20 female specimens were tested in the study, 
out of which 11 with combined (one quasi-static), five with pure bending loading conditions and four under sole 
axial compression. The axial compression tests with female specimen were not replicated within the scope of the 
current study, as they are of relevance for vehicle occupants. Of these selected specimens 10 were tested under 
anterior-posterior (AP) loading conditions and six under posterior-anterior loading conditions (PA). For the 
simulations, the distal and proximal ends of the femur were cut (similar to the experimental protocol described 
in [45]) and the ends as were embedded in pottings, as shown in Fig. 3. The potting material (urethane cast), as 
well as the cup holders (aluminium) were modelled using a rigid material, however inertia was taken into account 
using realistic material densities. Coupling between the femur nodes inside the potting and the potting nodes 
was realised by a constrained extra node definition. Impactor displacement curves and axial force curves (for 
combined loading), as measured during the respective test, were included for each simulation. Raw data from 
the experiments was downloaded from National Highway Traffic Safety Administration (NHTSA) Biomechanics 
Test Database (www.nhtsa.gov/research-data/databases-and-software). For the prescribed impactor 
displacement, the displacement-time histories reported in the publication [45] were digitised using 
WebPlotDigitizer v4.4, to correct for vertical potting displacements, caused by elastic deformation of the rods 
connecting the cup holders to the load cells.  

Furthermore, the 6.2 mm thick foam padding between the impactor and the femur, which was used in order 
to minimise localised stress peaks, was modelled using MAT_Low_Density_Foam including the material 
characterisation reported in the publication. The average age of the nine individual female donors (six for 
combined tests and three for pure bending tests) used for the replicated tests, was 53 years (SD 8). To bring 
simulation time to an acceptable level (fracture occurred at approx. 65 s after the test start), the quasi-static test 
(1.29) was run with an increased impactor speed of 100 mm/s instead of the original speed of 1 mm/s. This 
deviation was deemed acceptable, as only negligible influence on the simulation outcome was observed, when 
reducing the impactor speed further towards the tested speed. In addition, a time shift was applied for both the 
test data and the simulation in the shown plot.  

E. Injury risk curve 
The model-specific injury risk curve (IRC) for the proximal femur and the femur shaft were created based on 

simulated maximum principle strain (MPS) values, evaluated from the developed female femur model. The MPS 
values of the cortical bone at the time of the fracture were extracted using the Dynasaur [46] function 
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stress_strain_time_history with the settings mean integration point, overall for tension and compression and 
linear interpolation. Previous studies have shown that basing the calculations on the maximum value of a single 
element is highly sensitive to possible numerical issues, therefore, in addition to the MPS, the 99th percentile PS 
(PS99) MPS were considered [47].  

The definition of fracture was used in accordance with the definition used by the original authors in [28]: The 
time of the peak force was considered as time of fracture occurring. Two bones (H1373R and H13380R) did not 
show total collapse during the experiments, which prevented a force drop after the initial peak, for these bones 
the first force peak was used as the reference for fracture.  

The authors of the femur shaft experimental data showed that the occurrence of fracture could be determined 
using two methods: The drop of the force measured at the impactor and the point of drastic strain reduction 
matched exactly and identified the point of fracture in the femoral shaft (in addition, with the exception of the 
few experiments in which a delay of a few milliseconds was measured, the signal of the load cells below proximal 
and distal pottings also suggested the same fracture time) [45]. The time of peak force was identified for each 
specimen from the experimental raw data of the impactor load cell. 

The dataset for the validation of the femur shaft consisted of 16 tests, whereas two tests were excluded from 
the injury risk curve calculation. Test 1.32 and 1.33 (both from the same 52 year old donor) had the lowest fracture 
force of 1.6 kN and 2.1 kN, respectively, leading also to remarkably small strain values compared to the other 
simulations. PS99 values of 0.0057 (1.32) and 0.0050 (1.33) were evaluated at time of fracture. In order to avoid 
the bias that would be caused by these low strain values, it was decided to exclude both simulations from the IRC 
calculation. Hence, for the femur shaft, the 14 validation simulations of the experiments on female specimen by 
[45] were used for calculating the risk curve . 

For the proximal femur, at the time of experimental peak force, displacements of the GT in the range of 0.8 
(H1167L) to 4.0 mm (H1381R) with a mean value of 2 mm (SD 0.9) were measured. Two experiments were out of 
a range, defined by the mean +/- standard deviation (SD), with a notable higher displacement at time of peak 
force: H1375L (4.0 mm), H1376L (3.7 mm). Simulation results also suggested noticeable increased strain values 
(PS99: 0.0652, 0.0576) compared to the other simulations. In addition, a notable increased strain value of PS99 
was observed for H1381R (third largest displacement of 2.9 mm): 0.368 was evaluated. It was decided to consider 
these three tests and the corresponding simulation results as outliers, and to exclude them from the IRC 
development to avoid biasing.  

A survival analysis was performed in R (Version 4.0.3) and the package flexsurvreg was used to fit the 
parametric models. Parameters for the Weibull functions were estimated with maximum likelihood estimation. 

III. RESULTS 

A. Accident Analysis of Femur Fractures 
The distribution of the femur fractures for pedestrians and cyclists, for the different datasets from Austria, the 

Netherlands and Sweden, can be seen in Table II. It can be seen that the majority of femur fractures included in 
the datasets for the Netherlands (pedestrians: 66%, cyclists: 66%) and Sweden (pedestrians: 50%, cyclists: 80%) 
are related to proximal femur fractures, whereas the majority of femur fractures in the Austrian data was not 
further specified (pedestrians: 90%, cyclists 75%). As the second most common fracture type, fracture of the 
femur shaft was identified with a share of 66% (pedestrians and cyclists) for the Netherlands and 50% 
(pedestrians) and 80% (cyclists) for Sweden, respectively. Female and male accident data, shown in Table II, has 
been pooled as a similar femur fracture trend was observed for both. 

TABLE II 
DISTRIBUTION OF FEMUR FRACTURES IN THE DIFFERENT DATABASES BASED ON DATA FROM [5] (NFS = NOT FURTHER SPECIFIED) 

 Austria  Netherlands  Sweden 

 Pedestrian  Cyclist  Pedestrian  Cyclist  Pedestrian  Cyclist 
  n=10 n=4   n=342 n=863   n=34 n=20 

Proximal femur fracture 0% 0%  66% 66%  50% 80% 
Femur shaft fracture 10% 0%  15% 15%  32% 20% 
Distal femur fracture 0% 25%  10% 10%  15% 0% 
NFS femur fracture 90% 75%  9% 9%  3% 0% 
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B. Cortical Thickness 
The cortical thickness distribution of the femur head, derived from the average of five CT scans, is shown in Fig. 
4. The values show strong local differences ranging from approx. 1 mm in the head and the greater trochanter 
region to approx. 5 mm in the region dorsal to the lesser trochanter. The femur head was divided into five regions, 
for which averaged thickness values have been summarised in  

Table III. 
 

 
TABLE III 

AVERAGE CORTICAL THICKNESS IN THE PROXIMAL FEMUR BY REGION (REGIONS ACCORDING TO FIG. 4) 
Region Average cortical thickness [mm] 

Head (1) 1.39 
Neck (2) 2.16 

Lesser Trochanter (3) 1.91 
Intertrochanteric (4) 3.09 

Greater Trochanter (5) 1.57 
 

TABLE IV 
SUMMARY OF YOUNG’S MODULI AND YIELD STRESSES IN COMPRESSION AND TENSION FOR THE CORTICAL FEMUR BONE 

CALCULATED USING EXPERIMENTAL DATA BY [18] 
Loading E [GPa] 𝜎𝜎𝑦𝑦 [GPa] 

Compression 16.479 0.11365 
Tension 16.384 0.06426 

 

C. Material Data 
1) Cortical Bone 

A summary of the implemented values for the Young's modulus 𝐸𝐸 and yield stress 𝜎𝜎𝑦𝑦 can be found in Table IV. 
The cortical bone was set to a uniform density of 1.8 g/cm³ throughout the whole model [27], [48]. The resulting 
true stress and true strain curves for tension and compression, are provided in Fig. 5, in which the identified yield 
points have been marked as a black dots (0.05% strain offset). The grey line shows the Young’s modulus in 
compression. 
 

 
 

 

Fig. 4. Resulting average cortical thickness of the proximal femur. 
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Fig. 5. Stress-strain curves for compression 
and tension for the cortical bone calculated 
using raw data from [18].  

Fig. 6. Stress-strain curves for trabecular bone for different strain 
rates. Positive strain and stress are defined as compression in 
accordance with the material model *MAT83. 

 
2) Trabecular Bone 

The resulting strain-stress-curves are plotted in Fig. 6, which were implemented in *MAT83. Therefore, the 
material model’s definitions for compression (positive strain/stress) and tension (negative stress/strain) were 
adopted. *MAT83 requires uniform endpoints for all implemented curves. In order to provide a detailed view, 
the smaller graph in the centre shows a detail of the curves, for the strain range of -0.2 to 0.2. 

D. Validation  
1) Sideways fall 

The force-time histories predicted by the model (orange) have been compared to the respective curves from 
the experiments (black) from [28] in Fig. 7. The predicted force was evaluated via the contact force between the 
upper PMMA-pad and the greater trochanter. The simulated fracture forces are compared to the reported 
experimental fracture forces in Appendix D (Table D-I), where the respective strain values (PS99 and MPS) are 
given as well. A visual comparison of MPS of the SWF simulation compared to the reported strain distribution also 
derived by simulation by [28] showed comparable results. A plot of the MPS strain distribution in the cortical 
bone at time of fracture for specimen H1373R is shown in Appendix D (Fig. D-1). The definitions in parentheses 
next to the specimen numbering reflect abbreviations of the WHO classification for the degree of osteoporosis, 
no means normal (T-score > -1), on stands for osteopenic (-1 > T-score > -2.5) and ot for osteoporotic (T-score < -
2.5). In addition, the age of the respective donor in years is shown in the heading of each diagram. 

ISO scores revealed a higher rating for the experiments with specimens with normal bone density (mean 
R=0.82) as for osteopenic and osteoporotic specimens (mean R=0.56). Ratings R for all simulations are shown in 
Appendix D (Table D-I). 

 

 
Fig. 7. Force curves from [28] (black) compared to the simulations of the SWF setup (orange).  
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2) Femur Shaft – Combined Loading and Three-point Bending  

The simulation results (orange) and the experimental results (black) from [45] are compared in Fig. 8 for all 16 
replicated tests by means of the impactor force over time. All test curves have been plotted until fracture occurred 
(marked with black rhomb). Time of fracture was determined as suggested by the authors of the experimental 
study [45]. Simulation results are shown for the full simulation time of 50 ms and 500 ms (in the simulations no 
fracture occurred as no failure was included in the applied material model). The heading of each diagram shows 
the test number and the abbreviations within parentheses summarises the respective loading condition 
(combined axial compression and bending (co) or bending (be)), the direction for the bending loading condition 
(posterior-anterior (PA) or anterior-posterior (AP)), side of which the femur was explanted (L-left, R-right), as well 
as the donor age in years. The dataset consisted largely of matching pairs of the left and right femur from the 
same donor, which can be observed as the same age is indicated for a left sided and right sided test.  

It was observed that some simulations did not achieve the force level of the experimental curve as they 
reached a kind of force plateau at about 4 kN, caused by the start of yielding of the elastic-plastic bone material 
at this force magnitude. An oscillation about this plateau can be observed, caused by the dynamic loading speed 
in combination with the comparably small increase of impactor force after the start of material yielding. For test 
purposes, simulations were run exclusively with an elastic material, which did not show the force plateau, 
however they are not reported within this study. Detailed force and strain values for both the experiments by 
[45] and the simulations, are shown in Appendix D (Table D-II). MPS in the cortical bone was observed at the 
opposite side of impactor contact and are shown for Specimen 1.23 at time of strain evaluation in Appendix D 
(Fig. D-2). 

An average ISO rating of R=0.78 was achieved with lowest rating fair for specimen 1.27 (R=0.70) and highest 
rating good for specimens 1.29 and 2.10 (R=0.88). ISO ratings for all specimens are included in Appendix D (Table 
D-II). 

 

 
Fig. 8. Vertical impactor force over time from [45] (black) compared to our simulation of the femur shaft 
(orange). (PA=posterior-anterior, AP=anterior-posterior, co=combined loading, be=bending loading, QS=quasi 
static, R=right side, L=left side). Simulation 1.29 has been marked with an asterisk, as the experiment was run 
with a quasi-static impactor speed of 1 mm/s. 
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E. Injury Risk Curve 
The derived parameters for the Weibull functions of the developed IRCs are summarised in Table V, while their 
95% confidence intervals and the resulting curves for the 99th percentile principal strain (PS99) are plotted in 
Fig. 9. In addition to the PS99 strains at time of fracture, risk curves for the proximal femur and the femur shaft 
were also calculated using total MPS. 
The IRC of the proximal femur was derived from simulations based on the sideways fall configuration 
experiments by [28], including the 11 simulations (excluding three tests with highest displacement at time of 
fracture) is shown in Fig. 9 (left). The corresponding curve for MPS values is shown in Appendix E (Fig, E-1, 
left).  
On the right side of Fig. 9, the injury risk curve (PS99) for the femur shaft, based on 14 simulations replicating 
the tests by [45], is shown. Two simulations (lowest fracture force and therefore lowest impactor displacement 
at time of fracture in the experiments), suggesting comparatively small strain values in the simulations were 
excluded from the calculation of the IRC for the femur shaft. The corresponding curve, calculated using MPS 
is shown in Appendix E (Fig, E-1, right).  
 

  

 
TABLE V 

SUMMARY OF WEIBULL PARAMETERS FOR DERIVED INJURY RISK CURVES 
  Shape factor (k) Scale parameter (λ) AIC loglik 
Proximal femur MPS 2.6230 

[1.6353, 4.2072]  
0.0245 

[0.0196, 0.0308] 
-74.9 39.5 

 PS99 2.2244 
[1.4187, 3.4877] 

0.0149 
[0.0114, 0.0195] 

-84.5 44.3 

Femur shaft MPS 2.7177 
[1.7686, 4.1763] 

0.0302 
[0.0246, 0.0369] 

-83.5 43.8 

 PS99 2.7426 
[1.7878, 4.2072] 

0.0342 
[0.0279, 0.0418] 

-80.3 42.1 

IV. DISCUSSION 

A. Limitations 
The aim of this study was to develop, calibrate and validate a femur model for a 50th percentile female HBM 

model at the age of 50, a stature of 162 cm and a weight of 62 kg. As available experimental measurements are 
limited in general with regard to age, several influences may be included that could bias the results, impacting 
the developed femur model, as well as the calculated IRCs. 

Firstly, the mean age of the five individuals, whose cortical thickness of the proximal femur was averaged, was 

Fig. 9. Injury risk curve for the proximal femur (left) and the femur shaft (right), assuming a Weibull distribution 
with a 95% confidence interval using 99th percentile principal strains.  
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close to 25 years instead the targeted 50 years. Furthermore, the identified material properties of the cortical 
bone may be influenced due to the average of the donors (mean age 76 years). However, it was decided to 
prioritise an averaged dataset instead of subject-specific material properties as this would have led to only one 
remaining sample for both datasets. Due to the fact that only one sample for the material data was younger than 
50 [18] and only one sample for the geometry data was older than 50, it was not possible to develop a meaningful 
regression model. Therefore, age-dependent material behaviour has not been implemented in the model 
although several studies found a decreasing Young’s modulus with increasing age [18], [49]–[51]. This decision 
was made as a wide range of Young’s moduli derived from material tests of cortical bone have been reported in 
literature, as shown in Appendix B (Fig. B-1 and Table B-I). Secondly, increasing the Young modulus would not 
have improved the validation results.  

The age in the SWF validation tests were also higher than the target age for the risk curve. Using the approach 
described in this paper where the displacement was prescribed on one generic femur, no significant correlation 
between the observed strain at the time of fracture and the subject age was observed, and therefore the age was 
not included in the risk curve.  

The current material model does not take into account the anisotropic behaviour of the cortical bone [52]–
[54]. In bending configurations this will be sufficient, although the model may not be sui-or torsional loadings or 
detailed fracture pattern analysis without further adjustments of the material model and validation [53]. 

Within the current study, the density of the trabecular bone was assumed to be constant, although it is known 
that is not the case [26], [55]–[56], as no dataset was available to be used as target. A sensitivity study was 
performed which is further explained in Section C.  

Strain-rate dependency for the cortical bone was not modelled as results from material testing did not appear 
to have been finally conclusive [31][57]. The applied experimental data from [18] was only available for one strain 
rate (2.5*10-4 s-1). 

In the analysed accident data it was not possible to distinguish between injury sources. The proximal femur 
fractures could either have been sustained in the impact by the car or the ground.  

B. Cortical Thickness 
Although the sample for the definition of the average cortical thickness of the proximal femur contained data 

from a rather small sample of five individuals, the resulting averaged thicknesses by region are in line with other 
studies [58]–[61]. Other sources, such as [62], state slightly lower cortical thickness for individual regions of the 
proximal femur, however, this study was more focused on elderly people. During the meshing process of the 
proximal femur, slight deviation between the calculated average thickness and the final geometry of the solid 
elements were noted, especially in the region of the greater trochanter. Hence, it was decided to apply a mesh 
smoothing algorithm before the creation of the new trabecular solid elements. At single nodes, this caused 
deviations of the thickness up to 10%. 

Different solid element formulations (ELFORM) for the cortical bone were tested using the validation setup for 
specimen H1366R from [28]. The default formulation EQ = 1 with default and adjusted hourglass model (HIQ = 5), 
fully integrated elements (EQ = 2) and fully integrated elements intended for solids with poor aspect ratio (EQ = 
-2), were compared. The observed differences in stiffness of the proximal femur were rather small. For ELFORM=1 
and the default hourglass model, the hourglass energy was in the range of 10%. ELFORM EQ = -2 was chosen for 
the final model, as it showed a robust behaviour and a plausible strain pattern. Figures for force-time, total, 
internal, and hourglass energy for each element formulation, are supplied in Appendix F (Fig, F-1)). 

C. Material Properties 
The material properties for the cortical bone calculated on basis of experimental raw data from [18] are also in 

line with the literature. The Young’s modulus of around 16 GPa corresponds to the mentioned density relationship 
by [26], assuming the density of cortical bone to be 1.8 g/cm³ [27], [63]. It is also consistent with material 
properties published in the literature. A Young’s modulus of 16 GPa is highlighted by a blue vertical line in the 
boxplot summarising values from [20], [32], [64]–[72] as shown in Appendix B (Fig. B-1)). 
Reference [18] showed no significant differences for the Young’s modulus derived from tension and compression 
loading. The reported data showed a slightly lower, Young modulus for tension loading, which was in line with 
the calculation conducted in this study on the basis of the same experimental data. Hence, it was decided to 
implement separate values of the Young’s modulus for tension and compression loading 
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Scaling of the cortical material in the proximal region was implemented in the simulation based on findings by 
[20], who found a 24% decrease in the elastic modulus measured in the femoral metaphysis compared to the 
shaft for test purposes, however the results (not reported) were considered to require further improvement. The 
samples used for the macro-mechanical testing by [18] were extracted from mid-shaft of the femur, indicating 
that the calculated properties must be scaled when applying them for the proximal femur. This assumption is also 
supported by implementation by [23]–[24], who scaled the shafts Young’s modulus by 66% for the neck, 85% for 
the head [23], 25% for the metaphysis, and 66% for the epiphyses [24]. In the final model, a stiffness reduction 
of 66% for the femur neck and head was implemented based on the ratios from [24], who refers to [21]–[22] for 
the magnitude. This decision was also supported by the comparison of the simulation result with the experimental 
data using a specimen from a 50 year old female donor with normal bone density (H1167L in [28]), where force-
time histories matched very nicely.  

As the density of the trabecular bone was set to constant, although it is known that it is not the case, the 
influence of different densities for the trabecular bone were studied using one load-case from [28] as an example, 
that is shown in Appendix F ( Fig, F-3). The defined density of 0.27 g/cm³ represents a mean value, but the real 
density of the trabecular bone in the proximal femur is not homogeneous and the material shows different 
behaviour depending on the anatomical site [26], [55]–[56]. The density was halved (0.12 g/cm³), doubled 
(0.56 g/cm³) and the trabecular bone was removed completely from the femur. An influence on the overall 
stiffness and the MPS values in the cortical bone was noted. In future studies, inhomogeneous densities, and 
corresponding property-relationships, would further improve the model. Therefore, data sources defining a 
generic average density distribution for the femoral head would be beneficial.  

Failure was not considered in the material model. As it was aimed at deriving a probabilistic injury method, 
element erosion was avoided. Furthermore, the failure models, as implemented in LS-Dyna still have several 
limitations when it comes to modelling bone fractures [53].  

D. Validation Results 
 As displacements, not forces, were prescribed to derive the strain-based risk curves, it has been assumed that 

it is not critical that maximum forces deferred in some of the replicated experiments.   
The SWF simulations over predicted the experimental force in several cases. However, 12 out of 15 specimens 

used by [28] suffered from reduced bone mineral density, which was found to influence bone strength, fracture 
loads and the femoral stiffness, negatively [34][38][42][56]. Three specimens were found to be osteopenic and 
nine diagnosed as suffering from osteoporosis, which can be explained by donor age. Implementing scaled cortical 
bone properties for the GT, neck and head, were found to be necessary, and led to smaller deviations with 
specimens of normal bone density. The simulated mean fracture force down to 3.6 kN, is comparable to other 
experiments carried out with similar setups, where ultimate forces between 3-5 kN were reported [34][36][73]. 
Mean ISO ratings were higher for specimens with normal bone density (R=0.82) compared to specimen with 
reduced bone density (R=0.56). Finally, it is assumed that the proximal femur model shows a realistic behaviour 
regarding the SWF setup when compared to the specimens with normal bone density.  

Simulations based on the combined axial compression and three-point bending as well as pure three point 
bending of the femoral shaft, showed only minor deviation to the experimental data from [45]. Mean age of the 
donors for the 16 femur shaft tests was 53 years. In some simulations the developed femur model under predicted 
the peak force as yielding prevented an increase of impactor force over approx. 4kN. Comparing the mid-shaft 
cross section properties revealed that most of the under predicted specimens had significantly higher geometric 
properties compared to the simulation model. The slope of the force-time curves is in line with the test data, and 
shows a plausible bending behaviour of the femur shaft under both sole bending and combined loading 
conditions. The mean fracture force of the selected female femur tests was 4.4 kN (SD 1.7 kN). Yielding of the 
model occurred approximately at a force level of 4 kN. However, the simulations could not predict fracture forces 
above this force level. The comparison of mid-shaft cross sectional properties revealed a plausible reason for the 
observed differences. While the cross sectional area of the developed femur model was approx. 300 mm2 in the 
mid-shaft region, the mean value of the tested femurs was 336 mm2 [45]. The moment of inertia of the femur 
mid-shaft was also identified as an important predictor for femur fracture moment during the experiments by 
[45] [73]–[75]. The cross sectional area of the developed femur had been adjusted at five locations along the shaft 
to meet the values reported by the regression model of [15], for the targeted HBM anthropometry. Experiments 
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1.26 and 1.27 were conducted with femurs derived from the same 50 year old donor where across sectional area 
of 430 mm2 and 414 mm2 for the left and right side, respectively, were reported. The combined axial compression 
bending tests are more representative for vehicle occupants than for VRUs. However, the experimental results 
suggested no major reduction of bending strength was caused by the axial preload. Hence, it was decided to 
include combined loaded specimens, in addition to the specimens loaded under sole bending, which have been 
assumed to be most relevant for VRU accidents. Both loading types led to midshaft fractures which were found 
to be very relevant for pedestrian and cyclists in the accident analysis. 

E. Injury Risk Curve 
The developed IRCs refer to experiments with femurs of female donors (also including one male) where 

injuries had occurred. The age of the tested specimen (mean age 76 years) for the proximal femur, may lead to 
an overestimated injury risk [76]. Implementation of an age-factor was tested within the survival analysis, 
however it did not lead to meaningful results. For the development of the proximal femur IRC three tests were 
excluded since the strains obtained were notably larger due to greater experimental displacement at time of 
fracture. For the calculation of the IRC for the femur shaft, two experiments with the lowest fracture force were 
excluded as this might lead to implausible results.  

The chosen parameterised Weibull survival function has also been used previously to predict hip fractures 
[77]. However, the risk curve developed in that study is based on forces and therefore not directly applicable for 
HBM simulations. In our study, model-specific risk curves were derived.  

F. Outlook 
To facilitate availability of two comparable models, the applied methods will be repeated for the male. The 

femur model can be used within the full VIVA+ 50F HBM to study the injury risk in VRU accidents and to investigate 
the reasons for sex-specific differences, which have been observed when analysing real-world accidents. The 
femur and the derived risk curves will be further validated by comparison with full-scale post-mortem human 
subject (PMHS) tests and real-world accidents. Thanks to the open-source approach of the VIVA+ models, any 
researcher can further improve the model, add validation loadcases or refine the injury risk curve. The models 
and scripts used for preparing this manuscript is available on the VIRTUAL project OpenVT platform, 
https://virtual.openvt.eu/fem/viva, which is also where the final VIVA+ models will be available and contributor 
guidelines can be found.  

V. CONCLUSIONS  

A representative generic femur model of a 50th percentile female was developed using available data for both, 
geometry, and material properties. The model was validated focusing on the proximal femur and femur shaft, 
since it was found that these areas are of particular interest for car-to-pedestrian and car-to-bicycle accidents. 
Model-specific injury risk curves based on the cortical principal strains were developed to predict proximal and 
femur shaft fractures. For the future, to further improve the validation work and make the injury risk curve more 
robust, it would be very valuable to have access to more data from female PMHSs, also covering a wider range of 
ages. The femur model can be used within the full VIVA+ 50F HBM to study the injury risk in VRU accidents and 
to investigate the reasons for sex-specific differences, which have been observed when analysing real-world 
accidents. To the best knowledge of the authors, no other openly available HBM including a specific injury risk 
curve for femur fractures is available.  
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APPENDIX A 

 
Fig. A-1. Landmarks used to morph cortical thickness specimen to target geometry of the proximal femur. Since 
the supplied samples were cut at varying heights of their distal end, Landmarks 17-20 were moved up to the 
same level as Landmark 4. Internal Landmarks 1, 2, 3 and 5 were not used and are therefore not shown.  
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APPENDIX B 

 

 
TABLE B-I 

COMPARISON OF YOUNG’S MODULI FOR THE CORTICAL BONE OF THE FEMUR FOUND IN LITERATURE  
(* INCLUDES SAMPLES FROM TIBIA, § INCLUDED IN FIG. B-1) 

Source Specimen type Specimen location Young’s modulus [GPa] 
[64]§ Flat – Tensile (wet) Femur (shaft) 15.7 
[65]§ Flat – Tensile (wet) Femur (shaft) 4.4-7.2 
[65] Flat – Bending (wet) Femur (shaft) 10.4-19.3 
[57]§ Rectangular – Compression Femur (shaft) 15.2-42.1 
[78] Bending Femur 7.6-19.0 
[66]§ Bending Femur 13.2 
[67]§ (wet) Femur 17.3 
[79] Rectangular – Tensile (wet) Femur (shaft) 11.4-19.3 
[79] Rectangular – Compression (wet) Femur (shaft) 15.1-19.7 
[80] Round – Tensile (wet) Femur (shaft) 15.6-17.9 

[81]* Rectangular – Tensile (wet) Femur (shaft) 15.6-17.7 
[68]§ Flat – Tensile Femur (shaft) 14.5 
[69]§ Tensile Femur 17.6 
[70]§ Rectangular – Bending Femur (shaft) 12.1 
[20]§ Rectangular – Bending Femur (neck) 9.7 
[82] Rectangular – Bending Femur (shaft) 9.1-13.6 
[71]§ Square - Tension Femur 16.7 
[72]§ Flat – Bending Femur (shaft) 18.6 
[32]§ Rectangular – Tension (wet) Femur (shaft) 17.8 
[18]§ Dumbbell (wet) - Tension Femur (shaft) 18.2 
[18]§ Dumbbell (wet) - Compression Femur (shaft) 19.0 

 
 
  

 
Fig. B-1. Boxplot of selected literature data of the Young’s modulus derived from human femur material tests 
(references marked with § in Table B-I). The Young’s modulus of 16.4 GPa (rounded value of the implemented 
elastic modulus) was marked with the vertical blue line. 
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APPENDIX C 

 

 
a 

 
b 

 
c 

 
d 

Fig. C-1. Calculated mean curves based on material testing data supplied by [18] of human femoral cortical 
bone: a = force-time in compression, b = strain-time in compression, c = force-time in tension, d = strain over 
time in tension. 

 

 
Fig. C-2. Displacements of the contact interface between the upper potting and the greater trochanter from 
[25]. 
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APPENDIX D 

 
TABLE D-I 

PROXIMAL FEMUR SIMULATIONS: FRACTURE FORCE FROM EXPERIMENT [28] AND SIMULATION, PS99 AND MPS STRAIN AT TIME OF 
FRACTURE (TF) AND ISO RATING FOR VIVA+ FEMUR (SIMULATIONS MARKED WITH AN ASTERISK WERE EXCLUDED FROM INJURY RISK 

CURVE CALCULATION) 

Specimen 
Experimental  
fracture force 

[kN] 

Simulated  
Force at tF 

[kN] 

Experimental 
displacement 

at tF [mm] 

PS99 at tF 

[-] 

MPS  
at tF 

[-] 
ISO ratings 

H1167L 3.1 2.6 0.8 0.0044 0.0066 0.72 
H1168R 3.7 3.4 1.2 0.0074 0.0133 0.36 
H1365R 1.7 4.1 2.2 0.0246 0.0359 0.93 
H1366R 3.2 3.5 1.4 0.0110 0.0203 0.42 
H1368R 1.5 4.0 1.8 0.0167 0.0280 0.85 
H1369L 2.6 3.5 1.2 0.0075 0.0140 0.87 
H1372R 3.0 3.8 1.7 0.0148 0.0260 0.86 
H1373R 2.8 3.7 1.5 0.0107 0.0204 0.70 
H1374R 2.4 3.9 1.9 0.0185 0.0295 0.20 
H1375L* 2.3 4.0 4.0 0.0652 0.1120 0.33 
H1376L* 2.0 3.9 3.7 0.0576 0.1007 0.36 
H1377R 1.4 3.8 1.8 0.0163 0.0295 0.82 
H1380R 3.0 3.3 1.0 0.0058 0.0096 0.74 

H1381R* 2.4 3.7 2.9 0.0368 0.0610 0.46 
H1382L 2.1 4.0 2.2 0.0229 0.0333 0.72 

 
 

 
Fig. D-1. Maximum principal strain pattern of a proximal femur simulation (H1373R) at time of fracture (19.6 
ms) as derived from the experiments by [28]. 
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TABLE D-II 
FEMUR SHAFT SIMULATIONS: FRACTURE FORCE FROM EXPERIMENT [45] AND SIMULATION, PS99 AND MPS STRAIN AT TIME OF 

FRACTURE AND ISO RATING FOR VIVA+ FEMUR (SIMULATIONS MARKED WITH AN ASTERISK WERE EXCLUDED FROM INJURY RISK 
CURVE CALCULATION) 

Specimen 
Experimental  
fracture force 

[kN] 

Simulated  
Force at tF 

[kN] 
PS99 at tF 

[-] 
MPS at tF 

[-] 
ISO ratings 

1.18 5.2 2.9 0.0237 0.0262 0.83 
1.19 2.6 2.0 0.0143 0.0172 0.71 
1.20 5.1 2.3 0.0345 0.0380 0.76 
1.21 6.5 2.1 0.0428 0.0489 0.72 
1.22 4.3 3.6 0.0205 0.0236 0.75 
1.23 4.0 3.4 0.0121 0.0137 0.84 
1.24 4.2 2.8 0.0118 0.0134 0.80 
1.26 7.1 3.2 0.0234 0.0259 0.73 
1.27 6.7 3.3 0.0320 0.0363 0.70 
1.28 4.2 2.4 0.0414 0.0473 0.79 
1.29 2.8 3.0 0.0287 0.0342 0.88 

1.32* 1.6 1.5 0.0056 0.0067 0.71 
1.33* 2.1 1.7 0.0050 0.0054 0.73 
1.35 5.3 3.8 0.0350 0.0384 0.84 
1.36 6.4 4.1 0.0409 0.0459 0.82 
2.10 2.8 3.2 0.0128 0.0145 0.88 

 
 

 

 

Fig. D-2. Maximum principal strain pattern of a femur shaft simulation (1.23) at time of fracture (30.6 ms) as 
derived from the experiments by [45]. 
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APPENDIX E 

 

  
Fig. E-1. Injury risk curve of the proximal femur (left) and the femur shaft (right) obtained using maximum 
principal strain (MPS) in the cortical bone. 
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APPENDIX F 

 

  
a 
 

  
b 

  
c 

 
d 

Fig. F-1. Influence of element formulation of the cortical bone elements in the proximal femur region 
included in the SWF simulation on force (a), force-displacement (b), total (c) and hourglass energy (d) for 
specimen H1366R from [28]. 
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a b 

c d 
Fig. F-3. Influence of trabecular bone density in the proximal femur region included in the SFW simulation on 
force-time (a), force-displacement (b), internal energy (c), and cortical PS99 (d) for specimen H1366 from 
[28]. 
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