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Abstract  
  

Quantum mechanics/molecular mechanics (QM/MM) hybrid technique is emerging 

as a reliable computational method to investigate and characterize chemical reactions 

occurring in enzymes. From a drug discovery perspective, a thorough understanding of 

enzyme catalysis appears pivotal to assist the design of inhibitors able to covalently bind 

one of the residues belonging to the enzyme catalytic machinery. Thanks to the current 

advances in computer power, and the availability of more efficient algorithms for QM-based 

simulations, the use of QM/MM methodology is becoming a viable option in the field of 

covalent-inhibitor design. In the present review, we summarized our experience in the field 

of QM/MM simulations applied to drug design problems which involved the optimization of 

agents working on two well-known drug-targets, namely fatty acid amide hydrolase (FAAH) 

and epidermal growth factor receptor (EGFR). In this context, QM/MM simulations gave 

valuable information in term of geometry (i.e. of transition states and metastable 

intermediates) and reaction energetics that allowed to correctly predict inhibitor binding 

orientation and substituent effect on enzyme inhibition. What is more, enzyme-reaction 

modelling with QM/MM provided insights that were translated into the synthesis of new 

covalent inhibitors features by a unique combination of intrinsic reactivity, on-target activity 

and selectivity.  
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Introduction  

The recognition process involving a drug and a target leads to the formation of a 

molecular complex capable of triggering a series of biochemical events that culminates in 

the insurgence of a therapeutic effect. The amplitude of this favourable pharmacological 

response is primarily dependent on the fraction of the molecular target occupied by the 

drug.1 In condition of equilibrium, thermodynamics provides the driving force for drug binding 

i.e., the protein-ligand complex is formed because it possesses a lower free-energy than the 

protein and the ligand taken on their unbound state. However, in condition of non-equilibrium 

such as in cells or in living organisms, not only thermodynamics matters.2 In tissues, where 

small molecules are subject to metabolic transformations and drug targets are exposed to 

high concentration of their physiological substrates, the kinetic stability of the protein-ligand 

complex becomes important for observing the pharmacological response.3 Specifically, the 

residence time of the small molecule at its target should be long enough to trigger those 

biochemical steps which are required for the insurgence of the pharmacological effect.4 If 

this is not the case, hardly a small molecule will exert a biological effect when administered 

in vivo.5 A practical way to increase the residence time of a small molecule at its target is to 

install on it a reactive group able to form a stable covalent bond with the receptor. If this new 

covalent bond is protected by solvolysis or, more generally, if it possesses high chemical 

stability, the drug target will likely result occupied for its entire life, with a significant 

advantage in term of efficacy and duration of action.6 Irreversible binding through covalent 

addition to the target is probably the most powerful strategy to obtain a sustained response 

in vivo since release from inhibition requires the re-synthesis of the engaged target.7 

Two different strategies are currently applied to identify covalent inhibitors for a given 

target.8 Both rely on the presence of a nucleophile, either member of a catalytic machinery 

or simply with a structural role, in the binding pocket of the protein of interest. In the first 

approach, briefly cited above, a scaffold of a reversible inhibitor already featured by a good 
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affinity of the target is identified and an electrophile warhead is inserted on its structure.9 If 

the electrophile is positioned close to the nucleophile with a geometry not too far from that 

of the hypothetical transition state for the reaction, a covalent bond can be formed within a 

reasonable time interval. A second approach used to identify a covalent inhibitor is based 

on the screening of libraries of electrophilic compounds of relatively small size. Once a 

covalent modifier is identified (either using mass-spectrometry or biochemical assays), an 

optimization phase takes place. During this task, the non-reactive portion of the inhibitor 

(often called driver portion) is progressively modified to improve the stereo-electronic 

complementarity between the target and the inhibitor with the final aim of improving the 

potency.10 Whether a covalent inhibitor is identified through rational design or in a screen, 

other runs of optimization are required to properly balance potency and selectivity. Again, 

this task can be done by modifying the driver portion of the inhibitor or altering the intrinsic 

reactivity of the warhead toward target nucleophile.11  

In the context of discovery and optimization of covalent agents, computer simulations  

played and are going to play a significant role both in academia and industrial settings.12,13 

Ligand-based and structure-based computer-aided drug design techniques14 have been 

successfully used to design new covalent inhibitors without explicitly accounting for their 

chemical mechanism of action.15,16 Most of these applications work under the hypothesis 

that driver portions can be optimized independently from the inhibitor warhead.17 This 

condition is expected to be valid only when modifications in the driver portion do not have 

an impact on the dynamic of the covalent reaction or on the stability of the reaction product. 

In all the other cases, a useful computational method should take into account the effect of 

chemical substitution both on the recognition and on the reactivity phases.18 Only recently, 

a number of computational approaches aimed at driving the design and optimization of 

covalent inhibitors have been reported in the literature.19,20 Among those, hybrid quantum 

mechanics/molecular mechanics (QM/MM) method, 21 is probably the only one that allows 



 5 

to characterize the mechanism of action of a covalent inhibitor (see for instance references 

22, 23, 24, 25, 26, 27) accounting for the accommodation of the driver portion and for the 

chemical reaction occurring between a nucleophile on the given target and the inhibitor 

warhead.28 This is possible as the QM/MM approach combines the accuracy of QM methods 

in describing chemical transformation with the ability of MM force fields to provide a 

reasonable description of conformational energetics and non-bonded interactions in 

condensed systems.29 

 In the present paper, after summarizing the basics of the QM/MM approach and the 

theoretical strategy to compute-energy barriers in the context of enzyme-catalysed reaction, 

we will report two case studies where these methods have been applied to elucidate the 

mechanism of action of reference inhibitors on drug targets of current pharmacological or 

clinical interest. These are fatty acid amide hydrolase (FAAH),30 one of the key enzymes 

involved in the metabolism of endocannabinoids and neuromodulatory fatty-acid 

ethanolamides31 and epidermal growth factor receptor (EGFR),32 a tyrosine-kinase receptor 

controlling cell proliferation and tissue renewal. Eventually, we show how the QM/MM 

approach can be used in perspective drug design. 

 

2. The QM/MM method 

2.1. Definition of the methodology 

In QM/MM methodology, QM and a MM theory are coupled together to define a 

convenient QM/MM hybrid Hamiltonian that, applied in combination to geometry 

optimization, molecular dynamics or Monte Carlo sampling, is able to describe chemical  

reactions occurring in molecular systems composed by thousands of atoms.33,34 Other QM-

based approaches have been generated to investigate chemical reactions in condensed 

phase, such as the empirical-valence bond (EVB) method developed by Warshel,35 in which 
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reactions are described through mixing states corresponding to classical valence‐bond 

structures describing reactants, intermediates and products, and Car-Parrinello Molecular 

dynamics (CPMD),36 where the valence electrons of molecular structures are described by 

plane‐wave basis sets rather than atom‐centred ones. For more information on these 

methodologies, the reader is invited to look at more specialized reviews.37,38  

In the QM/MM approach reported here, which theory was firstly described by Warshel 

and Levitt in 197639 and then refined by Karplus and co-workers,40 the system is divided in 

two regions of interests, named reactive region and boundary region. The reactive region of 

the active site is described at QM level, either based on the Hartree-Fock formalism or on 

the density functional theory (DFT).41 A practical choice is to include in this QM region all 

the atoms participating to the breakage and forming of covalent bonds. A molecular 

mechanics force field is instead used to describe the boundary region, i.e. the rest of the 

system not directly involved in the chemical transformation, but which influences the reactive 

region through non-bonded interactions.42 The interaction between reactive region (QM) and 

the boundary region (MM) has to be taken into account at any stage of the calculation. This 

is accomplished with the use of the following expression (eq.1) which includes three key 

terms:43 

H = HQM +HQM/MM +HMM (eq. 1) 

where the HQM is the Hamiltonian of reactive region treated at QM level, HQM/MM is the 

Hamiltonian that couples reactive and boundary region, and HMM is the Hamiltonian of non-

reactive region, treated at classical level. In principle, the quantum region can be described 

by any QM method. For instance, semi-empirical (SE) methods derived from Hartree-Fock 

theory, such as AM1 and PM3, can be used with the advantage of allowing very large QM 

systems (up to hundreds of atoms) to be treated.44 However, these SE have known issues 

which may give a suboptimal description of the reaction energetics. More reliable, but highly 

expensive, calculations can be performed using the electron correlation methods. These 
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include the MP2 perturbation methods and coupled-cluster theory.45 A computationally less 

demanding alternative is represented by the use of density functional theory (DFT) methods. 

In this context, the self-consistent charge density functional tight binding (SCC-DFTB) 

approach,46 including its more recent DFTB3 variant,47 have been proposed as a fair 

alternative to expensive ab initio methods,48 at least in the context of free-energy simulations 

where an extensive sampling of the molecular system under study is required to obtain 

meaningful information on the reaction mechanism. Despite DFTB-based approaches are 

affected by systematic errors49 (i.e. with proton affinities,50 H-bond energetics51 and 

dispersion forces52), they have often provided reasonable results,53 in fair agreement with 

calculations performed at higher level of theory54, or with experimental data.55,56 

Specialized protein force fields including CHARMM57 and AMBER58 are routinely 

used to describe atoms belonging to the boundary regions, and thus to account for the HMM 

Hamiltonian. With limitations due to the empirical nature of the mathematical functions 

employed to describe bonding and non-bonding interactions among atoms and the local 

validity of parameters used to build and calibrate these functions, MM force fields can 

provide a reasonable description of the conformational energetics of macromolecules and 

of non-bonded interactions in large systems.59 For these reasons, they are applied in nearly 

all available QM/MM implementations.  

As anticipated above, a QM/MM hybrid scheme must combine the quantum and 

classical parts to obtain a meaningful Hamiltonian. In general, the HQM/MM term account for 

the QM/MM interaction energy, which involves i. electrostatic interactions and ii. van der 

Waals interactions between atoms of the QM and of the MM regions. Based on how the QM 

part and MM are coupled and therefore on how electrostatic interactions are computed, 

three different QM/MM approaches can be identified.60 In the first one, known as mechanical 

coupling, the QM Hamiltonian is not influenced by the point charges of the MM system. 

Instead, a force field is used to account for the interactions between the QM and MM region. 
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Atom types are assigned also to the QM atoms, and the QM/MM interaction energy between 

these two regions is calculated by simply summing the electrostatic energy and the Van der 

Waals contribution, simply using the Coulomb law and the Lennard-Jones potential, 

respectively.  

The second one is based on the electrostatic coupling approach, where the 

electrostatic interaction between the MM and the QM region is obtained through the 

inclusion of classic charges belonging to MM atoms directly in the QM Hamiltonian, i.e.  by 

incorporating MM atomic charges directly in one-electron integrals. MM atomic partial 

charges also interact with the nuclei of the atoms in the QM system. The electrostatic 

interaction of QM electrons with MM point charges moves from the HQM/MM term of the 

mechanical coupling scheme (where it was described with a force field) to the quantum 

Hamiltonian, HQM according to equation 2:60 

Ĥ𝑄𝑄𝑄𝑄(𝑄𝑄𝑄𝑄)
𝑒𝑒𝑒𝑒 = −∑   ∑ 𝑞𝑞𝐽𝐽

�𝒓𝒓𝑖𝑖−𝑹𝑹𝐽𝐽�
𝐿𝐿
𝐽𝐽∈𝛷𝛷

𝑁𝑁
𝑖𝑖 + ∑   ∑ 𝑞𝑞𝐽𝐽𝑄𝑄𝛼𝛼

�𝑹𝑹𝛼𝛼−𝑹𝑹𝐽𝐽�
𝐿𝐿
𝐽𝐽∈𝛷𝛷

𝑄𝑄
𝛼𝛼∈𝐼𝐼+𝐿𝐿   (eq. 2) 

where, the qJ are the MM point charges separated by the RJ distance; Qα are the 

nuclear charges of the QM atoms at Rα distance; and ri describes electron positions. The 

indices i, J, and α run over the N electrons, L point charges, and M QM nuclei, respectively. 

This electrostatic coupling is probably the most popular embedding scheme used 

today, at least in the context of biomolecular simulations,61 as it allows to account for the 

electrostatic influence of MM atoms on the QM region at a reasonable computational cost. 

The inclusion of this effect is likely to be important for many enzymes, given the polar nature 

of several enzyme active sites. The third approach is based on the polarisation coupling 

scheme, in which classical charges of the MM atoms are not fixed but change on the base 

of the electrostatic potential generated by QM core. The QM and MM regions experience a 

mutual polarisation process, which improves the description of the electrostatic forces62 but 

at a greater computational cost.  
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In all the three coupling schemes described above, QM/MM van der Waals 

interactions (representing dispersion and exchange repulsion interactions between QM and 

MM atoms) are calculated by MM. This requires that MM van der Waals parameters have 

to be assigned to each QM atom. This procedure is critical as van der Waals interactions 

are important at short range where they affect both QM/MM interaction energies and 

reactant geometries. 63 A known limitation of most QM/MM implementations is that the same 

set of van der Waals parameters is used for the QM atoms during a simulation. The nature 

of the groups involved in a chemical reaction (treated by QM) is subject to change as the 

reaction proceeds and the van der Waals parameters assigned to the QM atoms should be 

modified accordingly.64 The effect of using different van der Waals parameters in QM/ MM 

simulations has been investigated. It was concluded that thermodynamic quantities such as 

the potential of mean force are minorly affected by the van der Waals parameters. The 

improvement of the consistency of QM/MM methods for predicting energetic properties 

should thus focus on other factors.21 

2.2 Exploration of reaction mechanism 

In the case of small systems where the use of a hybrid QM/MM approach is not 

required, QM alone can be used to characterise the potential energy surface (PES) of a 

chemical process by means of geometry optimisation, coupled with calculations of second 

derivatives. This approach allows to identify stationary points along a minimum-energy path 

(MEP) and to roughly estimate their free-energy after correcting potential energy for zero-

point vibration as well as for thermal and entropy effects.65 

 In this condition, the application of the transition state theory can allow to compare 

the calculated activation barrier to that one derived from the experimentally measured 

reaction rate.66 If the barrier for the proposed mechanism is considerably larger than the 

experimental one, such a mechanism should not be trusted. On the same line, a mechanism 

with a calculated barrier comparable to the apparent experimental barrier is more plausible.  
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This workflow requires direct calculation, storage and manipulation of the Hessian 

matrix, which contains the topological information of the PES of interest. It becomes 

extremely difficult to handle with molecular systems with many degrees of freedom.67  In 

context of QM/MM simulation, the exploration of the PES for a given mechanism can be 

performed using the adiabatic mapping approach, which does not require calculation of 

second derivatives. According to this method, the energy of the system is calculated after 

optimizing the structure of the reactants at a series of harmonically restrained values of a 

reaction coordinate, describing the process of interest such as the distance between two 

atoms. This approach is only valid if one conformation of the protein can represent the state 

of the system at a particular value of the reaction coordinate.68 This is expected to be true 

when negligible structural changes occur at the active site with the progression of the 

reaction.69 Only in this very specific condition, the minimisation of the potential energy along 

the specified reaction coordinate provides a reasonable approximation of the “enthalpic 

component” of the free energy profile for the considered reaction.70 

In other situations, the conditions described above are not satisfied, and structural 

fluctuations of the protein active site including those of the substrate may represent essential 

movements of the catalytic process.71 The use of multiple structures as a starting point for 

reaction modelling offers a partial solution to the limited structural flexibility allowed by the 

adiabatic mapping approach. For a given reaction path, multiple PESs can be explored  and 

several barrier heights can be computed and compared.72 Depending on the type of 

statistical distribution, a convenient averaging method can be used to obtain a 

representative barrier value.73 In this condition, it is also possible to estimate the uncertainty 

of the computed barrier which is critical when different reaction mechanisms are 

compared.74 Regardless of the statistical robustness of the computed potential energy 

barrier, QM/MM calculations based on energy minimization remains potentially erratic. For 

instance, adiabatic mapping overestimates energy barriers if atom movements connected 
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with the reaction are not included in the definition of the reaction coordinate, essentially 

because minimization alone cannot resolve steric strains caused by the progression of the 

system along the given reaction coordinate.75 Despite these limitations, adiabatic mapping 

is useful for preliminary exploration of the PES, including the generation of models of 

transition states and intermediates. Several pioneering QM/MM works on enzyme reaction 

modelling were conducted with this approach and still preserve their validity.21,60,68  

2.3 Calculation of Potential of Mean Force (PMF) 

Computational techniques that sample multiple configurations of the molecular 

system along a given path have the capability to contribute a better description of a chemical 

transformation.76 These approaches account for the conformational space explored by 

reactants, TSs and products, as well as for solvent reorganization, during the chemical 

transformation of interest,77 allowing to compute the variation of the free-energy of the 

system as a function of the progression of the reaction. The resulting free energy profile, 

which is computed along a well-defined reaction coordinate, represents the potential of 

mean force (PMF) of the simulated process. Its knowledge is critical for enzyme reaction 

modelling as it allows to directly retrieve the activation free energy for the chemical 

transformation of interest. Thanks to the application of the transition state theory, this 

computed quantity can be meaningfully compared to the experimental barrier for the 

enzyme-catalysed reaction under study.78,79  

In principle QM/MM simulations coupled with molecular dynamics (MD) might allow 

to calculate activation free-energy. However, classical MD does not explore phase space 

regions with high energy, as for transition states or transient intermediates. Monte Carlo 

(MC) methods overcome this limitation,80 but the number of QM/MM MC iterations 

necessary to obtain converged properties is extremely high, making the overall process 

computationally demanding. 
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Conformational sampling of processes describing chemical reactions requires 

enhanced sampling (ES) methods in which an external bias is applied to sample high energy 

region. Umbrella sampling (US) is one of the method capable to achieve this task.81 In this 

technique, a biasing potential (the “umbrella” potential) is applied to force the system to 

remain at a specific value of a given reaction coordinate.82 Furthermore, this bias makes 

sure that all regions along the reaction coordinate are sampled with similar probability.83 

 QM/MM US simulations are performed along a chemical path connecting reactants 

and products (or stable intermediate). Very often US simulation begins with QM/MM MD of 

the Michaelis complex with a bias potential applied to restrain the reaction coordinate to a 

value corresponding to the reactant state. In subsequent US simulations, the reference 

value of the restraint is increased by a small quantity to ensure the progression along the 

reaction coordinate, while allowing the sampling of the available conformational space for a 

relatively short time-interval, routinely 50-100 ps with the current computational capability. 

As for adiabatic mapping methods (see above), the reaction coordinate is often defined in 

terms of distances involving bond lengths. In US simulations a typical difference between 

two consecutive points (or windows) is in the range of 0.1-0.2 Å. The reaction coordinate 

values assumed at each window of the US simulation are recorded. At the end of the whole 

process, the effects of the restraining potentials are removed and combined by the weighted 

histogram analysis method (WHAM) which gives the unbiased PMF along the reaction 

coordinate.84 To obtain a continuous PMF for the modelled reaction, it is important that 

neighbouring US windows produce overlapping distributions in term of dispersion of the 

explored value of the reaction coordinate. This condition can be met by conveniently tuning 

the magnitude of the spring constant and/or the step-size of the reaction coordinate. As with 

other sampling methods, it is important to test the convergence of the PMF with respect to 

length of the simulation. It should be stressed that while US allows to sample multiple 

configurations of the system along a given path, it will fail to correctly estimate the free-
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energy difference between the two states if a major rearrangement of the conformation of 

the proteins occurs during the reaction especially, if this conformational transition is not 

described by the reaction coordinate.   

Sampling reaction paths with US is computationally demanding since the underlying 

simulation requires a very large number of QM/MM computations of the potential energy 

including gradients. Hence US is used in combination with QM/MM approached derived from 

semi-empirical Hamiltonian such as AM1, PDDG-PM3 and SCC-DFTB. These semi-

empirical methods are featured by systematic errors that often lead to rather inaccurate 

energy barriers. The accuracy of QM/MM US barriers can be improved by applying a 

correction term derived from adiabatic mapping study performed at a higher level of theory. 

This practice is well documented in the literature and it has been shown to give reaction 

barriers in close agreement to the experimental ones. 21,60 

Other ES methods have been used in the context of QM/MM simulations. Non-

equilibrium methods are viable alternatives to US sampling and can provide rather rapid (but 

coarse) estimation of the activation free-energy of a chemical transformation. One example 

is steered molecular dynamics (SMD),85 a method in which an external force is applied to 

part of the system, e.g., the distance separating two atoms, to drive it along a predefined 

direction.  

While specifically suited for investigating ligand unbinding from proteins with MM 

force field,86 SMD has been proposed as an efficient sampling method in the context of 

QM/MM simulations. 87 The dissipative work performed on the system (W) during a QM/MM 

steered-MD simulation is calculated by numerical integration of the exercised force (Fex) at 

each value of the reaction coordinate (eq3), where dx = v dt. 

𝑊𝑊[𝑥𝑥(𝑡𝑡)] = ∫ 𝐹𝐹𝑒𝑒𝑥𝑥(𝑡𝑡) 𝑑𝑑𝑑𝑑(𝑡𝑡)𝑥𝑥(𝑡𝑡)
0   (eq.3)  

QM/MM SMD simulations are usually carried out by sequentially pulling the system 

along the reaction coordinate using a harmonic potential whose centre moves with constant 
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velocity and whose Hooke’s constant is few hundreds of kcal/mol Å-2. At each QM/MM MD 

integration step, the equilibrium position of the harmonic potential is increased of a fixed 

amount. A pulling velocity in the range of 0.01-0.1 Å/ps should allow to reduce the effect of 

dissipative frictional work on the overall work (W) computed on the system. 

SMD is useful for comparing alternative reaction mechanisms. While single SMD run 

can only provide a qualitative description of the change in the mechanical work performed 

along the reaction path, independent works calculated through multiple SMD simulations 

can be combined together applying the Jarzynski’s equality (eq. 4), providing a means of 

recovering an equilibrium PMF from non-equilibrium events. 88  

〈𝑒𝑒
−𝛥𝛥𝛥𝛥

𝑘𝑘𝐵𝐵𝑇𝑇� 〉 = 〈𝑒𝑒
−𝑊𝑊

𝑘𝑘𝐵𝐵𝑇𝑇� 〉   (eq. 4) 

It should be pointed out that obtaining statistically converged and accurate PMF 

profiles is far from easy and may result in increased computational cost if the steering 

velocity and number of replicas are not properly selected.89  

Example of QM/MM SMD simulations applied to elucidate reaction mechanism are 

represented by the seminal work of Adrian Roitberg on Chorismate Mutase,87 and by others 

both in the field of organic reaction in solution90 and in that of enzyme-catalysed 

processes.91 Also metadynamics,92 a non-equilibrium ES approach primarily used to 

investigate binding modes for drugs,93,94 conformation transitions of proteins95 and 

unbinding events of small-molecules96 from enzyme97 and receptors,98 has been largely 

used in the context of chemical reaction modelling. Several examples of its use in enzyme 

catalysis can be found in reference 99 as well as in more recent articles.100    

2.4  Path-collective variables in QM/MM simulations  

QM/MM mechanistic modelling of complex enzymatic reactions is often carried out 

by separating the catalytic process into a sequence of consecutive steps. This approach is 

viable only when stable intermediates can be identified along a given path in a way that the 
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end-point of a chemical step can be used as starting-point for the subsequent one. 

Furthermore, the arbitrary separation of a complex chemical transformation in independent 

steps may prevent to capture the concerted nature of the enzyme-catalyzed reactions.   

The path-collective variable (PCV) approach overcomes these issues allowing to 

model a multi-step process in a single simulation run. When PCVs are used, a 

multidimensional problem is reduced to only two dimensions. The first one, usually called S, 

describes the progress of the chemical transformation, the second one, Z, defines the 

tolerance versus the exploration of paths alternative to that tracked by S (vide infra).101 

The variable S (eq. 5) is defined as a multiparametric function dependent on the 

position of atoms involved in the chemical transformation with respect to a reference path 

connecting the reactants to the products. This path is a discrete set of arbitrary geometries 

(called nodes) representative of the chemical transformation of interest and can be 

generated by extracting a set of frames from a PES of the reaction of interest, or from a 

series of consecutive SMD simulations in which the reactants are gradually transformed into 

the products using classical reaction coordinates.102 

𝑆𝑆(𝑅𝑅) =  ∑ 𝑖𝑖𝑒𝑒−𝜆𝜆(𝑅𝑅−𝑅𝑅(𝑖𝑖))2𝑃𝑃
𝑖𝑖=1
∑ 𝑒𝑒−𝜆𝜆(𝑅𝑅−𝑅𝑅(𝑖𝑖))2𝑃𝑃
𝑖𝑖=1

  (eq. 5) 

In eq. 5, R is a vector representing the cartesian coordinates of the atoms involved in 

the chemical transformation. (R−R(i))2 corresponds to the squared difference between the 

coordinates assumed by the system at a given time (R) and the coordinates of the i-th node 

(R(i)) along the reference path. λ is a tunable parameter that helps the transition from one 

node (i) to the following one (i+1) and its value depends on the average distances among 

nodes of the reference path.  

A second multiparametric variable (Z) is employed in combination with S. According 

to its definition (eq. 6), Z is the distance from the input path and can be used to define a 
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confinement boundary which prevents the exploration of configurations of the system which 

are too far from the nodes of the reference path.
   

 

𝑍𝑍(𝑅𝑅) = −1
𝜆𝜆
𝑙𝑙𝑛𝑛 �∑ 𝑒𝑒−𝜆𝜆(𝑅𝑅−𝑅𝑅(𝑖𝑖))2𝑃𝑃

𝑖𝑖=1 �  (eq.6) 

However, as the most probable reaction path does not necessarily coincide with Z = 

0, it is important that the bias acting on Z is sufficiently soft to allow some deviations from 

the reference path. QM/MM MD simulations performed on the S/Z space using US or SMD 

allow to calculate the PMF for the chemical transformation of interest and to verify if a lower 

free-energy pathway alternative to the reference one can be identified. If this is the case, a 

novel reference path needs to be defined. This is done selecting a set of discrete frames 

from the MD trajectory along the minimum free-energy path applying the fitting procedure 

developed by Maragliano and Vanden-Eijnden.103 Thus a new QM/MM simulation in the S/Z 

space is performed along the nodes defined by the new path. This procedure is repeated 

iteratively until the minimum-free energy path does not change passing from a PCV 

simulation to a new one. The PCV approach here briefly summarized has been initially 

developed to describe conformational transitions in macromolecules.101 More recently it has 

been applied to model chemical reactions in solution104 and within enzyme. 105,106  

 

3. QM/MM studies on relevant drug targets  

3.1. Fatty acid amide hydrolase (FAAH) 

3.1.1. Catalytic mechanism for acylation and substrate selectivity  

Fatty acid amide hydrolase (FAAH) is a member of the amidase signature family  

responsible for the inactivation of biologically active fatty acid ethanolamides.30 FAAH 

terminates the signal brought by the endocannabinoid anandamide, catalysing its hydrolysis 

to arachidonic acid and ethanolamine. FAAH catalyses the hydrolysis of other amides such 

as oleoylethanolamide and palmitoylethanolamide which are agonists of the peroxisome 
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proliferator-activated receptor (PPAR) subtype alpha. Inhibition of FAAH by small molecules 

has emerged as promising therapeutic strategy to treat central nervous diseases, including 

anxiety, inflammation and depression.107 

FAAH possesses a unique catalytic triad composed of two serine residues (Ser217 

and Ser241), and one lysine (Lys142), rather than the serine-histidine-aspartate triad found 

in classical serine hydrolases. This Ser-Ser-Lys triad is responsible for the remarkable ability 

of this enzyme to hydrolyse amides and esters at a similar rate, by a mechanism in which 

acylation is the rate-limiting event.108 As the maximum hydrolytic activity of FAAH is 

observed in mild-basic conditions (pH = 9), it is believed that Lys142 participates to catalysis 

in its neutral form, i.e. with Lys142 triggering a series of deprotonation events which 

culminate in the formation of Ser241 alcoholate anion, the key nucleophilic species of the 

first step of acylation.109 Computational investigations performed at B3LYP/6-

31+G(d)//PM3/CHARMM22 level by adiabatic mapping110 and PDDG-PM3/OPLS level by 

FEP in combination with MC sampling111 support this role for Lys142.  

Recently, an SCC-DFTB/CHARMM27 QM/MM potential has been used to model the 

process of FAAH acylation both in the presence of oleamide (OA) and oleolymethyl ester 

(OME), two model substrates for which experimental kcat have been measured in the same 

experimental conditions, allowing to test reliability of the employed QM/MM approach.55 

 PES surfaces for FAAH acylation in the presence of OA and OME have been 

explored by adiabatic mapping, according to the mechanism proposed by McKinney and 

Cravatt.112 In the first step of acylation, Lys142 activates Ser241 nucleophile which in turn 

attacks the substrate carbonyl carbon, with formation of an anionic tetrahedral intermediate 

(TI). In the second step, the positively charged Lys142 readily protonates the leaving group, 

leading to its expulsion. The role of Lys142 on Ser241 activation and leaving group 

protonation is mediated by Ser217 which acts as key proton shuttle of the overall process 

(Figure 1). 
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Figure 1. Acylation mechanism of FAAH in the presence of oleamide (OA) and oleoylmethyl 
ester (OME). 
 

The exploration of the PESs for FAAH acylation at SCC-DFTB/CHARMM27 level 

indicates that the collapse of the TI is the rate-limiting step of the reaction for both OA and 

OME substrates, with calculated barriers of 19 and 21 kcal/mol at SCC-DFTB/CHARMM27 

level. Similar findings have been obtained by Palermo et al., who modelled the hydrolysis of 

anandamide catalysed by FAAH using a CPMD approach.113  CPMD simulations identified 

protonation of the leaving group as the rate limiting step of acylation with a free-energy 

barrier of 19 kcal/mol. 

When SCC-DFTB/CHARMM27 energy values were averaged over multiple reaction 

paths (n = 6) the energy barriers became 21 ± 1 kcal/mol for OA and 25 ± 1 kcal/mol for 

OME,55 still in acceptable agreement with the experimentally deduced barriers of 16 kcal/mol 

for OA and 17 kcal/mol for OME, respectively. In qualitative term, the relevant experimental 

preference showed by FAAH in hydrolysing OA at higher rate that OME is satisfactorily 

reproduced by SCC-DFTB/CHARMM27 calculations. Analysis of minimum potential energy 

path on the PES show that protonation of the leaving group promoted by Lys142 emerged 

as the difficult step of the acylation for both OA and OME. The higher basicity of the nitrogen 

atom compared to that of oxygen in the TI configuration account for the lower barrier of 

leaving group protonation calculated for OA with respect to OME. This finding provides a 

theoretical explanation for the remarkable ability of FAAH to hydrolyse amides faster than 

esters. 
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3.1.2. Identification of productive binding orientation for covalent inhibitors 

A QM/MM approach has also been used to clarify the reaction of mechanism of a 

class of carbamic acid aryl esters designed to inhibit FAAH. The reference compound of the 

class, URB597 (the 3’-CONH2 derivative of URB524),114 was demonstrated to inhibit FAAH 

by carbamoylating Ser241.115 

Molecular modelling investigation performed by our research group suggested 

URB524 and its derivatives, including URB597, can be docked within the FAAH catalytic 

site according to two possible orientations, both placing the carbamoylating group of this 

inhibitor in proximity to Ser241.116 In the first (binding orientation I, Figure 2A), the m-

biphenyl moiety of URB524 occupied the so-called acyl-chain channel of FAAH i.e., where 

the arachidonoyl portion of AEA is accommodated,117 while in the second one (binding 

orientation II, Figure 2A), the m-biphenyl group lied in the cytosolic pocket of FAAH,118 i.e., 

where the ethanolamine head of AEA lays. 

   

Figure 2. Binding orientations for URB597 (green carbon atoms), docked within the active 
site of rat FAAH (black carton atom). Left panel, binding orientation I; right panel, binding 
orientation II. 
 

A QM/MM approach was used to model the inhibitor binding process, applying a 

PM3/CHARMM22 potential corrected at B3LYP/6-31G+(d) level. PES surfaces of Ser241 

carbamoylation were built for both binding orientations according to the reaction scheme 

depicted in Figure 3. 
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Figure 3. Modelled mechanism of carbamoylation of FAAH Ser241 by QM/MM. 
 

Calculations showed that the carbamoylation in orientation II was energetically 

preferred (by nearly 15 kcal/mol at B3LYP/6-31+G(d)//PM3/CHARMM22 level) over that one 

occurring in orientation I, proposing the second arrangement of URB524 at FAAH active site 

as the productive binding mode.119 This prediction was later confirmed by the 

crystallographic resolution of the FAAH-URB597 structure.120 Furthermore, in the 

mechanism occurring from binding orientation II, activation of Ser241 emerged as difficult 

step of the reaction (step I, Figure 3). Nucleophilic attack performed by Ser241, which led to 

the formation of the TI, took place with a low barrier. Similarly, the expulsion of the 

byphenolate leaving group (step II, Figure 3) occurred with a negligible barrier, leading to 

the formation of stable carbamoylated adduct. This mechanism of inhibition suggests a 

possible explanation on why the modulation of the electronic properties of the O-aryl moiety 

of carbamic acid aryl esters, through the insertion of electron-donor substituents in para 

position, has a negligible role on the inhibitory potency on FAAH.121 

 

3.1.2. Reversible deacylation vs irreversible decarbamoylation 

URB597 have been shown by crystallography and by mass-spectrometry to react 

with Ser241 to form a stable carbamoylated intermediate.120 The carbamoylated form of 

FAAH is significantly more resistant to hydrolysis than the corresponding acylated form 

(produced by the reaction of the enzyme with oleamide or another substrate) and thus is 

expected to be responsible for time-dependent and persistent inhibition of FAAH in vivo.  
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A QM/MM approach based on adiabatic mapping calculations performed at SCC-

DTFB/CHARMM27 level with B3LYP correction was used to elucidate and compare the 

energetics of FAAH deacylation starting from Ser241 acylated by OA versus that of FAAH 

decarbamoylation starting from Ser241 carbamoylated by URB597.22 These two processes 

were modelled according to the reaction scheme reported in Figure 4, where deacylation 

and decarbamoylation where promoted by the action of a “deacylating” water molecule 

identified in the X-ray structure of FAAH.120 

 

Figure 4. Modelled mechanism of FAAH Ser241 deacylation/decarbamoylation by QM/MM. 
In the first step of the reaction, the key water molecule was activated by deprotonation  

 

In the first step of the reaction, the key water molecule was activated by 

deprotonation, promoted by a combined action of Lys142 and Ser217. This event led to the 

formation of a hydroxide anion which in turn attacked the carbonyl carbon of the 

acylenzyme/carbamoylenzime leading to an anionic TI. In the second step of the reaction, 

protonation of Ser241 oxygen operated by Lys142 and Ser217 triggered the collapse of TI 

structure leading to expulsion of Ser241 side chain. At least in the case of the substrate, this 

second step was expected to restore the initial configuration of the catalytic triad.   QM/MM 

calculations showed that the step I of FAAH deacylation occurs with a concerted 

mechanism, in which deprotonation of the water molecule and the nucleophilic attack at the 

carbonyl carbon were tightly coupled. The transition state (TS1) separating acylenzyme and 

TI configuration had an energy of nearly 17 kcal/mol above the reactant, while the TI itself 

was less stable than the reactant by 12.5 kcal/mol. Step II of the deacylation was 
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characterized by the expulsion of Ser241 side chain from the TI, assisted by protonation 

reactions performed by a combined action of Ser217 and Lys142. The transition state (TS2) 

separating TI and reaction products (with formation of free Ser241 and oleic acid) had an 

energy of 14 kcal/mol, nearly 3 kcal/mol lower than that calculated for the formation of the 

TI. This suggested that TI formation was the rate-liming event for FAAH deacylation. Overall, 

reaction barriers at SCC-DFTB/CHARMM27 level are consistent with a fast deacylation and 

thus with an efficient FAAH catalysis in the presence of oleamide.112  

Table 1. SCC-DFTB/CHARMM27 potential energy values, expressed in kcal mol-1, for key 
configurations identified along the deacylation path starting from acylated-(OA) or 
carbamoylated- FAAH.  

 OA  URB597 

Acyl-Enz/Carb-Enz 0.0 0.0 

TS1 16.6 28.3 

TI 12.5 27.8 

TS2 14.3 28.9 

Products 8.2 9.6 

 

When it comes to decarbamoylation of Ser241, significantly higher energy barriers 

were found either for TS1 or for TS2 configurations. Formation and collapse of TI required 

28.3 and 28.9 kcal/mol, respectively. As expected, decarbamoylation of FAAH resulted an 

unlikely event to happen. In the case of URB597, visual inspection of the TS geometry for 

TI formation (TI1) indicated that N-cyclohexylcarbamoyl portion connected to Ser241  

underwent to a major rearrangement of its geometry during the reaction  with the deacylating 

water molecule (Figure 5, left panel), while for the oleamide, the acyl portion bound to 

Ser241 experienced a minimal variation of its geometry to form a covalent bond with the 

solvent (Figure 5, right panel). Active-site decomposition analysis122 and gas-phase 

calculations indicates that significant distortion of the TS1 geometry observed in the case of 

URB594 reduces the electrostatic stabilization provided by FAAH active site during 

decarbamoylation accounting for the remarkable increase in the barrier for this process. 



 23 

  

Figure 5. Geometry of TS1 for FAAH decarbamoylation (left panel) and FAAH deacylation 
(right panel). FAAH carbon atoms are depicted in the yellow, URB597 in orange and 
oleamide in cyan.  The position of the N-cyclohexylcarbamoyl (left) and oleoyl (right) portion 
in the reactant state is displayed with a shaded ball and stick representing. 
 

To the test validity of the computational approach SCC-DFTB/CHARMM27 

calculations were repeated using alternative starting conformations of FAAH covalent 

adducts. A total of eight FAAH structures extracted from a QM/MM-MD trajectory were used 

to model deacylation or decarbamoylation at SCC-DFTB/CHARMM27 level. Although some 

differences were observed in the calculated energies, averaged values (Table 2) confirmed 

that Ser241 deacylation was significantly favoured over Ser241 decarbamoylation. In light 

of this finding, this DFTB-based approach could be used to detect new irreversible inhibitors 

of FAAH acting on Ser241. 

 

Table 2. Average potential energy values (n=8), expressed in kcal mol-1, for key 
configurations identified along the deacylation path starting from acylated-(OA) or 
carbamoylated- FAAH.  

 OA  URB597 

Acyl-Enz/Carb-Enz 0.0 0.0 

TS1 19.1 ± 0.5 31.7 ± 0.9 

TI 16.6 ± 0.9 31.1 ± 0.8 

TS2 17.6 ± 0.7 31.0 ± 0.6 

Products 8.9 ± 0.5 10.6 ± 0.6 
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3.2 Epidermal Growth Factor Receptor (EGFR) 

3.2.1 Mechanism of Cys797 alkylation by acrylamide inhibitors  

Epidermal growth factor receptor (EGFR) is a trans-membranal protein endowed with 

an extracellular EGF binding domain and a cytoplasmic domain which possesses a tyrosine 

kinase activity. EGFR activation promoted by EGF leads to receptor dimerization and 

autophosphorylation which in turn activates a signal transduction cascade promoting cell 

proliferation.123 In non-small cell lung cancer (NSCLC), mutations in the kinase domain of 

EGFR have been observed in nearly the 50% of the cases. Of the known mutations, more 

than the 90% occurs in exon 19 or in exon 21, the first leading to deletion of the segment 

E746-A750, the second resulting in arginine replacing leucine at position 858 (L858R).124 

These mutations promote EGFR activation favoring the insurgence of NSCLC. The first-

generation of EGFR inhibitors included the 4-anilinoquinazoline gefitinib (Figure 6) which 

elicited good responses in NSCLS patients.125 However, most of them acquired drug 

resistance within 1-year treatment, which in several cases was due to the selection of T790M 

mutation at the gatekeeper position.126 The significant variation in the hydrophobic property 

of the “gatekeeper” residue is believed to be responsible for the reduced potency displayed 

by gefitinib and other first-generation inhibitors.127 Second-generation of EGFR inhibitors 

such as afatinib (Figure 6) demonstrated a good activity against T790M EGFR variants.128 

Thanks to the presence of an acrylamide warhead capable of alkylating Cys797, afatinib 

and other acrylamide-based analogues were able to circumvent ATP competition and thus 

to overcome the detrimental effect caused by the presence of a bulky and hydrophobic 

methionine.  
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Figure 6. Chemical structure of reference EGFR inhibitors. The acrylamide fragment in 

afatinib and osimertinib is highlighted in blue. 

The mechanism of EGFR wild-type inhibition operated by prototypical N-(4-

anilinoquinazolin-6-yl)acrylamide has been recently elucidated on the basis of a 

computational investigation at SCC-DFTB/AMBER level using a PCV approach.129 QM/MM 

simulations supported a mechanism (Figure 7) in which an aspartate residue has a critical 

role in Cys797 alkylation. In details, Asp800 could firstly act as a base deprotonating 

Cys797-SH and then as an acid protonating the α position of the carbanion resulting from 

the nucleophilic attack of Cys797-S- at α position of the acrylamide. 

  

 Figure 7. Mechanism of Cys797 alkylation for acrylamide inhibitors of EGFR. 
 

QM/MM simulations indicated that the deprotonation of the thiol group of Cys797 by 

Asp800 carboxylate took place overcoming a free-energy barrier of 6 kcal/mol suggesting 

that this reaction was a fast event. Furthermore Cys797-S-/Asp800-COOH pair was found 

more stable than Cys797-SH/Asp800-COO- pair by approximately 4 kcal/mol. This 

suggested that the predominant form of Cys797 thiol side-chain is anionic. While ab initio 

calculations (i.e., CCSD(T)) in gas-phase indicate that SCC-DFTB underestimates the 

energetic cost for a cysteine residue to transfer a proton to an aspartate,130 our SCC-
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DFTB/AMBER results were consistent with two key experimental findings reported for EGFR 

such as, i. the rapid oxidation to sulfenic acid for Cys797 SH (which is favored by the 

presence of a thiolate species)131; ii.  titration experiments indicating that Cys797 thiol has 

a pKa value approaching that one of a carboxylic acid.132  We thus proposed that Cys797 

participated to the reaction with its thiolate chain acting as a nucleophile. Cys797-S- 

approached the electrophile β carbon of the acrylamide fragment to form a new C-S bond. 

The acrylamide group of the inhibitor maintained a s-cis configuration during the entire 

alkylation process. The nucleophilic attacked occurred in a concerted manner with the 

protonation of acrylamide α carbon performed by Asp800-COOH. These two events were 

required to overcome a free-energy barrier of nearly 15 kcal/mol to take place, in agreement 

with the fast alkylation of EGFR by N-(4-anilinoquinazolin-6-yl)acrylamide observed in a 

fluorescence-based assay.133  

The product of the reaction was a 3-(alkylsulfanyl)propenamide derivative which 

resulted significantly more stable than the reactants (~12 kcal/mol) in line with the 

spontaneous and irreversible alkylation of Cys797.134,135  

A similar mechanism of Cys797 alkylation has been recently reported for 

osimertinib,136 a third-generation EGFR inhibitor featured by a 2-aminopirimidine scaffold 

(Figure 6). Osimertinib inhibits activated form of EGFR regardless of the presence of T790M 

mutation, but compared to afatinib, it spares wild-type EGFR thus avoiding severe side-

effects in patients observed with second-generation inhibitors.137  

In the QM/MM study involving Osimertinib, 2D-US sampling simulation at a SCC-

DFTB AMBER potential was performed along two intuitive reaction coordinates, describing 

nucleophilic attack by Cys797-S- and Cα protonation by Asp800-COOH, respectively. These 

simulations confirmed the presence of a concerted mechanism in which Cys-S- attack at the 

β carbon was tightly coupled with protonation at the α carbon of osimertinib acrylamide by 

Asp800-COOH leading to the formation of a highly stable alkylation product (Figure 8). 
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Recent calculations130 indicated that, in the framework of a Michael-type reaction and in 

opposition to high level ab initio calculations, SCC-DFTB and other popular DFT functionals 

failed to identify a stable enolate intermediate as a thiolate sulfur approaches the β carbon 

of a prototypical acrylamide. To account for this drawback, we corrected SCC-DFTB PES at 

higher level. The resulting MP2/cc-pVTZ//SCC-DFTB/AMBER99SB PES for the Michael 

addition in EGFR indicated that the ionic pathway, corresponding to a stepwise reaction with 

formation of an enolate intermediate, and the neutral pathway, corresponding to the 

concerted reaction described above, have similar barriers (manuscript in preparation) 

suggesting that both pathways are accessible within the enzyme. 

  

Figure 8. Mechanism of Cys797 alkylation in EGFR T790M by osimertinib.    
 
  The presence of a low free-energy path for the reaction of alkylation by osimertinib 

(activation free-energy 8 kcal/mol, reaction energy -12 kcal/mol) is likely due to  the presence 

of a favorable environment in EGFR able to stabilize Cys797 in anionic form.132 This   

suggests that the acrylamide itself could be effectively replaced by less electrophilic 

warheads thus helping the design of more selective and possibly safer  inhibitors of EGFR. 

 

3.2.2. Design of “soft” warheads targeting Cys797 in EGFR 
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Warheads able to form a covalent bond with a specific cysteine while sparing other 

nucleophilic residues in cells may help the design of inhibitors featured by high selectivity 

and reduced side-effects. Acetamides, if conveniently substituted, can meet this 

requirement possibly alkylating Cys797 by means of a SN2 reaction (Figure 9) while showing 

negligible reactivity with free cysteine in solution.138 

 

Figure 9.  Postulated reaction mechanism for N-(4-(anilino)quinazolin-6-yl)acetamides. 

The reactivity of acetamide versus thiols can be modulated working on the leaving 

group (LG). Reactivity studies with cysteine allowed us to identify (hetero)-aromatic thiols as 

poor LG substituents, thus suitable for our scope. Once inserted on an acetamide 

substituent, the resulting compounds were able to give the expected thioether product in 

presence of cysteine, but at a very low rate i.e., with a half-life time (t1/2) > 24 h. In the same 

experimental conditions, a reference chloroacetamide derivative displayed a t1/2 of 1 h.  

Thanks to the environment of EGFR, able to stabilize the thiolate form of Cys797, we 

speculated that (hetero)-aromatic thioacetamides, once installed on a high-affinity driver 

such as the 4-anilinoquinazoline scaffold, might be able to efficiently alkylate this specific 

cysteine. To support this hypothesis, we evaluated whether acetamides could undergo 

attack by Cys797 via a SN2 reaction pathway using a QM/MM approach. The reaction 

mechanism was simulated for two 2-(imidazol-2-ylthio)acetamides (UPR1364 and UPR1381 

Figure 10) as well as for the highly reactive chloroacetamide UPR1303, employed  as 

control.  
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Figure 10. Chemical structure of activated acetamides described here.  

The SN2 reaction was modelled using PDDG/PM3/AMBER potential. The PDDG/PM3 

Hamiltonian139 was selected as it has been reported to give energy barriers for SN2 reactions 

in qualitative agreement with ab initio calculations.140 The Cys797/Asp800 pair was 

modelled in Cys-S-/Asp-COOH form. To simulate the nucleophilic substitution with 

UPR1364 and UPR1381, we applied a SMD approach applying a moving force along a 

reaction coordinate defined as the difference between the distance separating the 

acetamide Cα and the sulfur atom of the imidazol-2-ylthio group and the distance between 

the acetamide Cα and the sulfur atom of Cys797. In the case of UPR1303, the reaction 

coordinate was defined as the difference between the distance separating the acetamide 

Cα and the chlorine atom and the distance between the acetamide Cα and the sulfur atom 

of Cys797 

Preliminary calculations showed that while for UPR1303 an alkylation product with 

low free-energy could be identified, this was not the case for UPR1364 and UPR1381. We 

hypothesized that protonation of the imidazole could stabilize the imidazolylthio leaving 

group. In fact, the carboxylic acid of Asp800 was close enough to the distal nitrogen at the 

imidazole ring to protonate it.  For compounds UPR1364 and UPR1381, Cys797 alkylation 

was modelled starting from the cationic species resulting from protonation of the nitrogen 

atom at the imidazole ring, with deprotonated carboxylate group of Asp800 (Figure 11). 
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Figure 11. Reactions modelled by QM/MM simulation for UPR1364 and UPR1381 with 
expulsion of a protonated imidazolylthiolate group. Asp800 was modelled as a carboxylate 
anion. R stands for -CH3 (UPR1364) or -H (UPR1381). 
 

Free-energy profiles for Cys797 alkylation were obtained applying the Jarzynski 

equality using five independent work curves for each compound.  The activation energy for 

Cys797 alkylation, was 27.0 ± 0.7 kcal/mol for UPR1303, 40.4 ± 1.2 kcal/mol for UPR1364 

and 34.2 ± 0.7 kcal/mol for compound UPR1381. The reaction energy was negative for 

UPR1303 and UPR1381 (-12.6 ± 0.7 and -10.2 ± 1.2 kcal/mol, respectively) indicating that 

Cys797 alkylation by these inhibitors was spontaneous. The reaction energy calculated for 

UPR1364 was positive (0.9 ± 1.0 kcal/mol) thus indicating that for this inhibitor the reaction 

was not favored.  

Analysis of the geometries along the SMD trajectory indicated that the TS structure 

for alkylation of Cys797 by UPR1303 and UPR1381 was characterized by a trigonal 

bipyramidal geometry with the thiolate sulfur, the acetamide Cα and the LG heteroatom 

forming an angle of nearly 180° (Figure 12).  This was not the case for UPR1364 where the 

close proximity between the N-methyl group emerging from the imidazole ring to the p-loop 

of EGFR hindered the geometry of the TS.   
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Figure 12. Representative TS structures for Cys797 alkylation by UPR1303 (left panel, 
orange carbon atoms), UPR1381 (central panel B, cyan carbon atoms) and UPR1364 (right 
panel, magenta carbon atoms). 
 

QM/MM SMD simulations suggest that UPR1303 and UPR1381 can alkylate Cys797 

leading to stable adducts. It is worth mentioning that these simulations were performed 

before the synthesis of the titled compounds. Computational results were essential for the 

decision to synthesize and test in biological assays UPR1381.  

The ability of UPR1381 to inhibit EGFR L858R/T790M double mutant was assessed 

using a TR-FRET binding assay with and without pre-incubation. When a covalent 

modification occurs at an enzyme binding site, the detected IC50 value turns out to be 

dependent on the time of pre-incubation.141  The IC50 value of UPR1381 displayed a 

significant reduction with 5-h preincubation, supporting a covalent mechanism of inhibition 

for this compound. In accordance with this finding, UPR1381 displayed long-lasting EGFR 

inhibition in A549 cells and inhibited the growth on H1975 cell line, which harbors 

L858R/T790M mutation, with a potency (IC50 = 1.4 µM) comparable to that of a reference 

acrylamide-based inhibitor tested in the same condition (IC50 = 0.70 µM).  

Overall, our findings suggest that heteroaryl thioacetamide warheads can be used as 

alternative to acrylamides provided that their lower reactivity is counterbalanced by the 

presence of an appropriate scaffold able to place them in close proximity to the nucleophilic 

cysteine. 
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Conclusions 

Recent advances in software and hardware development is making possible the use 

of the QM/MM approach to solve problems relevant for medicinal chemistry and chemical 

biology. Different research groups worldwide are currently trying to exploit results gathered 

from QM/MM simulations to design new covalent inhibitors featured by higher potency, and 

improved selectivity. Efforts are currently being taken to use calculations to predict the 

stability of the reaction adduct and thus control inhibitor koff also when the formation of 

covalent bond is part of the inhibitory process.25 A mechanistic understanding of the 

chemical reaction involving a drug target and a covalent modifier can suggest modifications 

that hardly other computational techniques would provide.  

Here, we have reported few representative examples of QM/MM studies performed 

on biological targets relevant for our drug discovery programs. In the case of FAAH, we 

showed the ability of QM/MM simulations to i. predict the binding orientation of a reference 

inhibitor, ii. rationalize substituent effect on activity data, and iii. characterize the mechanism 

of enzyme reactivation discriminating a substrate from a covalent irreversible inhibitor. In the 

case of EGFR, QM/MM simulations allowed to i. characterize at atomic level the mechanism 

of inhibition of acrylamide-based inhibitors, ii. highlight the uncommon nucleophilicity 

possessed by the non-catalytic Cys797, and iii. assist the prospective design of novel 

acetamides warheads featured by low chemical reactivity. In our experience, QM/MM 

simulations can provide essential mechanistic answers that can help covalent drug design. 

We also believe that QM/MM methodology has the potentiality for becoming a standard and 

reference tool for computational chemists operating in field of medicinal chemistry and 

chemical biology. In these fields, one of the current topics is represented by the discovery 

of inhibitor targeting residues distinct from cysteine or serine142 Again, we believe that this 

kind of research might benefit from a wise use of QM/MM simulations. 
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