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Abstract

Electricity markets in Europe become increasingly interconnected due to
new grid connections and market coupling regulations. This paper examines
the interdependencies between the Swiss electricity market and those of neigh-
boring countries. The Swiss market serves as a good example for a smaller
electricity market which is increasingly affected by developments in the large
neighbouring countries. To study these cross-border effects, especially those on
Swiss electricity prices, we apply two different methodologies, an econometric
and a Nash-Cournot equilibrium model.

The analyses show that the Swiss electricity price correlates strongly with the
German electricity price in the summer, but tends to follow the French electricity
price in the winter. Another finding is that gas prices and the electricity load
of neighboring countries have a significant influence on prices. In particular,
the load of France and Italy is driving up Swiss prices in the winter, while
the German electricity demand and renewable energy generation have a larger
influence on Swiss prices in the summer.

Keywords: electricity prices, time series analysis, Swiss electricity market,
cross-border effects, Nash-Cournot equilibrium

1. Introduction

Switzerland, geographically located in the heart of Europe, has many grid
interconnector links with a total capacity more than 7 GW to the electricity
networks of Germany, Austria, France and Italy [1]. The existing transmission
services to neighbouring countries are auctioned in implicit and explicit auctions.
In this way, the load and generation of neighbouring countries as well as national
price drivers, such as the electricity demand, influence the Swiss market prices.
Price differences between market areas with cross-border electricity trade are
caused by the limited capacity of cross-border interconnectors. International
trade, however, reduces price differences between market areas.
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The electricity prices in Switzerland and in the neighbouring countries France,
Italy and Germany are influenced by various factors. Both, demand and sup-
ply side factors play an important role. For the German electricity market,
the installed capacities of intermittent renewable energy sources (RES), such
as wind and solar power, have significantly increased over the last decade and
contributed 38.2 % to the total electricity production in 2017 [2]. German elec-
tricity production depends also on lignite (24.3 %), hard coal (14.8 %), nuclear
energy (13.1 %) and natural gas (8.9 %). Because of this composition of the
German power production, renewable electricity production and fuel prices are
important factors in the formation of electricity prices. France, on the other
hand, covers a large part of its electricity demand from nuclear energy and
hydropower (2017: nuclear 71.6 %, hydropower 10.1 %) [3]. Due to the high
number of electric heaters, demand in France is more temperature-dependent
than in any other country leading to load peaks in the winter. Hence, in France
peak demand is an important price setting factor. Regarding the Italian elec-
tricity supply, it can be noted that the high production of electricity from gas
(2016: 69 % of thermal electricity generation) explains the high price level, at
which imports from neighbouring countries are particularly profitable and have
a price dampening effect [4]. Imports accounted for 11.1 % of demand coverage
in 2016. In addition, the share of RES in electricity supply is also increasing,
especially from solar energy [5] affecting residual load and electricity prices.

These characteristics of the market areas are reflected in the respective price
curves, in which sharp price increases or price drops can be observed depending
on the influencing factor. However, such price impacts are not only limited to the
market area where a specific characteristic can be found, but are also observed in
the neighbouring markets. This is mainly due to large interconnector capacities
and the intensifying market coupling, which enhance cross-border electricity
flows. In more detail, if, for instance, there is a high feed-in of wind or solar
energy in Germany and at the same time a low load, prices can fall significantly
in Germany and also in the connected market areas. Additionally, the winter
load peaks in France do not only lead to very high French wholesale electricity
prices, but also to high electricity prices in the neighbouring countries in the
related time periods. Therefore, the French load seems to be an important
cross-border driver, especially in the winter season, whose effect is worth to be
investigated differentiating between the seasons.

In this paper, we analyze the connected electricity markets in Central West-
ern Europe arguing that they have a considerable interdependence as a result of
the tight links causing strong interactions between electricity prices of the dif-
ferent countries. Based on the example of Switzerland, we analyze influencing
factors of large neighboring countries, such as demand and renewable feed-in in
Germany and France, on electricity prices of a smaller country. The influencing
factors originating from the neighbours are called ”cross-border drivers” in the
following and the related impact is named as ”cross-border effect”.

There are several analyses on cross-border effects in the literature (see Sec-
tion 2), but only a few studies focus on the effects on electricity prices. In the
literature, only a single cross-border driver is analyzed and this is done mainly
for artificial energy systems. This paper contributes to analyses of cross-border
effects on electricity prices by considering multiple drivers in a real-world en-
ergy system, especially for the case of an asymmetric market area, where a
small market is influenced by large neighbours (i.e. Germany, France and Italy).
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Furthermore, we differentiate our analyses on price drivers for the winter and
summer seasons1, as the values and therefore the effects of cross-border and
domestic drivers can strongly vary among different seasons.

Different factors can be considered for the analysis of the price effects, es-
pecially several cross-border drivers can be taken account for the Swiss elec-
tricity market. Therefore, by analyzing the commercial exchange flows with
the neighbouring and comparing price trends, at first, a statistical analysis of
Swiss electricity prices is carried out to uncover their inherent trends and to
examine fundamental determinants (Section 3). On the basis of these findings,
econometric models based on multivariate regression are formulated that can
be classified as ARIMAX models (Section 4.1). The ARIMAX models then are
used to map Swiss day-ahead market prices on price drivers, also on those origi-
nating from the neighboring markets. Additionally, a Nash-Cournot equilibrium
model (Section 4.2) of the Swiss electricity market is applied to cross-check the
results of the econometric model and to detect robust drivers as well as to detect
non-linearities in the price effects (Section 5).

Finally, we summarize and discuss the main findings of the analyses in the
conclusions chapter (Section 6).

2. Literature review

Electricity price models have been developed of a large variety of goals, hori-
zons and markets. Therefore, many different methods can be found in electricity
price analysis literature. In the following, we provide an literature overview of
applications of different types of methods and then set the focus on literature
about cross-border effects.

2.1. Fundamental and Nash-Cournot equilibrium models for price analysis

Equilibrium models for electricity price analysis are usually fundamental
models that match power production options with power demand based on a
microeconomic principle of the involved agents. Perfect-competition is one of the
most commonly used approaches, where all agents are price-takers and marginal
cost pricing is applied.

For a recent overview of fundamental models for electricity price analysis, see
[6]. The same analysis also gives an account how a perfect-competition model
has to be adjusted to match empirical prices. For example, in the same study
and for the case of Germany, valid additional (ad-hoc) drivers used to adjust
the model to match the empirical prices are the difference between installed ca-
pacity and demand, and the magnitude of change of demand over the hours. To
lower the burden of technology detail, [7] uses a stylized fundamental equilib-
rium model for Germany without explicitly modeling the parameters of different
technical generation options, but with a piece-wise linear approximation of the
merit order curve to avoid introducing an additional ad-hoc term apart from
the marginal costs for matching the model and empirical prices.

1In this study we group autumn to the winter season and spring to the summer season,
mainly due to similarities in the profiles of PV and load data, two main parameters that effect
prices.
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One of the main results of [7] is that a major influence factor for the price
drop in Germany in 2007–2013 is the low CO2 price, then followed by renewable
production, a drop in electricity demand, and a reduction in installed conven-
tional capacity. A similar result is obtained with a fundamental model in [8].

A different microeconomic principle for the involved agents in electricity
markets is the Cournot and supply function equilibrium, where power producers
can withhold capacity and deviate from marginal cost pricing [9]. Models that
deviate from the marginal cost pricing without assuming ad-hoc price mark-ups
are for example Nash-Cournot competitive equilibrium models [9] and supply
function equilibria [10], with the latter being analytically more complex and
usually used for stylized analyses. Nash-Cournot modeling is used in [11] to
explain today’s EPEX prices; it was found that Nash-Cournot leads to too
high prices compared to the observed prices in the EPEX market. A similar
finding is also confirmed by other authors. For example in [12] different strategic
behaviours of agents and their impact on German electricity prices are analyzed:
perfect competition, Cournot competition, and a leader and follower (bi-level)
game. It was found that perfect competition is the best fit to today’s prices,
Cournot competition leads to high prices compared with data, and the bilevel
approach—having intermediate prices—matches better the prices in peak-load
hours. Similarly, in [13] a game-theoretic bottom-up (fundamental) model with
data from the European electricity market is applied. In [14] the impact of
dry weather and of increased transmission capacity between the countries is
analyzed under different settings of market power, and in [15], the impact of
the EU Emissions Trading Scheme on the electricity prices is investigated. [16]
uses a Nash-equilibrium model, which is very similar to the model in [13] (also
in their own account), to analyze the impact of feed-in-tariffs and cross-border
trade on consumer electricity prices.

In order to avoid inflated prices in the Nash-Cournot model as encountered
by [13], in [17] a conjectural variation approach is used to model the Span-
ish electricity market: the conjectural variation parameter, also called conduct
parameter, lies in the interval [0,1] - with zero denoting perfect competition
and one denoting Cournot conjectures - is determined in a calibration mode to
match historical prices. A conjectural variation approach is also used in [18] to
measure the abuse of market power in Germany (together with a fundamental
model).

In our approach of Nash-Cournot equilibrium modeling, we use a conjectural
variation model of Switzerland and the surrounding countries to investigate the
effects of the neighbouring markets on Swiss prices. It is also a fundamen-
tal model that incorporates technical details of power production, especially of
thermal dispatch constraints. The conduct parameter of conjectural variation
model is used to match historical prices (see also section 4.2).

As our Nash-Cournot equilibrium approach is able to model the competitive
markets of the the surrounding countries and their technical constraints, it is
well-suitable to analyse the cross-border factors and their impacts on Swiss
electricity prices.

2.2. Econometric models for electricity prices and cross-border effects

Econometric models are frequently used for the analysis of electricity prices
in the recent years. This model family can further be divided into subfamilies,
including regression models, artificial intelligence models and Markov process
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based models [19]. While models of the last two types are often used for fore-
casting prices, these are usually unsuitable for analyzing past prices. Thus,
especially in artificial intelligence models, the complex mathematical structure
of the models does not allow the influence of individual explanatory variables
to be estimated.

In electricity price literature, regression models are a popular choice. How-
ever, they are often used as reference models for the comparison with more
complex models. Still, multiple regression models provide accurate results. For
instance, [20] use a multi-linear regression approach to forecast electricity prices
in California, using load, capacity, weather data and strategic information as
explaining variables. [21] show that a non-parametric regression does not per-
form worse than an artificial neural network for the Spanish market. Again,
they use data on load, renewable generation and weather to predict the prices.

Popular model frameworks in price modeling literature also are ARIMA-
and GARCH-type models, both being econometric autoregressive models. They
have been successfully applied many times (e.g. [22],[23], [24]) for price simula-
tion, but do not allow to investigate the impact of fundamental factors. Some
of the researcher extend their time series models with fundamental explaining
variables. [24] and [25] find that external variables have significant influence on
electricity prices. [26] and [27] show evidence for the effect of PV generation
on Italian prices or wind generation on Irish prices, respectively. In a multiple
regression approach, [28] investigate the influence of wind and PV feed-in fore-
casts on intraday prices in Germany. They also use other regressors to describe
demand and supply parameters.

To address and analyse the effects of different regressors, we use also regres-
sion models in our approach and extend them by autoregressive components
resulting in an ARIMAX approach.Thereby, we focus on the regressors origi-
nating from other countries and name them as cross-border factors.

Cross-border factors and their effects are rarely taken into account in elec-
tricity price literature. [29] point out that they should be included in a price
analysis using regression in order to improve the results. Due to the volumes
that may be transferred from one market to another and the modified bid func-
tions, cross-border trading of electricity influences the market outcomes of the
interconnected countries [30]. With increasing available transfer capacity, the
prices of the markets converge and total welfare is increased. This effect is
also observed in real-world markets: [31] empirically shows the convergence of
electricity prices for several pairs of countries in the common European market.

The effects of individual market-external factors on the electricity prices of
a market were also examined. In an agent-based simulation, [32] shows that
the introduction of a minimum price for CO2 certificates in the UK electricity
market significantly influences prices in neighbouring France. [33] and [34] use
empirical studies to investigate the influence of the German feed-in tariff for
renewable energy production and the resulting massive capacity expansion on
other markets. Both find a significant influence of PV feed-in on the French
electricity price. While the average price falls due to the increasing feed-in, the
volatility of the prices rises [34]. [33] also show the influence of fluctuating feed-
in prices in Germany on hourly prices, but also point to the restrictive effect of
limited transmission capacity. In their electricity price prediction model, [35]
conclude that the use of price information of other markets improves the forecast
accuracy. Hereby, they only use historical prices and no fundamental market
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data.
[36] use a linear multiple regression to analyze the Swiss market, focusing

explicitly on cross-border effects from Germany, such as renewable generation.
In addition, they model seasonal components in order to be able to make state-
ments about the influence of individual variables over time. They conclude that
the Swiss electricity price is strongly influenced by German fundamentals, which
should be taken into account in energy policy decisions.

[36] specifically investigate the impact from cross-border effects from Ger-
many on the Swiss electricity market. They use a regression model with nu-
merous explaining variables including German renewable production and load.
They find strong time-varying cross-border effects of German fuel prices and
renewable electricity production on Swiss prices. From the results, they suggest
Swiss policy makers specific subsidies for PV and hydro power investments.
However, they include the German renewable power production as the only
cross-border price driver.

Hence, it can be stated that the effects of some cross-border drivers have been
investigated in the literature. However, the studies are limited to the analysis
of a either a single factor or a single market. In addition, the effect on average
prices or long-term prices is usually examined. Our approach, however, analyzes
the effect of multiple cross-border factors from several neighbouring countries
on the hourly electricity spot prices of a domestic market. For this purpose, a
asymmetric market constellation has been chosen, in which the effects of large
neighbouring market areas on a smaller electricity market become more visible.
This numerical analysis of the cross-border drivers focuses on the effects on
short-term electricity prices.

3. Data and statistical analysis of Swiss prices

The data basis for the following analyses is the period from 1st January 2011
to 31th December 2017. The data originates from various databases that are
open accessible for academic purposes. Demand data for all countries besides
Switzerland comes from the transparency platform of ENTSO-E (2018b). For
Switzerland, the load data provided by the national TSO Swissgrid is used. In
particular, the published gross load excluding pump and own consumption of
the power plants is applied to all following analyses and models. The day-ahead
forecast for solar and wind power feed-in derived from the ENTSO-E (2018b).
Fuel prices for coal and gas are provided by EPEX Spot (2018) in daily resolu-
tion. The data for weekends and holidays when fuels are not traded are set to
the price of the previous workday. With the exception of the northern Italian
price, price data come from EPEX Spot (2018), the operator of the stock ex-
changes in France, Germany and Switzerland. In the regarded period, Germany
and Austria form a common market area without transmission bottlenecks at
the common border. The German prices thus also represent the Austrian prices.
The northern Italian prices originates from GME (2015).

The coupling of the electricity markets and the size of Switzerland’s cross-
border transmission capacities lead to a convergence of electricity prices with
Germany or France. While the day ahead prices in France, Germany and
Switzerland (data from EPEX Spot 2018) converge strongly in the summer,
French and Swiss prices converge towards Italian (data from GME 2015) prices
in the winter (see Figure 1). This leads to the hypothesis that load and other
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driving factors from neighbouring countries have different seasonal impact. The
restrictive effect of the Italian electricity price on the Swiss price is also reflected
in Figure 2. Apart from a few outliers, the Swiss price is limited upwards by
the Italian price (green dotted line).

Figure 1: Moving 7-day average of electricity prices in Switzerland and its neighbouring
countries (EPEX SPOT 2018; GME 2015) for Autumn/Winter 2012-2013 and Spring/Summer
2013.

Figure 2: Scatter diagram of the Italian prices and the Swiss electricity prices

All prices have a falling trend until 2016 and a falling standard deviation
until 2015 with the exception of the year 2015 in Switzerland, France and Italy.
After that, the trend reversed and Swiss electricity prices have risen significantly
again until today (see Table 1). This evolution of the prices can be attributed to
various causes. In Germany, various studies have identified decreasing demand
and decreasing CO2 and fuel prices as the driving factors behind price decline
between 2011 and 2016, in addition to the increasing expansion of RES [7][22].
The different tendencies and interrelations in the seasons will be examined later
with the means of regression analysis.

7



Table 1: Descriptive statistics of Swiss electricity prices 2011-2018

[EUR/MWh] 2011 2012 2013 2014 2015 2016 2017 2018
mean 56,18 49,52 44,73 36,79 40,30 37,88 46,00 52,22

std 13,65 21,19 18,83 12,82 13,15 16,80 19,60 16,43
min 0,00 0,00 0,00 -13,66 -11,66 -45,68 -49,95 -30,62
max 134,03 300,04 147,71 85,78 114,98 120,90 179,92 161,35
SPE 4,12 2,34 2,38 2,87 3,06 2,25 2,35 3,18

The analysis of the correlation of electricity prices in neighbouring countries
with the Swiss price confirms the previous observations: While a high correlation
to prices in France and Germany can be observed especially in the spring and
summer months, the linear relationship to the Italian market is weaker (0.70).
In winter, the correlations change: the Pearson correlation of Swiss prices to
France and Germany decreases, the correlation with the Italian price increases
compared to the summer (see Table 2).

Table 2: Correlation between Swiss and neighbouring countries’ electricity prices

CH (Pearson correlation) CH (Spearman correlation)
Season total spring/

summer
fall/
winter

total spring/
summer

fall/
winter

FR 0.83 0.91 0.80 0.93 0.94 0.90
DE/AT 0.81 0.94 0.75 0.78 0.93 0.73
IT north 0.73 0.70 0.76 0.72 0.69 0.75

However, the figures for France change when the Spearman rank correlation
is considered instead: While the coefficient for Germany and Italy remains at the
same level, the Spearman correlation coefficient between France and Switzerland
is significantly higher in autumn and winter (0.80 and 0.90 respectively). This
indicates a strong monotonous, non-linear correlation. Consequently, it can be
deduced that the French electricity price has also a strong influence on the Swiss
price, especially in the winter.

A deeper insight into this effect is provided by the analysis of the correlation
of the influencing factors on the electricity prices of the different countries. The
electricity load in France correlates strongly with the Swiss load (Pearson 0.89)
and the Swiss electricity price (Pearson 0.67). Particularly, high demand in
France is accompanied by high prices on the Swiss electricity exchange. Figure
3 shows the Swiss load and electricity prices as a scatter diagram. The figure on
the right shows the same values, adjusted by excluding all hours in which the
French load is higher than 89 GW. It is noticeable that, with the addition of
this condition, prices above 150 EUR are omitted. The average price in hours
with a load of over 89 GW in France is 120 EUR. A closer analysis shows that
both French peak loads and high Swiss prices occurred around 29 February
2012, while temperatures in France were unusually low (Rseau de Transport
dElectricit 2013). Therefore, it could be confirmed that French demand can
have a major impact on prices in Switzerland, especially in hours with very
high loads.

As a result of this preliminary analysis, the study about cross-border drivers
of Swiss electricity prices will focus on the relative influence of demand from
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Figure 3: Scatter diagram of the Swiss electricity price and the Swiss load as well as scatter
diagram without prices at the same hour with French load greater than 89 GW.

neighbouring countries in the following, as demand can be also regarded as the
main driver for any domestic electricity price. Besides, peculiarities of differ-
ent markets, such as the high RES penetration in Germany or large share of
gas power production in Italy, will be captured in this analysis. Therefore, we
formulate two modeling approaches that consider demand/load of the neigh-
bouring countries, wind and PV power generation of Germany and gas prices as
price drivers. Finally, the correlation analysis of the French load shows that the
influence of the drivers on electricity prices can vary among the different seasons
of the year. Hence, it is worth analyzing the influence of the cross-border drivers
separately for the winter and summer season as mentioned in Section ??.

4. Modeling cross-border effects on Swiss electricity prices

The aim of the model design and the selection of variables is to examine sig-
nificant influencing factors of neighboring countries and Switzerland on Swiss
electricity prices. For this purpose, we develop two different approaches, a mul-
tiple linear regression combined with hypothesis testing for statistical inference,
and a Nash-Cournot equilibrium model for a bottom-up view on the relations
between electricity markets.

4.1. Econometric model considering cross-border fundamentals

As was discussed above, the focus of this study is the effects that the electrical
load as a proxy for the electricity demand from surrounding countries, gas prices
and renewable energy production from Germany have onto the electricity price
in Switzerland. We assume that we can neglect a real-time price elasticity of
demand in Switzerland and the neighboring countries as studies show that this
is hardly observable in empirical data [37]. This puts us into the position that
we can employ simple econometric methods to measure the different seasonal
effects of price drivers on the Swiss electricity price.

In this section, we will discuss stationarity, autocorrelation, linearity of the
relations, and collinearity of the underlying processes and derive a modelling
technique that enables us to measure the seasonal differences in effect size of
the different fundamental drivers resolved hourly across the day.

During the analysis of the data, we have made the observation that the
division of the data set into 24 time series, one for each hour of the day, helps to
reduce unwanted effects for a multivariate regression model. On the one hand,
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the relationships between dependent and independent variables are kept linear.
While usually the relationship between load and electricity price is non-linear
(depending on the merit-order of power plants), the division into hourly series
helps to maintain a load level that corresponds to approximately linear segments
of the merit order curve. This is due to the fact that the daily demand curves
are relatively similar across different days, reflecting the daily routines of the
population and economy. On the other hand, we can analyze the effects in a
more detailed manner and differentiate effect sizes in different hours.

The uniformity of patterns of electricity use has further implications on the
requirements of regression analysis. The course of the weeks is relatively repet-
itive, so it is no wonder that we encounter autocorrelation and non-stationary
behavior in the time series. In order to be able to analyze the data properly
without violating the assumptions of least squares regression, we difference the
time series with a lag of 7 days (denoted by ∆7d) as often done in SARIMA -
modelling [19]. This successfully reduces autocorrelation and non-stationarity.
However, to handle remaining autocorrelation, especially that between of the
same hours of successive days, we introduce a last term to the regression models
that considers the values of the day before (∆7dpriceCH

h,d−1) as a another regres-
sor. Finally, conducting KPSS tests for all variables for stationarity without
trend and lag of

√
D as proposed by [38] does not reject the null of stationarity

for any of the differenced time series.
Collinearity or multicollinearity between the independent variables can in-

flate the standard errors of least squares estimators and thus make the inter-
pretation of coefficients difficult [39]. A standard measure for collinearity is the
Variance Inflation Factor (VIF). While before the preprocessing, Swiss load has
a VIF of 18.6 given the other independent variables, after preparing the data
series we find a maximum VIF of 6.54 across all variables and seasons (com-
pare the Tables 4 and 5 in the Appendix). This is below the commonly used
threshold of a VIF of 10 [39]. This is not to say that collinearity will have no
effect onto the findings of this study, as effects can already be studied below this
threshold [39]. With regard to the findings and the obtained standard errors we
argue that collinearity issues are controlled for.

The above considerations result in the following 24 regression models for
each hour of the day:

∆7dpriceCH
h,d =ch + bh1 ·∆7dPV DE

h,d + bh2 ·∆7dwindDE
h,d

+ bh3 ·∆7dloadDE+AT
h,d + bh4 ·∆7dgasd

+ bh5 ·∆7dloadITh,d + bh6 ·∆7dloadFR
h,d

+ bh7 · loadCH
h,d + bh8 ·∆7dpriceCH

h,d−1 + εhd

for 1 ≤ h ≤ 24.

(1)

1 ≤ h ≤ 24 is the hour of the day and 1 ≤ d ≤ D the day between January
1, 2015 and the 31st of December 2017. bhi for 1 ≤ i ≤ 8 are the regression
coefficients, calculated using the least squares estimator. ∆7d describes the
seven-day seasonal differentiation operator. The German PV feed-in ∆7d PV DE

h,t

only enters the models in the hours between 9 a.m. and 6 p.m., the influence
before and after is negligible. As mentioned above, we divide the data into two
seasons (spring/summer and fall/winter) to identify seasonal differences in the
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influence of fundamental price drivers on the Swiss electricity price.
The analysis of residuals reveals low-level heteroscedasticity of the errors in

some models. While the estimate of OLS remains unbiased, the standard errors
are affected by the violation of OLS prerequisites. Statistical inference based on
the usual standard errors would thus possibly be prone to underestimate stan-
dard errors and compromise hypothesis testing. We therefore calculate Newey-
West standard errors [40] that acount for heteroscedasticity. In the following,
whenever we refer to standard errors, we actually mean heteroscedasticity con-
sistent Newey-West standard errors. Table 6 in the Appendix summarizes all
coefficient estimates including their (Newey-West) standard errors.

Table 3 summarizes performance indicators for the 24 hours in both seasons.
It can be noted that the error measures (RMSE and MAE) are generally lower
at night and during spring/summer. R2 is lower in fall/winter. Interestingly,
the models explain more of the variance during day time as compared to the
night. One notable exception is the model of hour 3 in summer. We observe a
remarkably low R2 during this particular hour, presumably due to a collinearity
effect.

The main motivation of this article is the investigation of price drivers with
seasonal differences in the effect on electricity prices. In order to statistically
evaluate the differences, we test the null of equality of model coefficients for
different samples (winter and summer). We calculate the following z-score as

proposed in the literature [41, 42]. Suppose bj and b̂j are coefficients for the
same explanatory variable on different samples with standard errors sej and
ŝej . Then we obtain the z-statistic by

Zj =
bj − b̂j√
se2

j + ŝe2
j

(2)

which follows a standard normal distribution. Based on the z-statistic we can
judge on the significance of a seasonal effect. The detailed findings are presented
in Table 7 in the Appendix.

The proposed modelling technique and inference procedure enables us to a
detailed investigation of the seasonal effects of cross-border drivers of an elec-
tricity price. However, the high temporal resolution of the models comes with
a price. In order to assess effects and seasonal differences, 24× 2× 7 coefficients
have to be tested and compared. To be able to interpret the results of this study,
a graphical evaluation tool was developed in order to sum up all information in
a limited number of graphs (see, for instance, Figure 4). A detailed description
and interpretation aid is given in Section 5.1.

4.2. Nash-Cournot model for the electricity market

The Nash-Cournot model used in this study is the crossBorder Electric-
ity Market model (BEM) [43]. The BEM model can represent either a Nash-
Cournot game or a social-welfare maximization problem of the electricity mar-
kets. In the game-theoretic setup an open-loop formulation is followed [9], in
which the market players make their capacity expansion and operating decisions
simultaneously to maximize their net profit. In this setup, the Transmission Sys-
tem Operator (TSO) is a price-taker that re-shuffles the electricity quantities
produced and demanded to clear the market by solving a DC power flow model
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Table 3: Performance indicators for the 24 models

Season Hour R2 adj R2 RMSE [e/MWh] MAE [e/MWh]

Summer

1 0.49 0,49 4.20 3.11
2 0.51 0.50 4.13 3.03
3 0.29 0.28 5.12 3.68
4 0.63 0.62 3.75 2.73
5 0.67 0.66 3.60 2.68
6 0.63 0.63 3.75 2.76
7 0.56 0.55 4.43 3.21
8 0.62 0.62 4.39 3.21
9 0.66 0.66 4.38 3.22
10 0.65 0.64 4.48 3.30
11 0.60 0.60 4.55 3.37
12 0.56 0.56 4.85 3.55
13 0.52 0.51 5.02 3.66
14 0.48 0.47 5.42 3.76
15 0.44 0.43 6.44 3.99
16 0.44 0.43 6.54 4.11
17 0.49 0.48 5.89 3.82
18 0.56 0.55 4.74 3.41
19 0.62 0.62 4.12 3.04
20 0.61 0.61 4.13 3.10
21 0.59 0.58 4.11 3.08
22 0.57 0.56 4.01 3.00
23 0.54 0.53 3.91 2.95
24 0.50 0.49 4.03 3.02

Winter

1 0.59 0.58 5.50 4.06
2 0.57 0.56 5.56 4.17
3 0.51 0.50 5.82 4.22
4 0.50 0.49 5.93 4.30
5 0.51 0.51 5.91 4.28
6 0.49 0.48 6.35 4.57
7 0.58 0.57 6.86 4.87
8 0.62 0.61 8.45 5.68
9 0.57 0.57 10.30 6.61
10 0.60 0.60 9.35 6.18
11 0.63 0.62 8.65 5.93
12 0.64 0.63 7.98 5.58
13 0.65 0.64 7.05 4.91
14 0.65 0.64 7.10 5.03
15 0.64 0.64 7.36 5.25
16 0.62 0.61 7.91 5.53
17 0.62 0.61 7.88 5.60
18 0.58 0.57 9.35 6.47
19 0.58 0.58 10.08 6.83
20 0.60 0.60 7.82 5.47
21 0.64 0.64 5.87 4.25
22 0.63 0.63 5.48 3.99
23 0.65 0.64 5.23 3.86
24 0.63 0.63 5.52 4.18
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with implicit auction. The BEM model is written in the GAMS algebraic lan-
guage [44], and it is solved as a mixed complementarity problem. A detailed
mathematical description of the model is given in [43] and in the appendix, but
we give a short description of the main features of the model below:

max
xnij ,qnijh,qinijh,w

o
nijh∈R+

pnl
∑
j

qnijh −
∑
j

(c̃nijxnij + cnijh(qnijh + qsnijh)) (3)

x0
nij + xnij ≤ xmax

nij (4)

Gi(Qi,Xi ;X0
i ,Bi) ≤ bi (5)

Hi(Qi,Xi,W
o
i ;X0

i ,Zi) ≤ zi (6)

snijh = snij(h−1) − qnijh/enij + esnijq
s
nijh + uinflow

nijh (7)

Hi(Qi,Q
s
i ,Xi,Si ;X0

i ,Ki) ≤ ki (8)

Each player i optimizes the net profit, defined as revenue from electricity sales
minus operating and fuel costs, as well as maintenance and capital costs (Eq.
(3)); the sum of operating and fuel costs per unit of power produced is denoted
by cnijh in demand node n, for player i, technology j, and hour h; the capital
cost per capacity is c̃nij . The decision variables for each player are the quantities
qnijh produced by a plant j located at a node n during the hour h, the quan-
tities qs

nijh entered in a storage plant j, the investment capacity xnij in each
plant j at node n and the offline capacity wo

nijh of each plant j at hour l. The
players take their operating and dispatching decisions across 96 typical hours
(four seasons with one typical day per season with hourly resolution). A con-
tinuous relaxation of the unit commitment problem is implemented (see [45]).
The equation (4) corresponds to the maximum capacity constraint. The con-
straints (5) represent capacity-production relationships, such as minimum and
maximum production levels due to restrictions in the utilization of the avail-
able capacity. The set of constraints (6) represent online capacity constraints,
such as minimum stable operating levels, minimum online and offline times,
part-load operation efficiency losses, ramping rates and also implement the unit
dispatching logic. Electricity storage systems, e.g. batteries and hydrostorage,
are subject to energy buffer dynamics as shown in equation (7), where snijh
denotes charged volume in node n, for player i, storage technology j and hour
h, and with a distinct representation of efficiency for charging and discharging,
e and es, together with water inflow levels uinflow

nijh . The set of constraints (8) de-
scribe the charging and discharging power rating, maximum depth of discharge,
and utilization constraints of the storage power plants.

The clearing of the market, i.e. finding the price pnh and demand dnh at the
equilibrium point, is done by the TSO. The TSO shuffles the power between
the nodes by deciding on the imports anh in each node n and hour h, under the
transmission constraints represented by the power distribution matrix p̃nk and
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the line capacity tmax
k for each node n and transmission line k. The problem of

the TSO is as follows:
max
anh

∑
n,h

pnhanh (9)

N∑
n=1

anh = 0 (10)

−tmax
k ≤

N∑
n=1

p̃nkanh ≤ tmax
k (11)

dnh =

I,J∑
i,j=1

(qnijh − qsnijh) + anh (12)

In the above formulation, the TSO clears the market (equation (12)) by
maximising its profit (equation (9)), by avoiding arbitrage (equation (10)) and
by respecting the transmission constraints (equation (11)).

The BEM model includes an intrinsic ”estimation” mode, in which the his-
torical market volumes and electricity generation are given as an input and
the calibration of the model is performed on the conduct parameter, such as
to reproduce the historical prices. The estimation of the conduct parameter
within the same framework ensures consistency between the model calibration
and the model results, which is not guaranteed when the deviation between the
market prices and the marginal costs is estimated with techniques external to
the modelling framework (e.g. econometric analysis). For the estimation of the
parameter we use the 2015/6 electricity market data (prices, volumes, genera-
tion). Once the conduct parameter is found from the calibration, we keep it
constant in the future as we assume that the day-ahead market will have the
same relevance in the future response of the market to scarcity situation as of
today. The calibration of BEM is discussed in detail in [43].

5. Drivers of Swiss electricity prices

5.1. Results of the econometric model

The econometric models serve to analyze the influence of different predictors
over the course of the day and seasons. Based on the regression model for each
hour of the day and for the respective season, the coefficients of the different
independent variables are analysed in the following serving as a basis for the
interpretation of the influence of each price driver.

We develop a set of graphs in order to interpret the coefficient estimate
results of the 48 models. While this is rather unusual in econometric analysis, we
find that the procedure well serves the purposes of firstly interpreting the results,
and secondly to present the findings concisely. We present eight graphs, one for
each explanatory variable. One graph covers the development of the coefficient
estimates during the two seasons across a day (detailed in Appendix in Table 6).
The coefficients are interpreted as the rate of change of the conditional mean of
the Swiss electricity price with respect to a change in the depicted independent
variable. Both seasons are depicted as lines for better readability only. One word
of caution: estimates in two consecutive hours are not necessarily significantly
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different. Only certain peak hours witness a significant difference in effects to
other hours on the same day. The confidence interval (α = 0.05) is depicted as
translucent area coloured according to the line colour of the coefficient it belongs
to. Filled markers in both time series indicate a significant difference between
the two seasons, according to the testing procedure described in Section 4.1 with
detailed results in Appendix in Table 7.

In some hours, coefficients display the wrong sign. This occurs, however,
only for coefficients that cannot be confirmed to be significant.

As already observed, the similarities of the electricity prices of neighbouring
countries are different in both seasons. The comparison of the coefficients in
the different periods thus allows conclusions to be drawn about the factors that
explain the differences between summer and winter.

Differences of effects between the seasons become clear scrutinizing the values
of the regression coefficients by season. Although the significance intervals of
hourly coefficients partly overlap for the different seasons in case of the gas
price, in the winter the effect of gas prices seem to be in general larger than in
the summer. However, this result has to be taken with caution as the statistical
test on significance in differences cannot reject the null hypothesis. Regarding
the Italian load the findings are much clearer: it proves to be more influential
in winter, while its effect in summer is significantly lower (see Figure 4).
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Figure 4: Influence of the different cross-border drivers of Swiss electricity prices. The influ-
ence of each driver is derived from the coefficient estimates based on OLS [EUR/MWh per
EUR price difference or per additional GW load] in summer (red line) and winter (blue line).
Filled markers in both time series indicate a significant difference between the two seasons.

Both trends coincide with the earlier observation that Swiss prices approach
Italian prices in winter. Gas prices and the load of the Italian electricity system
can be interpreted in the model as representing the Italian electricity price,
as we the Italian electricity system mainly relies on gas power plants and these
technology is mostly the price-setting one in the Italian energy market. However,
since gas power plants are not only operated in Italy, this effect cannot solely
be attributed to the Italian market.

The effect of the gas prices shows a further interesting characteristic: In
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the morning and evening hours, in which the electricity demand is usually the
highest, the influence is particularly strong. This is in line with the theory of
merit order pricing, according to which power plants with higher marginal costs
are used primarily at times when there is a high demand and therefore high
prices.

For the German wind and solar power feed-in, Figure 4 reveals a high in-
fluence in the summer, whereas in winter no significant influence on Swiss elec-
tricity prices can be identified. This is also in line with previous observations
that the Swiss electricity price follows the German electricity price much more
closely in the summer. Consequently, feed in of power from fluctuating RES in
Germany in the summer has a much greater effect in Switzerland as well.

The negative impact of both wind and solar feed-in can be explained by
the way in which electricity from RES is marketed. Due to the negligibly low
marginal costs and the promotion of RES, they often come into the market at
any price and thus lower the price. Although the coefficients show the expected
behaviour, caution is required when interpreting them. Since the solar feed-in
follows the same pattern in all countries, it is conceivable that the coefficients
not only indicate the influence of the German feed-in, but rather make use of the
overall influence of the PV feed-in. Further methodological developments, e.g.
towards partial regression, are necessary if the influences are to be delimited
sharply by country.
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Figure 5: Influence of the German (left) and French load (right) on Swiss electricity prices
[EUR/MWh per additional GW] load in summer (red line) and winter (blue line).

Regarding the influence of the different load variables, different results could
be derived. While the German load has significant impact in the summer, but
not in winter, the influence of the French load is reversed: It is hardly significant
in the summer, but has a strong effect in the winter. This might result from
the higher French electricity demand for heating in the winter, as the share of
demand from electric heaters is higher, if compared to Germany. Both load
factors show a similar pattern over the day, with small or even insignificant in-
fluence in the night hours when the demand for electricity is the lowest, whereas
the highest influence is in the late afternoon, when also the electricity demand
peaks (see Figure 5).

Compared to the German or French load, the CH load has indeed the highest
coefficients, however, according to their standard error the Swiss load is hardly
significant in any hour of the day, neither in the summer nor in the winter (see
Figure 6). This may cohere with the autoregressive component that may also
cover some of the autocorrelation of the CH load factor, but it is more likely
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that the significance of Swiss load is captured by the loads of the neighbouring
markets. A weak collinearity cannot be completely excluded according to the
VIFs described above. Hence, it is very likely that the domestic load combined
with the neighbouring loads play an very important role for the CH electricity
prices.
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Figure 6: Influence of the Swiss load [EUR/MWh per additional GW] and of the autoregressive
term in summer (red line) and winter (blue line).

5.2. Cross-border effects determined fundamental Nash-Cournot model

The influence of the cross-border drivers on Swiss electricity prices deter-
mined with the help of the econometric model are cross-checked using a Nash-
Cournot equilibrium model, the so-called BEM model. For this purpose, the
power plant fleet of 2015/6 is given as input to the BEM model, and several sen-
sitivity analyses are performed with different levels of the same drivers analysed
above (i.e. gas prices, solar and wind power in Germany, and electricity load in
Switzerland and neighbouring countries). For each driver, the sensitivity runs
are over the range of one standard deviation from its mean value. That means
that the input values of the analysed driver are changed from the original values
to the level by adding or subtracting one standard deviation. This sensitivity
runs allows us to benchmark the resulting Swiss electricity price with the (model
estimated) prices of 2015/6 that are calculated with the original values of the
price drivers for specific hours and type days. More detailed, the price impact
of each price driver is calculated as the difference of the Swiss prices originating
from the benchmark run and the sensitivity run standardized per unit of the
underlying driver.

Because of the different time granularity of the fundamental BEM model
with respect to the econometric modeling, we are not able to compare the
hourly effects in a sensitive manner and compare, therefore, for each driver
the aggregated effect over seasons and load-periods.

Figure 7 shows the influence of the gas price, solar and wind production in
Germany and the loads on the Swiss electricity prices for the years 2015 and
2016. As also obtained in Section 5.1, the gas price is determined again to be
the most influential driver for the Swiss electricity price. This finding is similar
to that found also in other literature (see [36]2) and is mainly attributable
to the fact that the Swiss electricity price is defined to a large extent by the

2Frauendorfer et al. (2018) compare the impact of several fuel prices (gas, oil and coal) in
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cross-border trade (see also Fig. 5 where it shows that the impact the non-
domestic loads can be also very large in specific hours) and to the fact that gas
technologies are price-setting technologies in most of the neighbouring countries
(see also [43, 46, 7, 8]).

Similarly to the results obtained in Sec. 5.1, the electricity production from
both the wind and solar power in Germany have negative effects on the Swiss
price. Although a higher absolute value of the effect is assessed by the funda-
mental BEM model than the one of the econometric model, the overall effect
of the German renewables on the price seem to be lower compared to the other
price factors. However, this small values have to be interpreted with caution, as
the effect is illustrated as the relative effect, i.e. per GW wind or solar power
production. That means at times with several dozen GW renewable power
generation in Germany, the decrease of CH prices can reach many EUR/MWh.

Both, the German and French loads, have a significant influence, especially
compared to the Italian load. The difference in influence is driven by the role
of the (small) Swiss region as an exporter and importer with respect to the
other (large) regions as follows. Switzerland is a net importer of electricity from
Germany and France, hence the higher the German and French loads are the
more expensive the imported electricity becomes (scarcity of capacity effects)
and the higher the Swiss price is. By contrast, the Italian load has according
to sensitivity results no significant impact on the Swiss price. This is because
Switzerland is not dependent on Italian imports, but it exports electricity to
Italy. Since there is an upper limit of how much electricity can be exported from
Switzerland to Italy (based on water availability and management constraints,
as well as on hydropower and transmission capacities constraints) and the Swiss
exports are a small share of the total Italian demand, a change in Italian load

their study and find gas prices as the one with the highest coefficients. However, they look at
the evolution of this driver between 2011 and 2016 and find also negative values at the end
of this period, while we have found only positive price relations between gas and electricity
prices between 2015 and 2017.
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above a level does not induce a major change in the Swiss price. In other
words, the marginal technology in Switzerland by exporting is not changed,
which is mainly hydro or nuclear power, whereas high imports from Germany
and France can have a significant merit-order effect in Switzerland by pushing
domestic production out of the Swiss market clearing.

According to the comparison of the results (Figure 7), the BEM model can
reproduce the findings of the econometric modeling up to some extent. Dif-
ferences can be attributed to the following issue: the fundamental BEM model
considers Switzerland and the surrounding countries (Austria, France, Germany,
Italy); electricity trade with other countries (in a potential fringe region) is not
considered. Hence, the influence of key factors, especially of the domestic load
in the surrounding countries, is confined to the modeled countries. For example,
if the load in Germany is high, then trade with a fringe region, which includes
in the case of Germany several other countries with considerable cross-border
transmission capacity, can alleviate such a surge of load. Accordingly, the im-
pact of the German load can be higher in the fundamental modeling (Figure
7) than in the econometric model. On the other hand, non-linear effects can
be captured by using BEM, as it comprises the different supply technologies
and the corresponding merit-order curves, as well as the different market re-
gions. For example, regarding the gas sensitivity, by increasing the gas price,
generation from gas decreases both in Italy and Germany considerably, such
that France becomes the main, large net exporter among the five regions, which
drives prices considerably up for Switzerland, especially in the winter. Fur-
thermore, as the econometric model measures hourly linear effects and cannot
cope with the non-linearities of e.g. merit-order curves, it can overestimate the
impact of some drivers, as it seems to be the case for the Italian load. How-
ever, in general, it can be stated that both models assess similar effects of the
cross-border drivers and that beside the Swiss load, these drivers play an im-
portant role for the price formation in the smaller market area of Switzerland.
The example of Switzerland shows us that in tightly connected market areas
smaller countries become to some extent price-takers and their electricity prices
significantly follow the prices of their larger neighbours.

6. Conclusions

As neighbouring electricity markets are increasingly coupled with each other,
cross-border impacts of one market characteristics on prices at other markets
become increasingly relevant. For this reason, this investigation analyses the
hypothesis that factors affecting the electricity prices of one country also in-
fluence the development of the electricity price in the neighbouring countries.
Based on the example of the Swiss electricity market, the effect of cross-border
drivers become more significant, as Switzerland is well-connected to electricity
networks of large neighbouring electricity markets, which in turn allow high
quantities of cross-border trading.

Based on model results, first of all, we could demonstrate that the applied
approaches, multiple regression models and Nash-Cournot equilibrium models,
are very effective to analyze cross-border price drivers. The error terms of the
model classes are quite low and comparable to the errors of price models found
in the literature [47],[46].
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The analysis of these cross-border drivers shows that coupling of markets
and large cross-border transmission capacities play a decisive role in explaining
domestic electricity prices. Various interrelationships could be demonstrated:
It turned out that the Swiss electricity price strongly interacts with the load
of the neighbouring energy markets. However, this relationship changes in the
different seasons. In spring and summer, there is a strong correlation between
the German, French and Swiss electricity prices, while the Swiss electricity price
in winter is limited by the French or Italian electricity price. The correlation in
the prices reflects the influence of the different load factors. It can be concluded
that the German load affects the Swiss electricity prices more strongly in the
summer, although the difference in winter/summer coefficients could not be
determined as statistically significant for all hours of the day. In contrast, there
is the tendency that the French and Italian load influence the Swiss prices in the
winter, whereas the effect could be assessed being significantly different for both
seasons in case of the Italian load, while this significance is not given in all hours
of the day for the French load. The effect of the French load on Swiss electricity
prices is rather significant in the evening hours in winter, when it reaches its
peak values. In the evening hours in the winter, there is a large demand for
electricity caused also by the large number electrical heating devices in France
leading to scarcity in supply and higher prices, which then attract more and
more exports from Switzerland to France. These exports can in turn drive the
prices in Switzerland also into peak areas. Based on these empirical results, it
can be concluded that prices of a tightly connected market area can be strongly
influenced by the demand in the neighbouring regions and that this influence
may change in the case of electricity, which is hardly storable, on an hourly
basis.

Besides the influence of the demand/load factors of neighbouring countries,
the renewable power production in the bordering markets play an important
role for Swiss electricity prices. Although the effect is not that strong as the one
of the neighbouring loads, it is still significant for the German wind and solar
power production, especially in the summer. Due to the merit-order effect of
these technologies, their influence is negative (as expected) and indeed smaller in
the winter or better to say statistically not significant. The influence of German
renewables becomes stronger in the summer, as the demand in neighbouring
countries and exports of Swiss electricity producers are less important in this
period which makes the effect of German renewables more visible. Furthermore,
the renewables, especially solar power plants, during summer produce larger
amounts of energy, what leads to surplus or low-cost electricity in Germany
which is then transferred to the neighbours. In case of the smaller market area
of Switzerland, the RES imports from Germany lead to large reductions in Swiss
electricity prices. Hence, it can be stated that the market coupling and tight
network connection to the neighbouring countries lead to profits in terms of
consumer rent originating from the expansion of renewable energies and to a
better distribution of surplus production among neighbouring market areas.

Among the analyzed price drivers, the strongest effect, however, could be
determined for the gas price by both models, the econometric and the Nash-
Cournot model. Although the gas price cannot be assigned to a single country
or market (natural gas prices throughout Europe are quite at the same level), in
this study they can be assigned to Italy or Germany, as the electricity systems
of these countries rely on gas power production and the marginal costs of these
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power plants are the price setting technology in their wholesale electricity mar-
kets (especially in Italy), while gas power production plays only a minor role
within the Swiss or French electricity production. However, due to the large
imports/exports to Germany or Italy gas prices are also strongly affecting the
prices in the Swiss electricity market. Due to both model results, it can be con-
cluded that on a relative scale gas prices are the most important ”cross-border”
driver. However, as there is not much deviation in gas prices during the analyzed
time period, in absolute terms, the effect of gas prices can be assessed as a small
one. In contrary, the fluctuation of demand in the neighbouring countries and
the renewable power production in Germany can reach several or even dozens of
GWs, so that the absolute effect of these parameters on Swiss electricity prices is
much stronger than the one of gas prices. Therefore, the Swiss energy regulators
are advised to monitor the development of the German RES expansion and the
increase in demand in the neighbouring countries quite closely to understand
the impact of these developments on their domestic market and to adjust own
market regulations if necessary in time.
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Table 4: Variance Inflation Factors (VIF) for fall and winter for the specified model

Hour Solar Wind Gas price CH load DE+AT load FR load IT load

1 1,25 1,06 4,71 2,01 4,13 1,57
2 1,26 1,06 4,36 2,16 3,81 1,62
3 1,26 1,06 4,12 2,12 3,64 1,65
4 1,27 1,05 4,11 2,12 3,68 1,71
5 1,29 1,04 3,80 2,38 3,07 1,93
6 1,24 1,03 4,77 3,00 2,96 2,73
7 1,21 1,03 5,71 3,42 2,65 3,09
8 1,23 1,04 6,27 3,97 2,45 2,87
9 1,14 1,31 1,11 6,18 4,02 2,45 2,72
10 1,14 1,32 1,10 5,40 3,46 2,40 2,68
11 1,14 1,33 1,08 4,76 3,12 2,17 2,56
12 1,16 1,36 1,09 4,23 2,81 1,98 2,40
13 1,20 1,35 1,09 3,90 2,64 2,15 2,30
14 1,21 1,35 1,10 4,05 2,80 2,23 2,25
15 1,22 1,34 1,10 3,98 2,89 2,25 2,22
16 1,22 1,34 1,11 3,96 2,94 2,28 2,21
17 1,21 1,37 1,12 4,07 2,84 2,35 2,11
18 1,15 1,33 1,12 4,30 2,88 2,54 2,09
19 1,27 1,11 4,79 3,12 2,75 2,27
20 1,32 1,10 5,92 3,22 3,36 2,31
21 1,38 1,09 6,54 3,24 3,64 2,33
22 1,42 1,10 6,00 3,05 3,60 2,19
23 1,32 1,10 5,11 2,65 3,57 2,04
24 1,35 1,10 5,06 2,64 4,12 1,83
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Table 5: Variance Inflation Factors (VIF) for spring and summer for the specified model

Hour Solar Wind Gas price CH load DE+AT load FR load IT load

1 1,17 1,08 2,35 1,35 2,23 1,07
2 1,16 1,10 2,48 1,36 2,36 1,08
3 1,13 1,10 2,57 1,37 2,42 1,09
4 1,12 1,09 2,56 1,40 2,36 1,10
5 1,10 1,07 2,73 1,66 2,11 1,11
6 1,09 1,04 3,75 2,78 1,92 1,16
7 1,09 1,03 4,10 3,50 1,79 1,17
8 1,11 1,02 3,65 3,36 1,71 1,18
9 1,14 1,27 1,03 3,20 3,06 1,67 1,15
10 1,17 1,30 1,04 2,77 2,73 1,60 1,13
11 1,19 1,35 1,05 2,73 2,82 1,57 1,12
12 1,24 1,38 1,05 2,38 2,30 1,59 1,11
13 1,23 1,37 1,04 2,56 2,51 1,61 1,12
14 1,24 1,34 1,04 2,57 2,52 1,73 1,13
15 1,24 1,34 1,03 2,55 2,47 1,81 1,13
16 1,23 1,35 1,03 2,50 2,41 1,89 1,14
17 1,24 1,32 1,03 2,26 2,09 1,90 1,14
18 1,22 1,28 1,03 2,08 1,90 1,80 1,14
19 1,18 1,04 1,82 1,72 1,62 1,12
20 1,13 1,02 1,99 1,69 1,67 1,13
21 1,14 1,04 2,17 1,74 1,67 1,11
22 1,20 1,05 2,33 1,72 1,92 1,12
23 1,21 1,06 2,46 1,59 2,14 1,09
24 1,19 1,06 2,44 1,47 2,22 1,09
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7.1. Mathematical description of the BEM model

We present the mathematical formulation of the profit optimisation problem
of each player and the distribution problem of the transmission system operator.
Since the BEM model is formulated as an equilibrium model the different prob-
lems are solved simultaneously forming the complete mathematical program of
the BEM model.

First, we give the nomenclature used in the mathematical formulations and
then we describe in detail the profit optimisation problem of each player and
the distribution problem of the transmission system operator.

7.1.1. Nomenclature

Table 1: Main indices

Index Description

i Player i = 1 . . . I (in this version of the model players are the five modelled
countries)

j Power plant j = 1 . . . J owned by a player and located in a node of the trans-
mission grid

k Transmission line between nodes, k = 1 . . .K
l Load period (typical hour) l = 1 . . . L
n Transmission grid node n = 1 . . . N (in this version of the model the nodes are

the five modelled countries: Austria, Germany, France, Italy and Switzerland)
s Probabilistic scenario in the stochastic version of the model s = 1 . . . S
z Index representing a season when z = 1 . . . 4 or representing the complete year

z = 5
Z(z,l) Set containing all the load hours l belonging to the season z (or year if z = 5)
STG(j) Set containing all storage technologies j
DSP(j) Set containing all dispatchable hydrothermal technologies j
NSP(j) Set containining all non dispatchable technologies j

Table 2: Main parameters of the model

ParameterUnit Description

r̃i - Risk free return available for player i representing a risk-free
investment alternative for a player (instead of investing in power
supply capacity)

bi MW Capital invested in risk free asset (instead of investing in power
supply capacity)

δs Weight of probabilistic scenario s in the stochastic version of
the model

tl Hours Duration of load period l
cnijs EUR/MWh Variable cost of player i and power plant j located at grid node

n in load period l and probabilistic scenario s
c̃nijs EUR/MW/yr. Annual investment and fixed O&M cost for newly built power

plant j at node n for player i at a discount rate of 5%
ulos

nij % Proportional increase in specific fuel consumption at the mini-
mum stable operating level of power plant j , of player i located
at node n
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ParameterUnit Description

usucost
j EUR/MW of

started capac-
ity

Start-up cost of power plant j

urucost
nij EUR/MW

of increased
capacity

Ramping up cost of power plant j of player i located at grid
node n

urdcost
nij EUR/MW

of decreased
capacity

Ramping down cost of power plant j of player i located at grid
node n

uruicost
nij EUR/MW

of increased
capacity

Ramping up cost during charging of storage j of player i located
at grid node n

urdicost
nij EUR/MW

of decreased
capacity

Ramping down cost during charging of storage j of player i
located at grid node n

umof
nij hours Minimum offline time of power plant j at node n of player i

umon
nij Hours Minimum online time of power plant j at node n of player i

umop
nij % Minimum stable operating level of power plant j at node n

owned by player i
x0

nij MW Existing capacity of power plant j located at node n and owned
by player i

xmax
nij MW Maximum allowed investment of power plant j located at node

n from player i
fmax
nijls % of installed

capacity
Maximum availability factor of power plant j at node n owned
by player i in load period l and probabilistic scenario s

fmin
nijls % of installed

capacity
Minimum availability factor of power plant j at node n owned
by player i in load period l and probabilistic scenario s

uru
nij % of online ca-

pacity per hour
Ramping up rate of power plant j at node n of player i

urd
nij % of online ca-

pacity per hour
Ramping down rate of power plant j at node n of player i

ulup
nij % Operation level of power plant j at node n of player i above

which no part load efficiency losses occur
uo

nij - Energy-to-power ration of storage j of player i at node n
uin

nij - Ratio charging capacity to output capacity of storage j owned
by player i and located at node n

ud
nij % of energy

storage capac-
ity

Maximum depth of discharge of storage j at grid node n owned
by player i

useffi
nij % Charging efficiency of storage j at grid node n owned by player

i
useffo

nij % Discharging efficiency of storage j at grid node n owned by
player i

uinflow
nijls MWh Water inflow in MWh entered in storage j at grid node n which

is owned by player i in load period l and probabilistic scenario
s

urui
nij % of online ca-

pacity per hour
Ramping up rate of charging power of storage j at node n of
player i
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ParameterUnit Description

urdi
nij % of online ca-

pacity per hour
Ramping down rate of charging power of storage j at node n of
player i

uemax
nijls MWh Maximum stored energy (potential) of storage j of player i at

node n
uemin

nijls MWh Minimum stored energy (potential) of storage j of player i at
node n

uavmax
nijzs % of installed

capacity
Maximum utilisation rate of power plant j of player i at node
n in season z (or year when z = 5) and probabilistic scenario s

uavmin
nijzs % of installed

capacity
Minimum utilisation rate of power plant j of player i at node n
in season z (or year when z = 5) and probabilistic scenario s

uqmax
nijzs MWh Maximum allowed production from power plant j of player i

at node n in season z (or year when z = 5) and probabilistic
scenario s

uqmin
nijzs MWh Minimum (must run) production from power plant j of player

i at node n in season z (or year when z = 5) and probabilistic
scenario s

tmax
k MW Bound on transmission capacity in line k

tmin
k MW Bound on transmission capacity in line k (opposite direction)

p̃nk - Power transfer distribution factor (PTDF) of node n and power
line k

vRES−
n % Downward variation of the residual load curve in node n

vRES+
n % Upward variation of the residual load curve in node n

vNSP−
nijls % Downward variation of the production of the non dispatchable

technology j, of player i, in node n and load period l

vNSP+
nijls % Upward variation of the production of the non dispatchable tech-

nology j, of player i, in node n and load period l

Table 3: Main variables of the model

Variable Unit Description

pnls EUR/MWh Electricity price in node n, load period l and probabilistic scenario s
qnijls MWh Quantity of power produced in node n, by player i, from power plant j,

load period l and probabilistic scenario s
qin

nijls MWh Quantity of power stored in node n, by player i, storage plant j, load
period l and probabilistic scenario s

wu
nijls MW Start-up capacity of power plant j of player i at node n in load period

l and probabilistic scenario s
wd

nijls MW Shutdown capacity of power plant j of player i at node n in load period
l and probabilistic scenario s

wo
nijls MW Offline capacity of power plant j of player i at node n in load period l

and probabilistic scenario s
qu

nijls MWh Increase in the production of power plant j of player i located at node
n in load period l and probabilistic scenario s

qd
nijls MWh Decrease in the production of power plant j of player i located at node

n in load period l and probabilistic scenario s
qui

nijls MWh Increase in charging power of storage j of player i located at node n in
load period l and probabilistic scenario s
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Variable Unit Description

qdi
nijls MWh Decrease in charging power of storage j of player i located at node n in

load period l and probabilistic scenario s
cnijs EUR/MW/yr Annual costs of battery j at node n for player i at a discount rate of

5% , simulating replacement of the battery because it has exceeded its
cycling lifetime

xnij MW Investment in power plant j at node n from player i
ql

nijls MWh Loss of production due to part load operation of power plant j of player
i at node n, load period l and probabilistic scenario s

enijls MWh Stored energy in storage j at grid node n owned by player i in load
period l and probabilistic scenario s

anls MWh Import into node n, load period l and probabilistic scenario s (exports
have a negative sign)

dnls MWh Electricity demand of power in node n, load period l and probabilistic
scenario s

7.1.2. Profit optimisation problem of each player

Each player in the model maximises its profit concurrently. The model does
not have a single objective function, but each player has its own objective func-
tion. Each player optimises the net profit (eq. 1), which consists of the opera-
tional profit, losses from the wear-down of the equipment (e.g. by exceeding the
cycling life of batteries), fixed O&M costs, and capital costs of the investments.
The fixed costs of the existing power plants is an add-on term in the objective
function and can be neglected for the equilibrium solution. The operational
profit is the sum of the profit in each grid node and each power plant in a load
period (in the stochastic version of the model there is an additional sum over the
probabilistic scenarios – and in this context the expected operational profit of
each player is maximised). The operating profit in each load period, in each grid
node and for each power plant is the revenues of selling power minus the total
of variable costs (i.e. fuel costs, variable O&M and taxes). The optimisation of
the net profit is subject to a number of technical and market constraints, which
are described below in detail.

maxx,q,qi,ql,wu,qu,qui,qd,qdi r̃ibi+
∑N

n=1

∑J
j=1

(∑S
s=1 δs

∑L
l=1 tl

(
pnls

(
qnijls − qin

nijls

)
−cnijs

(
qnijls + ulos

j qlnijls

)
− usucost

j wu
nijls − urucost

j qunijls − uruicost
j qui

nijls − urdcost
j qdnijls − urdicost

j qdi
nijls

)
−c̃nijxnij − cnijxnij) (1)

Subject to:

x0
nij + xnij ≤ xmax

nij ∀n, i, j (2)

qnijls ≤ fmax
nijls

(
x0

nij + xnij − wo
nijls

)
∀n, i, j, l, s (3)

fmin
nijls

(
x0

nij + xnij

)
≤ qnijls ∀n, i, j, l, s (4)

pnls = p0
nls + s̃nils

(∑I,J
i,j=1

(
qnijls − qinijls

)
+ anls

)
∀n, l, s (5)∑N,J

n,j=1 c̃nijxnij + bi ≤ Kmax
i ∀i (κi ≥ 0) (6)

wu
nijls − wd

nijls = wo
nijl−1s − wo

nijls ∀ n, i, j, l, s (7)∑
l′=l−umof

nij
wd

nijl′s
≤ wo

nijls ∀n, i, j, l, s (8)∑
l′=l−umon

nij
wu

nijl′s
≤ x0

nij + xnij − w
o

nijls
∀n, i, j, l, s (9)
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(
x0

nij + xnij − wo
nijls

)
umop

nij ≤ qnijls∀ n, i, j, l, s (10)

qnijls−qnijl−1s−umop
nij (wo

nijl−1s−wo
nijls) ≤

(
x0

nij + xnij − wo
nijls

)
uru

nij ∀ n, i, j, l, s
(11)

−qnijls+qnijl−1s+u
mop
nij (wo

nijl−1s−wo
nijls) ≤

(
x0

nij + xnij − wo
nijl−1s

)
urd

nij ∀ n, i, j, l, s
(12)

qnijls − qnijl−1s − umop
nij (wo

nijl−1s − wo
nijls) ≤ qunijls ∀ n, i, j, l, s (13)

−qnijls + qnijl−1s + umop
nij (wo

nijl−1s − wo
nijls) ≤ qdnijls ∀ n, i, j, l, s (14)

((x0
nij+xnij−wo

nijls)u
lup
nij −qnijls)umop

nij

ulup
nij −u

mop
nij

≤ qlnijls ∀ n, i, j, l, s (15)

qin
nijls ≤

(
x0

nij + xnij

)
fmax

nijls u
in
nij ∀ n, i, g, l, s (16)

enijls ≤
(
x0

nij + xnij

)
uonij ∀ n, i, j, l, s (17)(

x0
nij + xnij − wo

nijls

)
uoniju

d
nij ≤ enijls ∀ n, i, j, l, s (18)

enijls = enijl−1s +
(
useffi

nij q
i
nijls −

qnijls
useffo
nij

)
tl + uinflow

nijls ∀n, i, j, l, s (19)

qinijls − qinijl−1s ≤
(
x0

nij + xnij

)
/usin

niju
rui
j ∀ n, i, j, l, s (20)

−qinijls + qinijl−1s ≤
(
x0

nij + xnij

)
/usin

niju
rdi

j
∀ n, i, j, l, s (21)

qinijls − qinijl−1s ≤ qrui
nijls ∀n, i, j, l, s (22)

−qinijls + qinijl−1s ≤ qrdi
nijls ∀n, i, j, l, s (23)

cnij ≥ c̃nij

(
useffo

nij

∑
l tl
∑

s δsq
o
nijls/u

cyc
j −

(
x0

nij + xnij

)
uonij/u

life
j

)
(24)

enijls ≤ uemax
nijls ∀n, i, j, l, s (25)

enijls ≥ uemin
nijls ∀n, i, j, l, s (26)∑

l∈Z(z,l) qnijls ≤ uavmax
nijzs (x0

nij + xnij) ∀n, i, j, z, s (27)∑
l∈Z(z,l) qnijls ≥ uavmin

nijzs (x0
nij + xnij) ∀n, i, j, z, s (28)∑

l∈Z(z,l) qnijls ≤ uqmax
nijzs ∀n, i, j, z, s (29)∑

l∈Z(z,l) qnijls ≥ uqmin
nijzs ∀n, i, j, z, s (30)

Eq. 2 represents the feasible potential of total capacity that limits the allowed
investment of a power plant j located at node n and owned by player i. This
constraint is applied to renewables that have limited potential and to conven-
tional thermal technologies that are limited by policy constraints (e.g. nuclear
power plants).

Eq. 3 states that the quantity produced in a load period from a power plant
cannot exceed the available capacity of the power plant in each hour. Eq. 4
introduces a minimal running constraint based on a minimal availability factor
if applicable

Eq. 5 represents the linear inverse demand function through which the day-
ahead market is modelled. This equation gives the equilibrium price at a node n,
in load period l and probabilistic scenario s.

Eq. 6 limits the available financial capital which can be used in investment
in supply technologies or alternatively for a risk-free financial asset (player’s
budget constraint).

To reduce problem size and achieve manageable computation times, a con-
tinuous relaxation of the unit commitment problem is coupled to the investment
problem of eqs. (2)–(6). Equation (7) implements the unit commitment logic,
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by requiring the online capacity to be changed by starting up offline units or
shutting down online units.

Eq. 8 implements the minimum offline time constraint requiring that the
amount of offline capacity that can start up to be limited to the capacity that
is offline for at least the minimum downtime of the power plant j located at
node n and owned by player i. Similarly, eq. 9 implements the minimum online
time by requiring that the amount of online capacity that can shut down to be
limited to the capacity that it is online at least the minimum online time of
power plant j.

Eq. 10 imposes the minimum stable operating level constraint, by requiring
that the start-up capacity of power plant j has to reach the minimum stable
operating level at least, and then it should operate at least at this level until it
is shut down.

Eq. 11 and eq. 12 set the ramping up (eq. 11) and ramping down (eq. 12)
constraints. In order to be able to account for ramping costs, two auxiliary
non-negative variables are used to hold the amount of capacity that is increased
(ramping up) or decreased (ramping down), according to eq. 13 and eq. 14
respectively. These auxiliary variables are then multiplied by the corresponding
ramping costs in the objective function (eq. 1).

The efficiency loss in part load operation is approximated via the “production
loss” (or “additional production”). A linear function calculates the “production
loss” between the minimum stable operating level and a load level above which
no part load efficiency losses occur. Then this “production loss” results in
increased fuel consumption, though which the part load efficiency losses are
captured (eq. 15). It is important to note that the “additional production” or
“production loss” that results increased fuel consumption does not enter in any
other equation of the model than the objective function (in which it is multiplied
by the production cost cnijs.

Electricity storage systems, e.g. batteries, pump hydro storage and com-
pressed air storage, are subject to energy buffer dynamics, exogenous inflows
(for hydro storage) and limited cycle life (for batteries). Non-symmetrical charge
and discharge power ratings are allowed. In the model, a storage system is de-
fined in terms of its charging and discharging power, as well as its energy to
power ratio.

Eq. 16 sets the maximum charging power allowed for storage j given its
output capacity

(
x0

nij + xnij

)
. This equation allows for asymmetrical treatment

of the charging and discharging power ratings, e.g. for pump hydro storage.
Eq. 17 defines the maximum stored energy of a storage technology, with

respect to its discharging capacity and the specific energy-to-power ratio. Also,
there could be a limit on how deeply a storage system can be discharged, in
order not to shorten the cycle life (especially for batteries) or due to water
management constraints (for pump hydro storage). This limit is imposed by eq.
18, which represents the depth of discharge constraint.

Eq. 19 defines the energy balance equation for a storage option j. At each
load hour the energy stored should be equal to the energy stored in the previous
hour minus the output from the storage plus the charging. For pump hydro
storage the water inflow at a given load period l are also taken into account via
the exogenous parameter uinflow

nijls .
Ramping constraints regarding the output of a storage j are modelled via

the equations 13 and 14. The ramping constraints regarding the charging power
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rate of a storage j are additionally modelled via eqs. 20 (ramping up of charging
power) and 21 (ramping down of charging power). Similarly to the hydrothermal
power plants, there are also auxiliary variables holding the ramping up quantity
(eq. 22) and the ramping down quantity (eq. 23) of the charging power that
in turn enter into the objective function to account for the charging related
ramping costs.

We also impose a constraint imposing a targeted maximum cycling rate of a
storage throughout its lifetime. If the actual cycling rate of the storage is lower
than or equal to this targeted cycle rate then the additional cost due to the wear
of the storage and its replacement is zero, otherwise it is positive according to
eq. 24.

Additional constraints can be imposed regarding the maximum (eq. 25) and
minimum (eq. 26) levels of stored energy. Finally, additional constraints can be
also imposed regarding the seasonal or annual production from power plants,
either as lower or upper bounds (equations 27–28 impose constraints on sea-
sonal/annual utilisation rates and eqs. 29–30 impose constraints on the level of
production).

7.1.3. Distribution problem of the Transmission System Operator (TSO)

The TSO’s problem is a DC power flow problem with implicit auction, which
can be seen as an approximation of today’s more complex trading schemes. As
stated in the main text, in a market equilibrium the different concepts of explicit
and implicit auctions should converge and in the bilateral trade between nodes
(producers and consumers) is equivalent in an equilibrium market solution to a
central TSO that redistributes electricity among the nodes as a price taker.∑N,L,S

n,l,s=1 pnlsanls (31)
Subject to:∑N

n=1 anls = 0 (32)∑N
n=1 p̃nkanls ≤ tmax

k , ∀k, l, s (33)∑N
n=1 p̃nkanls ≥ −tmin

k , ∀k, l, s (34)

dnls =
∑I,J

i,j=1

(
qnijls − qin

nijls

)
+ anls , ∀n, l, s (35)∑

i

∑
j∈STG u

avmax
nijls (x0

nij + xnij) ≥
∑

i

(∑
j∈DSP u

avmax
nijls

(
x0

nij + xnij

)
−
(
1− vRES−

n

)(∑
j∈DSP qijnls +

∑
j∈STG (qijnls − qin

ijnls)
)

+
∑

j∈NSP v
NSP+
nijls qijnls

)
(36)∑

i

(∑
j∈STG u

avmax
nijls (x0

nij + xnij) +
∑

j∈DSP u
avmax
nijls

(
x0

nij + xnij

))
≥
∑

i

((
1 + vRES+

n

)(∑
j∈DSP qijnls +

∑
j∈STG (qijnls − qin

ijnls)
)

+
∑

j∈NSP v
NSP+
nijls qijnls

)
(37)

Eq. 31 defines the objective function of the TSO which is a dummy objective
function maximising the profit from the distribution of electricity. But because
eq. 32 does not allow arbitrage from TSO, actually the TSO optimises the social
welfare by redistributing electricity to nodes in need.

Eq. 33 and eq. 34 define the grid transmission constraints via DC power
flow modelling. The PTDF factor p̃nk determines how much an import/export
amount anls induces a power flow in the line k.

Eq. 35 determines the electricity demand in a node for a given load period
and probabilistic scenario, which is equal to the production in the node minus
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what is used for charging storages, plus the imports and minus the exports (anls

is negative when corresponds to exported quantities)
Eq. 36 states that the storage capacity must accommodate exogenously given

downward variation v−RES,n of the residual load curve
(∑

j∈DSP qijnls +
∑

j∈STG (qijnls − qin
ijnls)

)
,

and exogenously given upward variation v+
NSP,i,j,n of the non-dispatchable gen-

eration. The equation applies to each node. Therefore, this constraint ensures
that there is enough storage capacity to absorb excess supply from renewables
in some hours.

Eq. 37 imposes a peak constraint by requiring the dispatchable peak load
capacity to accommodate exogenously given upward variation v+

RES,n of the

residual load curve and downward variation v+
NSP,i,j,n of the non-dispatchable

generation. The equation applies to each node. Therefore, this constraint im-
poses a peak reserve margin.

The two security of supply constraints described by (eq. 36) and (eq. 37)
are imposed because of the aggregation of the real load curve into 96 typical
operating hours. Hence, conditions that are observed in the actual load curve
of a 8760-hours resolutions are missed when aggregated to 96-hours. We there-
fore include for each average value of each one of the 96 hours its variability
statistically estimated from 10-year sample of 8760 hours each.

The above problems, the players’ problem and the TSO problem, are formu-
lated as an open-loop mixed complementarity problem (MCP) and are solved
simultaneously.
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