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Photonic integration has seen tremendous progress over the previous decade, and sev-
eral integration platforms have reached industrial maturity. This evolution has prepared
the ground for miniaturized photonic sensors that lend themselves to efficient analysis
of gaseous and liquid media, exploiting large interactions lengths of guided light with
surrounding analytes, possibly mediated by chemically functionalized waveguide sur-
faces. Among the various sensor concepts, phase-sensitive approaches are particularly
attractive: offering a flexible choice of the operation wavelength, these schemes are
amenable to large-scale integration on mature technology platforms such as silicon
photonics or silicon nitride (Si3N4) that have been developed in the context of tele-
and data-communication applications. This paves the path toward miniaturized and
robust sensor systems that offer outstanding scalability and that are perfectly suited
for high-volume applications in life sciences, industrial process analytics, or consumer
products. However, as the maturity of the underlying photonic integrated circuits (PICs)
increases, system-level aspects of mass-deployable sensors gain importance. These
aspects include, e.g., robust system concepts that can be operated outside controlled
laboratory environments as well as readout schemes that can be implemented based on
low-cost light sources, without the need for benchtop-type tunable lasers as typically
used in scientific demonstrations. It is, thus, the goal of this tutorial to provide a holistic
system model that allows us to better understand and to quantitatively benchmark the
viability and performance of different phase-sensitive photonic sensor concepts under
the stringent limitations of mass-deployable miniaturized systems. Specifically, we
explain and formulate a generally applicable theoretical framework that allows for a
quantitatively reliable end-to-end analysis of the overall signal chain. Building upon
this framework, we identify and explain the most important technical parameters of
the system, comprising the photonic sensor circuit, the light source, and the detector,
as well as the readout and control scheme. We quantify and compare the achievable
performance and the limitations that are associated with specific sensor structures based
on Mach–Zehnder interferometers (MZIs) or high-Q optical ring resonators (RRs), and
we condense our findings by formulating design guidelines both for sensor concepts.
As a particularly attractive example, we discuss an MZI-based sensor implementa-
tion, relying on a vertical-cavity surface-emitting laser (VCSEL) as a power-efficient
low-cost light source in combination with a simple and robust readout and control
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scheme. In contrast to RR-based sensor implementations, MZIs can be resilient to laser
frequency noise, at the cost of a slightly lower sensitivity and a moderately increased
footprint. To facilitate the application of our model, we provide a MATLAB-based
application that visualizes the underlying physical principles and that can be readily
used to estimate the achievable performance of a specific sensor system. The system-
level design considerations are complemented by an overview of additional aspects that
are important for successful sensor system implementation such as the design of the
underlying waveguides, photonic system assembly concepts, and schemes for analyte
handling.
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1. INTRODUCTION

Waveguide-based photonic sensors lend themselves to precise and highly sensitive
analysis of a wide range of gaseous and liquid media [1–6], exploiting large interac-
tion lengths of guided light with the surrounding analyte [7], possibly mediated by
functionalized waveguide surfaces [8–10]. Utilizing established photonic integration
platforms such as silicon photonics [11–14] or silicon nitride [15–18], photonic sen-
sors are amenable to miniaturization and cost-efficient mass production and allow
for massively parallel integration of multiplexed arrays on a single photonic chip
[19]. Over the previous years, such devices have found their way into first com-
mercial products [20–27], and this evolution will continue: driven by the need for
ubiquitous data acquisition in an increasingly connected world, often described by
Internet-of-things (IoT) scenarios, research efforts in the field of photonic sensors
have intensified, and the application areas of such devices steadily expand. However,
most of the associated proof-of-concept experiments are still performed in controlled
laboratory environments, often relying on benchtop-type measurement equipment
such as highly stable tunable lasers or high-resolution spectrometers for operation
and readout. While these demonstrations have shown impressive results [1,2,5–10],
the question arises to which extent the associated performance can be transferred
to highly integrated mass-deployable sensor systems that rely on, e.g., non-ideal
light sources with limited emission power that suffer from environmental influences
such as thermal drift, and that are subject to noise as well as limited resolution of
analog-to-digital converters (ADCs).

It is, thus, the goal of this tutorial to introduce and explain a comprehensive model
for waveguide-based photonic sensor systems that allows us to estimate the impact
of the various non-idealities on the overall system performance and that can be
used for comparing and designing sensor systems for operation under real-world
constraints. Building upon the existing literature, we focus our analysis on phase-
sensitive schemes, which are particularly attractive for highly scalable low-cost
systems: in contrast to absorption-based spectroscopic sensors, where the opera-
tion wavelength is dictated by the spectral characteristics of the respective analytes,
phase-sensitive concepts are much more flexible with respect to the readout wave-
length. This allows us to choose operating wavelengths for best compatibility with
highly mature integration platforms such as silicon-on-insulator or silicon nitride
that have been developed in the context of data- and telecommunication applications.
In our analysis, we investigate different implementations of ring resonators (RRs)
and Mach–Zehnder interferometers (MZIs), which represent the most widely used
concepts for phase-sensitive integrated photonic sensors. As a particularly attractive
scenario, we consider the use of vertical-cavity surface-emitting lasers (VCSELs)
as compact and efficient light sources, along with simple photodiodes for detection.
We experimentally verify our theoretical models, provide design guidelines, and
quantify achievable performance parameters of the various sensor concepts. We find



that high-Q RRs, while showing excellent performance in laboratory experiments,
are particularly prone to laser frequency noise, which turns out to dictate the limit of
detection (LoD) when using mass-producible semiconductor lasers with linewidths
in the MHz range. In contrast to that, properly designed MZI-based sensors are much
less sensitive to laser frequency noise while offering simple operation along with
detection limits that can well compete with those of high-Q micro-resonators. Along
with the paper, we provide a MATLAB application that allows us to estimate and
compare the sensitivity and LoD of different sensor system implementations based on
noise parameters of the light source and the detection system.

This paper is structured as follows: Section 2 gives a brief overview of the state of the
art of waveguide-based photonic sensors and the associated commercial products.
Section 3 introduces a generic mathematical description of phase-sensitive sensor
systems along with the model used for deriving the sensitivity and the associated
LoD. Section 4 provides a quantitative analysis of the sensitivity and the LoD of
typical RR- and MZI-based sensor implementations. In Section 5, we experimentally
validate the model regarding the impact of laser frequency noise on the LoD, using a
low-cost 1550 nm VCSEL as a test device and a benchtop tunable light source (TLS)
as a reference. Section 6 condenses the key findings of the analysis into a set of guide-
lines for sensor design. Section 7 provides an overview of additional aspects that are
important for a successful implementation of integrated photonic sensor systems and
that are covered in the broader literature. An overall summary is found in Section 8.
Details and mathematical descriptions of the signal and noise models are given in
Appendices A–F.

2. WAVEGUIDE-BASED PHOTONIC SENSORS: STATE OF THE ART AND
COMMERCIAL PRODUCTS

This tutorial builds on the existing scientific literature and introduces a model that
allows us to estimate the performance of miniaturized phase-sensitive photonic sen-
sor systems. As a starting point for this analysis, the following paragraphs provide
an overview of the literature related to waveguide-based photonic sensors and of
commercial products that rely on such devices.

On the scientific side, waveguide-based photonic sensors have been the subject of
intensive research activities over the previous decade, and the number of publications
is steadily increasing. A comprehensive overview of the current state of the art can
be found in several scientific review articles, e.g., by Luan et al. for silicon photonic
biosensors using label-free detection techniques [28], by Zou et al. for mid-infrared
silicon photonic waveguides and devices [29], by Makarona et al. for point-of-need
bioanalytics based on planar optical interferometry [30], or by Gavela et al. for silicon
photonic biosensors [31]. These review papers provide an overview of concepts and
experimental demonstrations of integrated sensors along with a comparison of exper-
imentally demonstrated performances in terms of sensitivity and LoD. Application
demonstrations range from classical refractive index (RI) sensors to biosensors that
exploit chemically functionalized waveguide surfaces for label-free detection of cells,
bacteria, viruses, or biomolecules such as proteins or nucleic acids.

Fostered by such research, waveguide-based sensors have found their way into their
first commercial products. Prominent examples are handheld trace-gas sensors based
on absorption spectroscopy [20,21] or disposable sensor chips for bio-diagnostics
that exploit resonance shifts in photonic crystals [22–25] or in highly multiplexed
RR arrays [19,26,27]. This evolution will continue, and highly scalable miniatur-
ized sensor systems will gain importance, building the base for ubiquitous data
acquisition in an increasingly connected world. In this context, rapid transition from



proof-of-concept laboratory demonstrations to commercially viable sensor systems is
key. In the following sections, we focus on integrated phase-sensitive photonic sen-
sors, and we introduce a quantitatively reliable model that accounts for the constraints
of highly scalable miniaturized systems operated under realistic field conditions.
This model provides a fundamental understanding of concepts, design options, and
trade-offs for such systems and builds the base for important system design deci-
sions regarding the selection of the photonic circuits and the specifications of the
corresponding optoelectronic components.

3. SENSOR SYSTEM MODEL AND PERFORMANCE PARAMETERS

In the following, we introduce a high-level description of the sensor system model
(Subsection 3.1), and subsequently evaluate the sensor performance to determine
the sensor system sensitivity (Subsection 3.2) as well as the sensor system LoD
(Subsection 3.3).

3.1. Sensor System Description

The generic concept of an integrated phase-sensitive photonic sensor system is illus-
trated in Fig. 1(a). The system combines a photonic sensor chip with electronic control
and readout circuits. In view of technically and commercially viable sensor systems,
we focus our analysis on phase-sensitive concepts that rely on simple optical power
measurements rather than on more demanding spectrally resolved detection tech-
niques [32]. Note, however, that the fundamental concepts, performance trade-offs,
and design choices outlined in this analysis can be transferred to spectrally resolved
detection techniques as well, which ultimately also rely on power measurements. As
a consequence, sensor concepts that are based on, e.g., tracking of spectral features
such as resonances of RRs [33], Bragg gratings [34], or photonic crystals [24] are
ultimately subject to detection limits that are similar to the ones estimated from our
analysis.

As an example for an integrated phase-sensitive photonic sensing element, the illus-
tration in Fig. 1(a) shows an MZI with long waveguide spirals in each arm. The MZI is
part of a photonic integrated circuit (PIC) that is connected to laser sources and detec-
tors via grating couplers (GCs) [see top level “Photonics” of the stack in Fig. 1(a)].
Note that the MZI is just an example—the model developed in the following can be
generally applied to MZI and RR-based sensors. Similarly, the illustration in Fig. 1(a)
shows a VCSEL as a particularly simple light source that can be operated with small
pump currents and that can be efficiently fabricated in large quantities [35]. On the
bottom level “Electronics,” the system comprises laser drivers, photodetector (PD)
readout electronics, and ADCs, as well as digital signal processing (DSP) circuits for
electrical signal generation and evaluation. Depending on the integration level, the
ADC and the DSP circuits may be realized from discrete components on a printed
circuit board (PCB), as a monolithic field-programmable gate array (FPGA), or as an
application-specific integrated circuit [ASIC, shown in Fig. 1(a)].

3.2. Sensor System Sensitivity

A simplified schematic of the sensor PIC in the form of an MZI is illustrated in
Fig. 1(b). A certain region of the PIC, indicated by a yellow area with a magenta
waveguide section, is exposed to the environment to record a change 1env of an
environmental parameter and to convert it into a change 1ne of the effective modal
index. We define this conversion as the waveguide sensitivity Senv =1ne/1env. The
effective-index change 1ne is then translated into a phase shift in the corresponding
MZI arm and, thus, leads to a change 1T of the optical power transmission factor



T = Po/Pi between the sensor input power Pi and the sensor output power Po on
the PIC. The magnitude of the transmission change 1T for a given effective-index
change 1ne is quantified by the effective-index sensitivity Se =1T/1ne. The
transmission change 1T results in a measurable power change 1Po = Pi1T at the
output,

1Po = PiSeSenv1env = Ssys1env,

Ssys = PiSeSenv =1Po/1env,

Se =1T/1ne, Senv =1ne

/
1env. (1)

The system sensitivity Ssys is defined as the output power change 1Po with respect
to environmental changes 1env and is governed by three main factors: the effec-
tive optical input power Pi, the waveguide sensitivity Senv, and the effective-index
sensitivity Se. These quantities are described in more detail in the following
paragraphs.

Concept and model of an integrated phase-sensitive photonic sensor system.
(a) Artist’s view, comprising a photonic sensor chip with laser light sources and detec-
tors (“Photonics”), along with electronic control and readout circuits (“Electronics”).
(b) Principle of a photonic effective-index sensor. Within a sensitive waveguide
region (magenta), an environmental change 1env (yellow) is converted into a
change 1ne of the effective modal refractive index via the waveguide sensitivity
Senv =1ne/1env, and this effective-index change leads to a phase shift 1ϕ along the
sensitive waveguide region. In a phase-sensitive photonic circuit such as a Mach–
Zehnder interferometer (MZI), this phase shift leads to a change of the optical power
transmission T = Po/Pi, which is defined as the ratio of the optical output power Po

and the effective input power Pi. The effective-index sensitivity Se =1T/1ne is
defined as the ratio of the power-transmission change 1T and the effective-index
change1ne. (c) Propagation of signal and noise quantities through the sensor system.
All electronic and photonic stages add noise to the respective electrical currents I ,
optical powers P , or optical frequencies ω. The limit of detection (LoD) of the sensor
system can be quantified by the 3σ -deviation of the reconstructed effective refractive
index1ne,r. All noise-related quantities are denoted by a subscript “n”.



3.2a. Effective Optical Input Power Pi

The signal level is described by the effective optical input power Pi, which is obtained
by multiplying the physical output power PLD of the laser diode with the optical power
transmission factors of the coupling interface between the laser and the sensor PIC
and of the lossy on-chip circuits, as well as of the PIC-detector interface. In other
words, the effective optical input power accounts for all optical excess losses that
result from non-idealities of the various sensor components such as coupling losses
in chip-chip interfaces or propagation losses in on-chip transport waveguides, but
not the unavoidable loss that results, e.g., from destructive interference at the MZI
output because this is accounted for by the power transmission factor T = Po/Pi. We
quantify all these excess losses by a single power transmission factor η < 1,

Pi = ηPLD. (2)

The effective optical input power can, hence, be improved either by increasing the
laser power or by decreasing the excess loss of the various components. This calls for
advanced photonic assembly concepts and for efficient light-source integration (see
Section 7 for further details).

3.2b. Waveguide Sensitivity Senv
The waveguide sensitivity Senv describes the dependence of the effective modal index
change 1ne on a change 1env of an environmental parameter, caused, e.g., by a
change of the waveguide’s surrounding medium, by adsorption of analyte molecules
to the waveguide surface, or by a change of temperature or stress within the wave-
guide. For a given operating point, the waveguide sensitivity can be approximated by
the associated derivative,

Senv =
∂ne

∂1env
. (3)

Note that the optimization of integrated waveguides with respect to the waveguide
sensitivity Senv is a major subject in its own right [1,6,36,37]. A brief discussion of the
various design options and of the associated state of the art can be found in Section 7.

For a RI sensor, 1env is given by the RI nM of the medium that surrounds the wave-
guide. In this case, the waveguide sensitivity Senv can directly be linked to the
so-called bulk phase sensitivity Sϕ = ∂ϕ/∂nM, which is often given in radians per RI
unit (RIU) [28]. This bulk sensitivity quantifies the phase shift1ϕ =−k0L1ne accu-
mulated in a sensor waveguide of length L upon a change 1nM of the surrounding
medium,

Sϕ =

∣∣∣∣ ∂ϕ∂nM

∣∣∣∣= k0L
∂ne

∂nM
= k0L Senv. (4)

In this relation, k0 =ω/c is the vacuum propagation constant of the light, where ω
denotes the angular frequency of the optical wave, and where the vacuum speed of
light is denoted as c . For resonator-based RI sensors, the bulk sensitivity can also be
expressed by the shift1λres of a resonance wavelength per refractive-change 1nM of
the surrounding medium,

Sλ,RR =
∂λres

∂nM
=

λ

neg
Senv. (5)

Here, neg = ne − λ∂ne/∂λ is the effective group RI. Note that using wavelength-
related bulk sensitivities for MZIs is somewhat more intricate since it is strongly



dependent on the asymmetry of the interferometer arms (see Appendix A for a more
detailed discussion).

In the following analysis, we consider the waveguide design and, hence, the wave-
guide sensitivity Senv to be fixed. For a better comparability of the different sensor
concepts, independently of the underlying waveguide design, we consider 1ne as
the physical quantity to be measured in the following sections, without further dis-
cussing its origin and its quantitative relationship to the actual change 1env of an
environmental parameter. We are further only interested in RI sensors in which
1env predominantly affects the real part of the RI at the wavelength of interest while
leaving the imaginary part, i.e., the waveguide loss, virtually unchanged. This is
in contrast to absorption-based detection techniques, which rely on the molecular
absorption properties at specific wavelengths and, therefore, often require light
sources at dedicated wavelengths.

3.2c. Effective-Index Sensitivity Se
For a given set of laser, waveguide, PD, and assembly technologies, the effective opti-
cal input power Pi according to Eq. (3) and the waveguide sensitivity Senv in Eq. (3)
are fixed. The remaining degree of freedom in Eq. (1), hence, lies in the photonic sen-
sor circuit design, which defines the effective-index sensitivity Se, i.e., the ratio of the
change of the power transmission T and the underlying change of the effective-index,

Se =
∂T
∂ne
=

∂

∂ne

(
Po

Pi

)
. (6)

To quantify Se we need to consider the phase shift 1ϕ =−k0L1ne that the optical
signal accumulates during propagation through the sensitive waveguide of length L
[see Fig. 1(b) for an exemplary illustration for an MZI-based sensor]. Note that our
model is based on wave propagation of the form exp(j(ωt − βz)), where β = nek0 is
the propagation constant of the guided mode. The phase shift 1ϕ is converted into
a change of the sensor output power 1Po by either an interferometric or a resonant
circuit—the corresponding relations depend on the underlying sensor concept and on
the respective operating point (see Section 4 for a more detailed analysis). In general,
the optical power transmission T of the integrated MZI or RR fundamentally depends
on the modal power loss coefficient α and on the associated optical amplitude trans-
mission factor a = exp(−αL/2) of the sensitive waveguide section. Like Senv, the
modal power loss coefficient α depends on the waveguide technology and geometry,
and it is, hence, regarded as a constant parameter for the optimization of the sensor
system. This is a valid approach for all cases in which the sensor waveguide design is
dictated by other constraints arising, e.g., from the underlying fabrication processes.
In case the sensor waveguide design and, hence, α and Senv can be varied, a joint
optimization of the system sensitivity Ssys = PiSeSenv can be performed. In this case,
an adaptation of the waveguide design will simultaneously affect the environmental
sensitivity Senv and the effective-index sensitivity Se and may, hence, allow for an
ideal trade-off that optimizes the overall system performance. This is, e.g., useful
in applications where the evanescent field of the waveguide mode interacts with an
absorbing analyte such that an increase of Senv is unavoidably accompanied by an
increase of the absorption loss, which usually results in a decreased effective-index
sensitivity Se [6,36].

3.3. Sensor System Limit of Detection

The schematic signal propagation of the sensor system is depicted in Fig. 1(c) and
comprises currents Ii and Io, at the input of the drive laser and at the sensor output, as
well as optical signals with angular frequency ω and powers Pi and Po at the input and



the output of the photonic section (see Table 1 for a summary of the symbols). The
digitized signal of the ADC at the sensor output is described by a quantized photocur-
rent Iq. All signal quantities are random variables x ∈ {Ii, Pi, ω, Po, Io, Iq} with mean
x̄ , fluctuation δx = x − x̄ , and variance σ 2

x = x 2. The output signal of the system is a
reconstructed value1ne,r of the actual effective RI change1ne, which is distorted by
the accumulated noise contributions.

The output signal of each stage contains noise that originates from previous stages,
as well as uncorrelated random noise ζn with mean ζn = 0 and variance σ 2

ζn
= ζ 2

n

generated in the stage itself. The noise propagation through a specific stage can be
described by a linearized transfer function in the respective operating point. As an
example, the overall stochastic variance σ 2

Po
of the photonic sensor output power Po

can be approximated by

σ 2
Po
= |Po − Po|

2
= σ 2

Po,n
+

∣∣∣∣∂ Po

∂ Pi

∣∣∣∣2σ 2
Pi
+

∣∣∣∣∂ Po

∂ω

∣∣∣∣2σ 2
ω. (7)

In these relations, the overbar X̄ denotes the expectation value of the respective
expression X , while ∂ Po/∂ Pi and ∂ Po/∂ω represent the linearized transfer functions
between the sensor input power Pi and frequency ω to the sensor output power Po in
its operating point. The total variance σ 2

Po
in Eq. (7) consists of a sum of three uncor-

related noise terms, where σ 2
Po,n
= P 2

o,n represents the additive noise originating from
the sensor stage as such, while the other two terms describe the propagation of the
noisy optical power and frequency with variances σ 2

Pi
and σ 2

ω from the previous stage.
Applying the same noise propagation scheme to all other stages in the system, we
obtain an accumulated reconstruction variance σ 2

1ne,r
of the reconstructed effective

RI 1ne,r. This variance finally dictates the useful sensor resolution, and it defines the
LoD [1] as

LoD= 3σ1ne,r . (8)

A quantitative analysis of each noise source in Table 1, of the associated error propa-
gation, and of the respective impact on the total LoD is given in Subsection 4.3.

4. QUANTITATIVE ANALYSIS OF INTEGRATED PHASE-SENSITIVE
PHOTONIC SENSOR SYSTEMS BASED ON RING RESONATORS AND
MACH–ZEHNDER INTERFEROMETERS

With the overall sensor model described in Section 3 at hand, we can now perform
a quantitative analysis of the performance of sensor systems based on different pho-
tonic circuits such as RRs and MZIs. We first introduce the photonic sensor concepts

Table 1. Description of Signal Variables and Noise Contributors in a Highly
Integrated Photonic Sensor Systema

Signals Noise

Ii Laser input current (electrical) Ii,n Laser driver current noise
Pi Sensor input power (optical) Pi,n Laser intensity noise
ω Angular frequency (optical) ωn Laser frequency noise
Po Sensor output power (optical) Po,n Temperature-induced fluctuation of

sensor output power
Io Photodetector output current (electrical) Io,n Photocurrent shot noise and

additional detector noise
ADC output current (digital) Iq,n ADC quantization noise

1ne,r Reconstructed effective refractive
index

(digital) LoD Limit of detection (3σ1ne,r )

aThe cumulated noise in the reconstructed effective refractive index 1ne,r leads to a certain limit of detection.



and analytical models (Subsection 4.1), which allows us to determine the effective-
index sensitivity Se (Subsection 4.2). The corresponding mathematical relations are
summarized in Tables 2 and 3. Finally, we estimate and compare the LoD (Section 5)
for each RR- and MZI-based sensor implementation, which is summarized compre-
hensively in Table 4. Further mathematical details are provided in Tables 5 and 6 in
the appendices.

4.1. Photonic Sensor Concepts and Analytical Models

In the following, we consider three different photonic sensor implementations of
both RRs (Subsection 4.1a) as well as MZIs (Subsection 4.1b), as illustrated in Fig. 2.
In each of these two sections, we introduce the sensor concepts, explain the sensing
process, highlight key parameters, and derive the generic optical power transmission
T, which is used as a basis for the subsequent sensitivity and LoD calculations.

Schematic of common phase-sensitive integrated photonic sensors. A laser launches
an optical signal into a single-mode on-chip waveguide. All waveguide sections
within a sensitive region (yellow) are subject to an effective-refractive-index change
1ne resulting from a change 1env of an environmental parameter. The index change
is translated into a measurable change of one or more optical output powers, which
are recorded by photodiodes (PD). The corresponding change of the optical power
transmission functions T(1ne) depends on the specific implementation of the respec-
tive sensor circuit. Different implementations of photonic sensors are shaded in gray.
(a) Sensor implementations based on ring resonators, comprising an all-pass ring
resonator (RRAP) with a single through port (solid lines), an add-drop ring resonator
(RRAD) having an additional drop port bus waveguide (dotted lines), and a balanced-
detection add-drop ring resonator (RRBD) that relies on the difference signal between
the through port and the drop port (dashed lines). The associated optical power
transmission factors TAP, TAD,T, and TAD,D depend on the coupling to and from the
resonator as given by the amplitude transmission ρ1 and ρ2 of the coupling sections,
on the round trip length L , and on the round trip amplitude transmission factor a .
Analytic expressions for the various power transmission factors are given in Eqs. (10)
and (12), and in Appendix B. (b) Sensor implementations based on Mach–Zehnder
interferometers: a 1× 2 multimode interference (MMI) coupler splits the input signal
into a reference and a sensor arm. Propagation through these arms leads to different
phase shifts ϕr and ϕs at the input of the 2× 1, 2× 2, or 3× 3 MMI coupler that is
used to recombine the signals in the MZI with one (MZI1), two (MZI2) or three output
ports (MZI3), respectively. For the 3× 3 MMI coupler, the signals are fed to the first
and the last input port, whereas the second is left unconnected. In general, the optical
power transmission factors depend on the arm lengths L and L +1L of the sensing
and the reference arm, on the amplitude transmission factors a , which we assume to
be identical for both arms, on the effective refractive index ne +1ne +1ne,0 of the
sensor arm, and on its counterpart ne for the reference arm [see Eqs. (11) and (12)].



4.1a. Ring Resonators

For RR-based sensor implementations, three different readout approaches are
illustrated in Fig. 2(a). The first approach relies on a RR in a so-called “all-pass
configuration” [33], in which the ring is coupled to a single bus waveguide, which
serves both as an input and an output port (RRAP; associated elements indicated by
solid lines). In the second implementation, another bus waveguide is coupled to the
ring to tap a drop signal from the resonator that is detected by a single photodiode
(add-drop RR, RRAD)—the additional elements to RRAP are indicated by dotted lines.
The third implementation also comprises a drop waveguide but uses a pair of bal-
anced detectors (BDs) to extract the difference signal of optical powers at the through
port and at the drop port (RRBD)—the additional elements to RRAD are indicated by
dashed lines. All these implementations have specific advantages: the RRAP concept
is attractive due to its simple design and high resonator Q-factor, which leads to a
high sensitivity, RRAD allows us to multiplex several rings on a single bus waveguide,
and RRBD simplifies the feedback control to maintain the operating point of highest
effective-index sensitivity, as detailed in Subsection 4.2c.

Sensing in RRs relies on detecting a change 1ne of the effective RI within the
sensitive region, depicted in yellow in Fig. 2(a), which comprises the RR. The corre-
sponding phase shift−k0L1ne in a resonator with round trip length L causes a phase
change with respect to the round trip phase shift ϕOP,RR in the operating point. This
additional phase shift modifies the overall round trip phase ϕRR,

ϕRR =−k0L1ne + ϕOP,RR,

ϕOP,RR =−k0Lne, (9)

which then leads to a change of the optical power transmission T (see Appendix B).

Key parameters are the operating point, characterized by the round trip phase shift
and the round trip optical amplitude transmission a = exp(−αL/2), as well as the
amplitude transmission ρ1 and ρ2 and the corresponding cross coupling amplitude
transmission κ1 and κ2 at the coupling sections of the through and the drop port. The
round trip length L also dictates the free spectral range (FSR) 1ωFSR,RR of the RR,
which corresponds to the frequency increment that increases the magnitude of the
round trip phase shift k0Lne by 2π and which is given by the reciprocal of the round
trip group delay τg,RR =−∂ϕOP,RR/∂ω= negL/c = 1/1ωFSR,RR.

In the following, we assume lossless coupling sections, κ2
1 + ρ

2
1 = κ

2
2 + ρ

2
2 = 1, which

are not affected by the change 1ne of the effective-index of the waveguide mode
in the sensing region. Based on these parameters, we can calculate the optical power
transmission as a function of the effective-index change1ne and, hence, the RR phase
ϕRR (see also Subsection 4.2 and Appendix B for further details),

TAP =
ρ2

1 − 2ρ1a cos(ϕRR)+ a 2

1− 2ρ1a cos(ϕRR)+ (ρ1a)2
,

TADT =
ρ2

2a 2
− 2ρ1ρ2a cos(ϕRR)+ ρ

2
1

1− 2ρ1ρ2a cos(ϕRR)+ (ρ1ρ2a)2
,

TADD =
(1− ρ2

1)(1− ρ
2
2)a

1− 2ρ1ρ2a cos(ϕRR)+ (ρ1ρ2a)2
. (10)



4.1b. Mach–Zehnder Interferometers

For MZI-based sensor implementations, we consider three typical two-arm imple-
mentations as illustrated in Fig. 2(b), featuring 1× 2 multimode interference (MMI)
coupler for splitting the input power in a sensor arm passing the sensitive region
(depicted in yellow) and in a reference arm (depicted in green). For simplicity, we
assume both arms to have the same power transmission, and we only consider the
phase shift difference in the following calculations.

The effective RI change 1ne causes a phase shift −k0L1ne in the sensor arm and
modifies the phase difference ϕMZI = ϕs − ϕr of the optical sensor and reference sig-
nals entering the 2× 1 (MZI1), 2× 2 (MZI2), or 3× 3 MMI couplers (MZI3). All
MMI couplers are assumed to be lossless with ideal splitting ratios for equal output
powers. In absence of an effective RI change in the sensitive region, 1ne = 0, the
optical signals in the reference and in the sensor arm experience a phase difference
ϕOP,MZI, which determines the MZI operating point. The phase difference ϕOP,MZI

of the operating point may be caused either by a geometric length difference 1L
between the reference and the sensor arm or by a difference 1ne,0 of the effective
RI that occurs even in absence of an environmental change 1env. The overall phase
difference at the output of the two arms may, hence, be written as

ϕMZI = ϕs − ϕr =−k0L 1ne+ϕOP,MZI, ϕOP,MZI =−k0(L1ne,0 −1L ne),

ϕs =−k0L(ne +1ne,0 +1ne), ϕr =−k0ne(L +1L). (11)

For the MZI, the FSR 1ωFSR,MZI corresponds to the spectral period of the trans-
mission fringes and is given by the reciprocal of the group delay difference
τg,MZI =−∂ϕOP,MZI/∂ω= (L1neg,0 −1Lneg)/c = 1/1ωFSR,RR. The phase difference
ϕOP,MZI in the MZI operating point may be adjusted by design, e.g., via the geometric
length difference1L of the two arm lengths, or by using different waveguide designs
in the two arms that allow us to adjust the effective RI offset 1ne,0. These methods
may be combined with a dynamic operating-point adjustment, e.g., by implementing
electronically or thermally controlled phase shifters in the MZI arms, or by tuning
the laser frequency ω (see Subsection 4.2c). Note that the operating point 1ϕOP,MZI

of the interferometer can be set to zero independently of the operating wavelength by
matching the optical path lengths via L1ne,0 =1Lne. In this case, the group delay
difference τg,MZI ≈ 0 vanishes, thereby eliminating the frequency dependency of the
optical power transmission.

The extra outputs of the MZI2 and MZI3 implementations help in data processing
[38,39] at the cost of an increased readout complexity. Specifically, the three output
currents of the MZI3 can be processed by a Clarke transformation [40] to reduce the
three output signals to a pair of signals that represent the in-phase and the quadrature-
phase components of a complex signal with phase angle ϕMZI. This allows us to make
the sensor sensitivity independent of the operating point and further allows us to
eliminate directional signal ambiguity [41]. Note that, in principle, further output
ports may added. This, however, only increases the complexity of the photonic cir-
cuit without improving the sensor performance any further. Three output ports may,
hence, be considered an ideal trade-off between implementation complexity and
functionality. A study on fundamental limits and design considerations for a coherent
phase-readout of different kinds of MZI-based sensors can be found in [42].

Independent of the specific implementation, the change 1ne of the effective RI leads
to a change1T of the optical power transmission at the MZI outputs, which is finally
evaluated. Key parameters are the phase difference 1ϕOP,MZI in the operating point,
the length L of the sensitive waveguide section, and the amplitude transmission



factors a of the MZI arms. For a two-arm MZI having a 1× 2 MMI coupler for split-
ting the power into the two arms and a lossless µ×µ MMI coupler (µ= 2, 3, . . .)
with the first and the last input port connected to the MZI arms for recombining the
signals, the general optical power transmission T for the νth output port (ν = 1 . . . µ)
can be written as

Tν,MZIµ =
a 2

µ

(
1+ sin

(
ϕMZI + 2π

ν − 1

µ
+
π

2
mod(µ, 2)

))
,

µ= 2, 3, . . . , ν = 1 . . . µ. (12)

In this relation, ϕMZI denotes the phase difference of the optical signals entering the
two ports of the output MMI [see Eq. (11)], a 2 is the power transmission factor of the
MZI arms, and mod(µ, 2) refers to the remainder of the Euclidean division of µ by 2.
The power transmission factor a 2 is assumed to be the same for both interferometer
arms. Note that the overall power transmission Tν,MZIµ of the different MZI output
ports ν = 1 . . . µ reveals a sinusoidal dependence on the phase difference ϕMZI. These
sinusoidals are offset in phase by constant increments 2π/µ, which is a direct con-
sequence of the distinct phase relations in µ×µ MMI couplers [43]. Note also that,
for MZIµ with µ > 1, the combination of the signals in the µ×µMMI coupler does
not introduce any additional power loss. This is different for an MZI terminated by
a 2× 1 MMI (µ= 1), for which lossless combination of the signals is only possible
for constructive interference at ϕMZI = 2πm(m ∈N). In this case, the optical power
transmission can be written as

Tν,MZI1 =
a 2

2
(1+ cos(ϕMZI)). (13)

Note that in our further analysis, the power transmission factor a 2 is assumed to be the
same for both interferometer arms.

4.2. Effective-Index Sensitivity

In this section, we analytically maximize the effective-index sensitivity of the RR-
and MZI-based sensor implementations in Fig. 2 by optimizing the sensor operating
point as well as the circuit design parameters, i.e., the round trip length and coupling
coefficients for RR, and the arm length for MZI. As a baseline, we use the generic
optical power transmission T from Eqs. (10) and (12) derived in the previous two sec-
tions, and we assume a set of technologically fixed parameters, namely the vacuum
propagation constant k0 of the light source as well as the effective-index ne and the
modal power loss coefficient α of the sensor waveguide.

In order to quantify and to compare the effective-index sensitivity of all sensor imple-
mentations, we start by extending the optical power transmission T by defining
an effective optoelectronic transmission τ and sensitivity Se,τ (Subsection 4.2a).
This allows for a comparison with concepts that are relying on signals from multi-
ple outputs (RRBD, MZI2, MZI3) by including the combination of the digitized PD
currents Iq . Based on τ , we quantify the optoelectronic effective-index sensitivity
Se,τ (Subsection 4.2b), where we find general analytical expressions for both the
RR and MZI. With this sensitivity model at hand, we determine optimum operat-
ing points ϕOP,opt (Subsection 4.2c) of each sensor and derive the peak sensitivity
Se,τ,peak as a function of the remaining design parameters. We further provide details
on the operating-point control in fully integrated photonic sensor systems. We
exploit Se,τ,peak to analytically find optimum design parameters (Subsection 4.2d),
in particular for the MZI arm length and for the round trip length and the amplitude
transmission ρ1, ρ2 of the coupling sections in case of the RR. We further formulate



requirements regarding the laser diode linewidth 1ωFWHM,LD that are associated with
highly sensitive measurements in RR- and MZI-based sensor circuits. Finally, we
perform a quantitative comparison of the optoelectronic effective-index sensitivity
Se,τ,max for each RR- and MZI-based sensor implementation (Subsection 4.2e).

4.2a. Optoelectronic Transmission and Optoelectronic Effective-Index Sensitivity

In sensor systems relying on signals from multiple outputs (RRBD, MZI2, MZI3),
further processing steps such as additions or subtractions are required in the electronic
or digital domain to obtain the output signal. To include these steps in our model, we
extend the optical power transmission T of all sensor types by defining an effective
optoelectronic transmission,

τ = f (T,<). (14)

The effective optoelectronic transmission τ comprises the additional processing
steps of the analog or digitized electric signals as well as the overall electric readout
responsivity <, which accounts for the photodiode responsivity and for the gain of
any electrical readout amplifiers. For simplicity, we assume the same frequency-
independent electric readout responsivity < for the various output ports of the
photonic sensor circuits. In analogy to Eq. (6), we can then define an optoelectronic
effective-index sensitivity,

Se,τ =
∂τ

∂ne
, (15)

that refers to the optoelectronic transmission τ rather than to the optical transmission
T. For sensor circuits with only one output (RRAP, RRAD, MZI1), the optoelectronic
transmission τ can be obtained from the optical transmission T by a simple multi-
plication with the electric readout responsivity <, τ =<T, and Eq. (15) simplifies
to Se,τ =<Se. For sensor circuits with multiple outputs (RRAP, RRAD, MZI1), fur-
ther processing of the acquired and digitized photocurrents Iq is involved, leading to
additions and subtractions of the respective optical power transmission factors. The
effective optoelectronic transmission τ of the three RRs and the three MZI circuits is
shown in Column 2 of Table 2. For the case of MZI3, the phase difference between
the MZI arms can be extracted by merging the three readout signals into a complex-
valued optoelectronic transmission function τ and by determining its argument (see
the last row of Table 2).

4.2b. Sensitivity Analysis of RR- and MZI-Based Sensors

In the following, we develop quantitative models for the effective optoelectronic
transmission and the optoelectronic effective-index sensitivity of RR- and MZI-based
sensors. For the three RR-based implementations, we assume that the rings have
identical round trip lengths L , modal power loss coefficients α, and effective group
refractive indices neg = ne +ω∂ne/∂ω and, thus, identical intrinsic Q-factors Qi ,
which are defined as the product of the cavity resonance frequencyωres and the photon
lifetime τc,

Qi =ωresτc = neg
k0

α
. (16)

In the subsequent analysis, we consider different coupling strengths of the RR to
the single (RRAP) or the pair (RRAD, RRBD) of bus waveguides, which we quantify
by the quality ratio c Q = Q/Qi of the loaded Q-factor Q and the intrinsic, unloaded
Q-factor Qi ,



Q = c Q Qi, c Q ≤ 1. (17)

For loaded high-Q RRs, the power transmission characteristics can be approximated
by a Lorentzian for the drop ports, and by its complement to unity transmission
for the through ports. This is done by a Taylor approximation of the cosine term
cos(ϕRR)≈ 1− (ϕRR − ϕres)

2/2 in Eq. (10) for small offsets 1ϕRR = ϕRR − ϕres of
the round trip phase from that the nearest resonance ϕres = 2π m(m ∈N), i.e., for
|1ϕRR| � 1 (see Appendix C for details). For the remainder of this subsection, we
assume for simplicity that the RR is operated at its optical resonance frequency
ωres in the absence of an effective-index change, i.e., for 1ne = 0, and we consider
the change of the effective optoelectronic transmission τ as a function of 1ne. The
dependence of the effective optoelectronic transmission τ on the effective-index
change1ne is then given by the simplified Lorentz-based optoelectronic transmission
functions in the third column of Table 2 for the RRAP, the RRAD, and the RRBD imple-
mentation. In Subsection 4.2c, we will consider the choice of the optimum operating
point given by a phase offset 1ϕOP,RR, which is adjusted by tuning the laser away
from the resonance frequency of the ring. This simply corresponds to a horizontal
shift of the effective optoelectronic transmission characteristics—the transmission
characteristics for any other operating point ϕOP,RR can be obtained by replacing 1ne

in Rows 2, 3, and 4 of Table 2 through1ne − ϕOP,RR/(k0L). Note that, when using the
Lorentzian approximation, the effective optoelectronic transmission characteristics of
a ring-based sensor are fully defined by two simple parameters: the resonance depth
or output contrast τ̂ and the resonance width 1neg,FWHM,RR = neg/Q with respect to
effective-index change1ne (see also Table 6 in Appendix C).

Based on these models, Fig. 3(a) shows the effective optoelectronic transmission
τ as a function of an effective-index change 1ne for the various RR-based sensor
implementations. For the RRAP and the RRAD, we investigate the case of critical
coupling (superscript “CC”) as well as an under-coupled (superscript “UC”) imple-
mentation, for which the coupling to the through and drop port is chosen to maximize
the sensitivity in the optimum operating point (see Subsection 4.2d). The two black
lines in Fig. 3(a) correspond to the critically coupled (CC) RRAP ( RRCC

AP , solid black
line, c Q = 1/2) and to its under-coupled (UC) counterpart ( RRUC

AP , dashed black line,
c Q = 2/3). Similarly, the two red lines in Fig. 3(a) correspond to RRAD, again CC
(RRCC

AD, solid red line, c Q = 1/4) and UC (RRUC
AD, dashed red line, c Q = 1/3) For the

Table 2. Effective Optoelectronic Transmission τ of the Different RR-Based and
MZI-Based Sensor Implementations as Defined in Fig. 2a,b,c

Sensor Effective Optoelectronic Transmission τ Output
Impl. General Simplified Contrast τ̂ /<

RRAP τRRAP
=<TAP


1−

0+

1−

 τ̂
1

1+

(
21ne

neg/Q

)2

1− (a−ρ1)
2

(1−ρ1a)2

RRAD τRRAD
=<TADD

(1−ρ2
1 )(1−ρ

2
2 )a

(1−ρ1ρ2a)2

RRBD τRRBD =<(TAD − TADD)
(a+1)(ρ1

2
−1)(aρ2

2−1)

(1−ρ1ρ2a)2

MZI1 τMZI1
=<T1,MZI1

τ̂ /2× (1+ cos(1nek0 L + ϕOP,MZI)) a 2

MZI2 τMZI2
=<(T2,MZI2

− T1,MZI2
) τ̂ /2× sin(1nek0 L + ϕOP,MZI) 2a 2

MZI3

τMZI3
=<(2T2,MZI3

− T3,MZI3
− T1,MZI3

)

+j<
√

3(T3,MZI3
− T1,MZI3

)
τ̂ /2× exp(−j(1nek0 L + ϕOP,MZI)) 2a 2

aFor each sensor implementation indicated in Column 1, Column 2 gives a general expression for the optoelectronic
transmission τ , assuming the same electric readout responsivity < for each output.
bThe relations in Column 3 refer to the simplified τ for an effective-refractive-index change 1ne that are derived in
Appendices B and C. These relations depend on the normalized output contrast τ̂ in Column 4 as a parameter.
cFor the ring resonators, we assume that the device is operated at its optical resonance frequency, i.e., ϕOP,RR =

2πm(m ∈N), in the absence of an effective-index change (1ne = 0). Choosing an optimum operating point accord-
ing to Subsection 4.2c corresponds to a simple shift of the effective optoelectronic transmission characteristics τ
along 1ne.



RRBD, we only consider an UC implementation (RRUC
BD, solid blue line, c Q = 1/3),

which simultaneously maximizes sensitivity and leads to perfect power transmission
balancing of the two output ports in the optimum operating point.

The sensitivity Se,τ , Fig. 3(c), is obtained by taking the derivative of the effective
optoelectronic transmission τ with respect to the effective-index change 1ne [see
Eq. (15)]. Qualitatively, the effective optoelectronic transmissions of RRAP show
steeper slopes with respect to 1ne and, thus, a higher peak sensitivity Se,τ,peak

compared to those of RRAD and RRBD. This can be understood from the fact that
both RRAD and RRBD require a second waveguide to be coupled to the ring, which
decreases the loaded Q-factor and, hence, reduces the slope of the Lorentzian
that approximates the resonance. Furthermore, slightly UC resonators outperform
CC RRs.

We also formulate simplified expressions for the optoelectronic transmission τ of
the various MZI-based sensor implementations (see the third column of Table 2),
which have been derived from Eqs. (11)–(13). It can be seen that the output con-
trast of the MZI1 is only half of all other MZIµ versions (see Column 4 of Table 2).
Figure 3(b) shows the corresponding effective optoelectronic transmission τ as a
function of the effective-index change 1ne. We limit our consideration to the range
1ne ∈ [−π; +π ]/(k0L), exploiting the fact that the transmission characteristics
are periodic with respect to 1ne, where the period is given by the effective-index
increment that increases the MZI phase difference ϕMZI by 2π . For the case of MZI2

(MZI3), we additionally indicate the individual contributions MZI2i (MZI3i ) of the
various MMI coupler outputs ν = 1, 2 (ν = 1, 2, 3) in dashed lines. This leads to a
pair of sinusoidals that are phase-shifted by π in case of MZI2 and to three sinusoidals
that are phase-shifted by 2π/3 for MZI3. Note that for MZI3, the optoelectronic
transmission is a complex number (see Column 3, last row in Table 2), for which
we plot the magnitude only. The MZI sensitivity shown Fig. 3(d) is again obtained
by taking the derivative of the effective optoelectronic transmission τ with respect
to the effective-index change 1ne. Note that for the plots in Figs. 3(b) and 3(d), we
assume operating points for which the phase difference of the two arms corresponds
to an integer multiple of 2π , ϕOP,MZI = 2π m(m ∈Z). The transmission characteristics
of any other operating points defined by a non-zero phase offset 1ϕOP,MZI can be
deduced from the plots by shifting the abscissa by1ϕOP,MZI/(k0L).

4.2c. Optimum Operating Points and Peak Sensitivity

For RRs, the optimum operating points offering the peak sensitivity Se,τ ,peak can be
found at the inflection points of the Lorentzian that approximates the optical power
transmission in the vicinity of the resonance frequency ωres. Using the relations
summarized in Appendix C, Table 6, we can calculate the phase offset in the optimum
operating point of a RR as

1ϕOP,RR,opt =±
1

2
√

3

αL
c Q

. (18)

In a typical experiment, a resonance is found by either tuning the input laser fre-
quency or the effective RI of the waveguide in the resonator until minimum (RRAP)
or maximum (RRAD) power transmission is achieved. From this resonance condi-
tion, the optimum operating point can be reached either through a frequency offset
1ωOP,RR,opt =ωres/(2

√
3Q) or through a RI offset 1ne,OP,RR,opt = neg/(2

√
3Q) (see

Table 6 in Appendix C).

For MZI1 and MZI2, the operating points for peak sensitivity Se,τ ,peak can be found
accordingly, leading to phase offsets,



Optoelectronic transmission τ and optoelectronic effective-index sensitivity Se ,τ of
the different sensor implementations based on ring resonators and MZI. (a) Effective
optoelectronic transmission τ of RR-based implementations. For better comparabil-
ity, all rings are assumed to have the same round trip length L , the same modal power
loss coefficient α, the same effective group refractive index neg, and, thus, the same
intrinsic Q-factor Qi . We plot the diagrams for a critically coupled all-pass ring res-
onator (RRCC

AP , solid black line) and for its under-coupled counterpart (RRUC
AP , dashed

black line), for a critically coupled and for an under-coupled add-drop ring resonator
each with a single photodetector (RRCC

AD, solid red line, and RRUC
AD, dashed red line),

and for an under-coupled add-drop ring resonator with balanced detection at the out-
put (RRUC

BD, solid blue line), for which the photonic circuit is identical to that of RRUC
AD.

The results are normalized by the electric readout responsivity<, which is assumed to
be the same for the various outputs. For single-output sensors, the quantity τ/<= T
gives the optical transmission. Relevant transmission changes happen around the res-
onance for 1ne =±α/k0 =±neg/Qi. For simplicity, we assume that, in the absence
of an effective-index change (1ne = 0), the devices are operated at an optical res-
onance frequency, i.e., ϕOP,RR = 2πm(m ∈N). The transmission characteristics for
any other operating point defined by a non-zero phase offset1ϕOP,RR can be deduced
from the plots by shifting the abscissa by1ϕOP,RR/(k0L). (b) Effective optoelectronic
transmission of single-, double-, and triple-output Mach–Zehnder interferome-
ters (MZI1, MZI2, MZI3; black, red, and blue lines). Solid lines correspond to the
individual outputs; dashed–dotted lines show combined effective optoelectronic
transmissions. The trace plotted for MZI3 refers to the magnitude of the complex
effective optoelectronic transmission obtained from the last row of Table 2. For sim-
plicity, we assume identical arm lengths and that, in the absence of an effective-index
change (1ne = 0), the phase shifts in the MZI two arms are identical or differ by an
integer multiple of 2π ϕOP,MZI = 2πm(m ∈N), The transmission characteristics of
any other operating point defined by a non-zero phase offset1ϕOP,MZI can be deduced
from the plots by shifting the abscissa by 1ϕOP,MZI/(k0L). (c), (d) Optoelectronic
effective-index sensitivity Se,τ = (1/<)(∂τ/∂ne) of the RR and MZI, nor-
malized by the electric readout responsivity <. For single-output sensors,



Se,τ/<= Se. Peak sensitivities Se,τ,peak in the optimum operating point are marked
with crosses in all subfigures. Quantitative values can be found in Table 3. The trace
for MZI3 again refers to the magnitude of the complex optoelectronic effective-index
sensitivity obtained from the last row of Table 2. In this case, Se,τ is independent of
the operating point.

1ϕOP,MZI,opt =±
π

2
+

{
0 for MZI1,
π

2 for MZI2.
(19)

The effective optoelectronic transmissions of MZI1, MZI2, and MZI3 are drawn in
solid lines. For MZI3, the sensitivity is again a complex number for which we only
plot the magnitude. Due to the advantageous signal combination, the magnitude of the
sensitivity does not depend on the operating point for MZI3.

With the optimum operating points at hand, we can now formulate relations for the
associated peak sensitivity. To this end, we first express the peak sensitivities of RR-
and MZI-based sensor implementations in terms of the output contrast τ̂ between
minimum and maximum transmission of the respective device, as specified in the last
column of Table 2,

Se,τ,peak =

{
3
8 2
√

3 Q
neg
τ̂ = 3

8 2
√

3 k0
α

c Qτ̂ for RR,
τ̂

2 k0L for MZI.
(20)

To derive these relationships, we assumed again that the power transmission of the
RRs can be approximated by a Lorentzian for the drop ports, and by its complement
to unity transmission for the through ports [see Eqs. (C1) and (C2) as well as Table 6
of Appendix C]. For the RR, the output contrast τ̂ represents the amplitude of this
Lorentzian, which is equivalent to the resonance depth, and c Q = Q/Qi refers to the
ratio of the loaded Q-factor Q and the intrinsic, unloaded Q-factor Qi, [see Eq. (17)].
For MZI1 and MZI2, τ̂ is given by the peak-to-peak swing of the effective transmis-
sion τ when tuning the MZI phase difference ϕMZI over 2π . For MZI3, τ̂ is calculated
by summing over the output contrasts of the individual output ports.

Note that maintaining the optimum operating point of sensors based on RR, MZI1, or
MZI2 is not a trivial task. In many cases of practical interest, the fabrication process
of the sensor PIC is imperfect, such that it is impossible to reliably set the opti-
mum operation point by design. In this case, a method to actively tune the system
to 1ϕOP,RR,opt or 1ϕOP,MZI,opt is required. Furthermore, the operating points are
affected by long-term drifts, caused, for example, by temperature or degradation
effects. As a consequence of these drifts, measurement of absolute quantities over
extended periods of time is usually much harder than detecting abrupt changes. As
an example, relative measurements are usually sufficient for biosensors that detect
binding events of target analytes to functionalized waveguide surfaces, which typ-
ically occur over time scales of a few minutes [27]. In contrast to that, long-term
monitoring of absolute gas concentrations crucially relies not only on robust sen-
sor calibration, but also on effective elimination of drift phenomena. To this end, it
is necessary to equip the sensor system with appropriate stabilization mechanisms
and/or feedback loops that can dynamically adjust tuning parameters to maintain
the optimum operating point. This tuning can rely on, e.g., waveguide sections with
thermal or free-carrier-injection phase shifters, a technique that is applicable to both
MZIs and RRs. For RRs and asymmetric MZIs with non-zero group delay difference
τg,MZI = (L1neg,0 −1Lneg)/c , the operating point may also be set by tuning the laser
frequency. This is not an option in the case of symmetric MZIs with zero or very small
group delay differences, which lead to an FSR 1ωFSR,MZI = 1/τg,MZI that exceeds the



tuning range of the underlying light source. On the other hand, sensor systems based
on symmetric MZIs are less sensitive to laser frequency noise (see Subsection 4.3 for
details).

For the balanced-detection schemes such as in the RRBD and MZI2 sensor implemen-
tations, the associated feedback loop to control these tuning elements is simple, as
the effective optoelectronic transmission τ in the optimum operating point is always
exactly zero. The feedback control loop just has to minimize τ and, hence, does not
require any reference bias. It can be designed without knowledge of the expected
signal levels, which may even vary over time.

For MZI1, RRAP, and RRAD, a more sophisticated feedback loop is required to tune
to the optimum operating point. As an example, a small phase modulation can be
employed that can easily be extracted at the sensor output. In the optimum operating
point, the modulation amplitude at the senor output reaches a maximum, since the
phase sensitivity is maximized along with the optoelectronic effective-index sen-
sitivity. The feedback control loop has then to maintain the maximum modulation
amplitude at the output.

For the MZI3-based implementation, the sensitivity is independent of the operating
point, which renders active feedback control unnecessary and, thus, vastly reduces
system complexity. Moreover, a large dynamic range at constant sensitivity can be
obtained by unwrapping the measured phases, provided that the acquisition band-
width at the sensor output is fast enough to continuously track the phase change.
Combining an unbalanced MZI3 with a sufficiently large modulation of the operation
wavelength allows for endless phase unwrapping even if the signal is not tracked
continuously [41].

4.2d. Optimum Design Parameters for Overall Maximum Sensitivity

In the preceding sections, we have calculated the transmission functions and the
extended effective optoelectronic transmission functions that define the effective-
index sensitivities for a set of selected sensor implementation examples. We found
that each sensor can be tuned to an optimum operating point that offers the highest
sensitivity toward changes of the effective RI in the sensitive regions [see Eq. (20)].
We will now expand our consideration and globally optimize the sensor design to
identify the fundamental sensitivity limit that can be achieved for a given technology-
specific modal power loss coefficient α and a given operating wavelength λ= 2π/k0.
In this consideration, the only remaining design parameters are the arm length L
for the MZI and the round trip length L along with the amplitude transmission ρ1,
ρ2 of the coupling sections for the RR. In the following, we analytically optimize
these parameters based on Eq. (20) to obtain a maximum sensitivity, where, for the
case of RRs, ρ and L are also encoded in c Q and τ̂ . We only discuss the results in the
subsequent paragraphs—the mathematical details of this optimization are given in
Appendix D.

Ring resonator coupling coefficients. The top panel of Fig. 4(a) shows the peak
optoelectronic effective-index sensitivity Se,τ ,peak of an all-pass RR (RRAP) tuned to
the optimum operating point relative to the maximum achievable peak optoelectronic
effective-index sensitivity Se,τ ,max as a function of the amplitude transmission ρ1

of the coupling section between the ring and the bus waveguide. Notably, Se,τ ,max

is achieved for an UC RR (ρ1 =
√

a ) and not for critical coupling (ρ1 = a ). For the
add-drop configuration (RRAD), Se,τ ,peak depends on the amplitude transmission ρ1

and ρ2 of the through port and drop port coupling sections and is plotted as a colored
contour map in the bottom panel of Fig. 4(a). Also here, Se,τ ,max is found in a slightly
UC regime (ρ1 = ρ2 = a), yielding a roughly 20% higher peak sensitivity compared



to the CC case (ρ1 = ρ2a). The characteristics for the add-drop configuration with
balanced detection (RRBD) are the same as for RRAD.

Device length. Figure 4(b) shows the peak sensitivities of different RR- and MZI-
based sensor implementations as a function of the attenuation αL . For MZI, an
optimum arm length of Lopt = 1/α can be found. This optimum results from the fact
that large arm lengths increase the accumulated phase shift but decrease the optical
power transmission and, hence, the output contrast. Exploiting the full potential of
low-loss waveguide technologies through MZI-based sensors, hence, requires large
device footprints.

For RR, we consider different implementations based on all-pass (RRAP), add-drop
(RRAD), and balanced-detection (RRBD) schemes. We consider both CC and UC
implementations, see Table 3 for the exact choice of the amplitude transmission ρ1

and ρ2 of the coupling sections. Irrespective of the exact RR-based sensor implemen-
tation, the sensitivity is essentially length-independent for αL� 1, provided that
the coupling coefficients are adapted to the respective value of a = exp(−αL/2) as
indicated in Fig. 4(a). Note that αL� 1 is typically the case for RRs with radii on the
order of tens of micrometers realized on state-of-the-art integration platforms.

Note that our considerations did so far not take into account any non-idealities of the
drive laser such as frequency noise, quantified by a non-zero linewidth, which can
lead to a fading of the sensitivity. In the following, we consider laser sources with
non-zero linewidths. To cover the range of practically relevant line shapes, we per-
form the analysis for both Lorentzian and Gaussian line shapes (see Appendix D) for
details. The results are shown in Fig. 4(c). We can observe a fading of the optoelec-
tronic effective-index sensitivity if the laser linewidth1ωFWHM,LD approaches the full
width at half-maximum1ωFWHM,RR of the ring resonance or the MZI FSR1ωFSR,MZI.
As a rule of thumb, the laser linewidth should be kept 2 orders of magnitude smaller
than the spectral features of the sensor transmission characteristics. Specifically, for
high-Q RRs, the laser linewidth becomes a particularly crucial parameter and may
set an upper limit for usable RR Q-factors for a laser with a given linewidth. Note

Table 3. Peak Optoelectronic Effective-Index Sensitivity Se,τ,peak and Maximum
Peak Optoelectronic Effective-Index Sensitivity Se,τ,max Along with Corresponding
Optimized Design Parameters for the Various RR- and MZI-Based Sensor
Implementationsa,b,c,d

L opt ρ1,opt ρ2,opt c Q
τ̂

<
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<

Se,τ,peak
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3

4
3
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3
3
×

k0
α

(∗)
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1
α

– – – 1
e

1
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1
2e
×

k0
α

(∗)
MZI2

1
α

– – – 2
e

0 1
e
×

k0
α

(∗)
MZI3

1
α

– – – 2
e

1
e

a 1
e
×

k0
α

(∗)

aNote that, due to the complex-valued transmission τ of MZI3, we specify |τOP|/<.
bFor the ring resonators (RR), we assume a given vacuum wavenumber k0 and modal power loss coefficient α and
calculate the peak optoelectronic effective-index sensitivity Se,τ,peak in the optimum operating point for different
implementations based on all-pass (RRAP), add-drop (RRAD), and balanced-detection (RRBP) schemes as defined in
Fig. 2.
cThe quantity a = exp(−αL/2) denotes the round trip amplitude transmission factor. The maximum peak optoelec-
tronic effective-index sensitivity Se,τ,max is obtained for the under-coupled (UC) implementations, indicated by an
asterisk (∗) in the last column. For the critically coupled (CC) implementations of RRAP and RRAD, the peak sensi-
tivity Se,τ,peak is smaller than for the UC implementation.
dThe parameters a , ρ1, and ρ2 fully define the quality ratio c Q = Q/Q i of the RR [see Eq. (17)], as well as the effec-
tive output contrast τ̂ and the effective optoelectronic transmission τOP for RR and MZI in the respective optimum
operating point. For the MZI, we choose the optimum arm length L = 1/α.



Design optimization for maximum peak optoelectronic effective-index sensitivity and
comparison of sensor implementations. (a) Influence of the amplitude transmission ρ1

and ρ2 of the through port and drop port coupling sections on the peak optoelectronic
effective-index sensitivity Se,τ ,peak of all-pass (RRAP, top panel) and add-drop (RRAD,
bottom panel) RR with indications of over-coupled (OC), under-coupled (UC), and
critically coupled (CC) regimes. Se,τ ,peak is normalized to its maximum peak value
Se,τ ,max for the respective configuration. The characteristics for the add-drop con-
figuration with balanced detection (RRBD) are the same as for RRAD. For the RRAP

configuration, critical coupling is achieved for ρ1 = a . For the RRAD and RRBD con-
figurations, critical coupling requires ρ1 = aρ2, indicated by a dashed line in the lower
panel. (b) Influence of RR round trip length (red) and MZI arm length (blue) on the
peak effective-index sensitivity Se,τ ,peak, normalized by the electric readout responsiv-
ity <. Optimum device lengths are marked with crosses. Note that, for the case of RR
in a certain coupling state, the effective-index sensitivity is essentially independent
of the round trip length L as long as the round trip attenuation is small, αL� 1. For
the MZI, an optimum arm length of Lopt = 1/α can be found. (c) Sensitivity fading
caused by frequency noise of the drive laser, quantified by a finite linewidth. We
consider Lorentzian as well as Gaussian emission spectra, which are characterized
by their full widths at half-maximum 1ωFWHM,LD. For RR, 1ωFWHM,LD imposes a
lower practical limit on the spectral width 1ωFWHM,RR of the resonance and, hence,
leads to an upper limit of the usable Q-factor for a given laser source. Note that these
limitations do not apply to the MZI, since 1ωFSR,MZI can always be made arbitrar-
ily large by matching the group delay in the two arms. (d) Comparison of the peak
effective-index sensitivity Se,τ ,peak and the fundamentally achievable maximum peak
effective-index sensitivity Se,τ ,max for the various sensor concepts. All sensitivities are
given as fractions of k0/α and are ultimately limited the modal power loss coefficient
α. Note that higher wavenumbers k0 do generally not increase the optoelectronic



effective-index sensitivity Se,τ : for a given quantum efficiency of the photodetector,
the electric readout responsivity < is inversely proportional to the photon energy and,
hence, to the vacuum wavenumber k0 =ω/c , which exactly cancels the influence
of k0 on Se,τ . For a given waveguide technology, the MZI can ultimately perform
almost as well as the RR while being insensitive to the laser linewidth. For MZIs as
well as under-coupled (UC) ring resonators, the graph indicates the maximum peak
effective-index sensitivities Se,τ ,max that can be achieved. These implementations are
marked with a white asterisk (*).

that, besides the decreased optoelectronic effective-index sensitivity, laser frequency
noise can also add to the overall noise of the readout signal, thereby impairing the
LoD—see Subsection 4.3d for a more detailed discussion. Note also that MZIs are
not subject to any fundamental limitations related to the laser linewidth: by matching
the group delays in the two arms, the MZI FSR 1ωFSR,MZI can always be made much
larger than any practically relevant laser linewidth.

4.2e. Sensitivity Comparison of Optimized Sensor Implementations

Assuming optimum device lengths Lopt and amplitude transmission factors ρ1,opt and
ρ2,opt of the RR coupling sections, and neglecting detrimental effects that result from
non-zero laser linewidths, we can calculate the peak optoelectronic effective-index
sensitivity Se,τ ,peak and the fundamentally achievable maximum peak optoelectronic
effective-index sensitivity Se,τ ,max of the various sensor concepts (see Appendix D for
details). The results are indicated in Fig. 4(d), and the corresponding sensor parame-
ters are summarized in Table 3. The right-hand part of Fig. 4(d) shows the maximum
peak effective-index sensitivity Se,τ ,max of MZI with optimized arm lengths in dif-
ferent output configurations. The more complex implementations MZI2 and MZI3

allow us to enhance Se,τ ,max by using appropriate combinations of the output signals.
Specifically, MZI2 uses a balanced detection of two complementary photodiode
currents, which allows us to double Se,τ ,max compared to MZI1. Moreover, balanced
detection leads to zero effective transmission τOP in the optimum operating point and,
thereby, simplifies feedback control for operating point stabilization. MZI3 provides
the same sensitivity as MZI2 and is additionally insensitive with respect to the oper-
ating point [39,41], eliminating the need of a feedback control for operating-point
stabilization. The left-hand part of Fig. 4(d) shows Se,τ ,peak of typical RR-based sensor
implementations.

For the same ring cavity, the RRAP implementation generally outperforms the corre-
sponding RRAD concept by a factor of 4 due to the increased power loss introduced by
the additional waveguide that is coupled to the RRAD resonator. For both implementa-
tions, optimized UC operation leads to the maximum peak effective-index sensitivity
Se,τ ,max, which outperforms the best Se,τ ,max of CC operation by roughly 20%. For
RRAD, the optimized UC sensors are furthermore easier to reliably fabricate due to
symmetric coupling gaps of the two tapping bus waveguides. The RRBD exploits both
the drop and through ports and increases Se,τ ,max by a factor of 3 compared to only
using the drop port.

Moreover, RRUC
BD implementations allow us to push the effective transmission τOP in

the optimum operating point to zero, which simplifies feedback control for operating-
point stabilization. Note that the optoelectronic effective-index sensitivity Se,τ of
an integrated phase-sensitive sensor can generally not be increased by using shorter
operation wavelengths and, hence, larger wavenumbers k0 =ω/c , even though the
normalization of the vertical axis by k0/α might suggest this: for a given quantum
efficiency of the PD, the electric readout responsivity < is inversely proportional to



the photon energy and, hence, to the vacuum wavenumber, which exactly cancels the
effect that the phase change is proportional to k0.

Comparing broadly the various RR- or MZI-based sensor implementations, we find
that the maximum peak effective-index sensitivity Se,τ,max ∝ α

−1 is ultimately dictated
by the modal power loss coefficient α. This can be intuitively understood: in RR, the
ratio k0/α is directly linked to the Q-factor since k0/α = Qi/neg, as shown in Eq. (16),
and, hence, the slope of the Lorentzian resonance, as shown in Eq. (20). In MZIs, k0/α

is related to the fundamental design trade-off between phase sensitivity and output
contrast. The fundamental dependency of Se,τ,max on k0 is eliminated due to the elec-
tric readout responsivity <, which accounts for the photodiode responsivity for the
gain of any electrical readout amplifier, as well as for processing steps of the analog or
digitized electric signals.

4.3. Limit of Detection

In Subsection 4.2, we have compared the different RR- and MZI-based sensor imple-
mentations in terms of their sensitivity toward a change 1ne of the effective RI in
the sensitive waveguide region. We will now quantify and compare the LoD, i.e., the
smallest RI change 1ne that can be detected by the various sensors. To this end,
we assume that all deterministic influences can be eliminated by proper technology
control, device design, and calibration, and we, thus, disregard fabrication errors
and the corresponding waveguide/component errors or splitter/coupler/detector
imbalances as well as absolute sensor temperature or stress. Note that controlling
the impact of these deterministic errors is a complex task in its own right, and a wide
range of approaches has been explored in the literature. Apart from improved fab-
rication processes [44,45] and error prediction [46], photonic components can be
designed specifically for increased tolerance with respect to fabrication errors [47].
Moreover, waveguides or waveguide pairs in interferometer arms can be designed
to minimize temperature effects [47–50], and on-chip as well as off-chip reference
structures can be employed to compensate for environmental drift [27,51]. Factory
calibration mechanisms can account for variations in the fabrication process [52], and
advanced readout concepts and signal processing can dynamically recalibrate the sen-
sor system at runtime [41]. Consequently, the remaining unavoidable measurement
uncertainty and the associated LoD of the photonic sensor system are associated only
with stochastic noise sources, which we analyze in the following paragraphs.

The noise propagation model is illustrated in Fig. 5. As noise sources ζn, we con-
sider laser frequency and intensity (power) noise ωn and Pi,n with variances σ 2

ωn
=ω2

n

and σ 2
Pi,n
= P 2

i,n, which partially result from noise Ii,n of the laser drive current [see
Fig. 1(c)]. Note that our model treats the laser frequency and intensity (power) noise
ωn and Pi,n as statistically independent random variables and does not account for
the exact dependence of these quantities on the drive current noise Ii,n. This is illus-
trated by dashed lines in Fig. 5. We further include temperature fluctuations ϑn

between the sensor and the co-integrated reference structure on the photonic chip,
which are characterized by a variance σ 2

ϑn
. In the model shown in Fig. 1(c), these

temperature fluctuations are accounted for via a temperature-induced fluctuation
Po,n with variance σ 2

Po,n
= P 2

o,n of the optical sensor output power Po. At the detector

side, we consider the photocurrent shot noise Is,n with variance σ 2
Is,n
= I 2

s,n as well as

additional PD noise INEP,n with variance σ 2
INEP,n
= I 2

NEP,n, quantified by the so-called
noise-equivalent power (NEP). Both of these noise currents contribute toward the
total output-photocurrent noise Io,n with variance σ 2

Io,n
= I 2

o,n [see Figs. 1(c) and 5].
We further account for quantization noise introduced by analog-to-digital conver-
sion of the photocurrent, described by a quantization noise current Iq,n with variance



σ 2
Iq,n
= I 2

q,n. All these noise sources ζn ∈ {ϑn;ωn; Pi,n; Is,n; INEP,n; Iq,n} are treated as

random variables with zero mean ζn = 0 that have associated variances σ 2
ζn
= ζ 2

n .
Note that the subscript “n” in these quantities refers to newly added noise in a certain
stage of the sensor signal chain, in contrast to the noise that was accumulated from
previous stages and that is denoted by symbols without subscript “n” [see Eq. (7)]. In
the following, we assume for simplicity a unity propagation factor through the ADC,
|∂ Iq/∂ Io|

2
= 1, and add all three detection-related current noise variances to obtain

the variance σ 2
Iq
= σ 2

Is,n
+ σ 2

INEP,n
+ σ 2

Iq,n
of the quantized output current Iq.

The propagation of these noise quantities and of the associated noise variances σ 2
ζn

through the system is illustrated in Fig. 5. Each noise variance σ 2
ζn

is associated with a
noise propagation factor Wζ that describes the propagation of σ 2

ζn
through the sensor

system to the overall variance σ 2
1ne,r

of the reconstructed effective RI change1ne,r. In
the illustration of Fig. 5, each noise propagation Wζ is associated with a solid trace of
the respective color that connects the variance of the respective noise source (colored
ellipse) to the overall variance σ 2

1ne,r
(green ellipse).

Assuming that the various noise sources are statistically independent, the overall vari-
ance σ 2

1ne,r
can, thus, be expressed as a sum of the variances σ 2

ζn
weighted with the cor-

responding noise propagation factors Wζ ,

σ 2
1ne,r
=

∑
ζ

Wζσ
2
ζn
, Wζ =

∣∣∣∣∂1ne,r

∂ζn

∣∣∣∣2, ζn ∈
{
ϑn;ωn; Pi,n; Is,n; INEP,n; Iq,n

}
,

σ 2
1ne,r
=Wϑσ

2
ϑn︸ ︷︷ ︸

σ 2
1ne,r,ϑ

+Wωσ
2
ωn︸ ︷︷ ︸

σ 2
1ne,r,ω

+WPiσ
2
Pi,n︸ ︷︷ ︸

σ 2
1ne,r,Pi

+WIsσ
2
Is,n︸ ︷︷ ︸

σ 2
1ne,r,Is

+WINEPσ
2
INEP,n︸ ︷︷ ︸

σ 2
1ne,r,INEP

+WIqσ
2
Iq,n︸ ︷︷ ︸

σ 2
1ne,r,Iq

. (21)

In this relation, the contribution of an individual noise source ζn to the uncertainty
of the reconstructed effective RI 1ne,r is quantified by the associated reconstruction
variances σ 2

1ne,r,ζ
=Wζσ

2
ζn

. In order to quantify the total LoD according to Eq. (8),
we calculate the 3σ − deviation of the reconstructed effective RI 1ne,r that results
from the various noise contributions according to Eq. (21).The following sections
are dedicated to the detailed quantification of all discussed noise-related terms,
i.e., the noise variances σ 2

ζn
(Subsection 4.3a), the corresponding noise propagation

factors Wζ (Subsection 4.3b), and the associated reconstruction variances σ 2
1ne,r,ζ

(Subsection 4.3c). This allows us to perform a quantification and comparison of
the LoD (Subsection 4.3d) for each RR- and MZI-based sensor implementation.
The mathematical details on the noise variances, noise propagation factors, and
reconstruction variances are summarized in Table 4.

4.3a. Noise Variances

Regarding temperature variations, we assume that the absolute temperature of the
sensor can be accounted for by proper stabilization, calibration, and referencing
[49], and that the sensor and the reference structures are based on waveguides with
negligible differences in thermo-optic coefficients (TOCs) [50]. Note that, in gen-
eral, on-chip temperature variations do not affect MZIs and RRs alike. For MZIs,
the temperature-dependent behavior of the power splitter at the input and the power
combiner at the output, typically realized as MMIs or directional couplers, as well as
of the waveguides in the sensor and reference arms have to be taken into account. For
the couplers, careful design can at least reduce the impact of temperature fluctuations,
whereas temperature-induced shifts of the phase difference between sensor and refer-
ence arms can be largely suppressed by balancing arm lengths and waveguide TOCs.



Illustration of the noise propagation. The individual noise quantities ζn ∈

{ϑn;ωn; Pi,n; Is,n; INEP,n; Iq,n} with associated additive noise variances σ 2
ζn

, indi-
cated by filled colored ellipses, propagate through different stages of the sensor
system and contribute to cumulative noise variances of the intermediate quantities
σ 2
1ne

, σ 2
ϕ , σ 2

Po
, σ 2

Io
, and σ 2

Iq
, all indicated by white ellipses. For simplicity, we assume

all noise quantities to be uncorrelated, such that the variances of the respective con-
tributions toward the overall reconstruction variance σ 2

1ne,r
may simply be added

[see Eq. (21)]. We consider laser frequency noise ωn (brown) and intensity (power)
noise Pi,n (dark green) with variances σ 2

ωn
=ω2

n and σ 2
Pi,n
= P 2

i,n, neglecting a potential
correlation of these quantities, which might result from their joint dependence on
laser drive current noise Ii,n with variance σ 2

Ii,n
= I 2

i,n. We further consider temperature
fluctuations ϑn (purple) between the sensor and the co-integrated reference structure
on the photonic chip, which feature a variance σ 2

ϑn
. At the detector side, our model

includes the photocurrent shot noise Is,n with variance σ 2
Is,n
= I 2

s,n as well as additional

photodetector noise INEP,n with variance σ 2
INEP,n
= I 2

NEP,n, quantified by the so-called
noise-equivalent power (NEP), both contributing toward the total photocurrent noise
Io ,n at the sensor output with variance σ 2

Io,n
= I 2

o,n (magenta). We further account for
quantization noise introduced by the digital-to-analog conversion of the photocurrent
Io , described by the quantization noise current Iq,n with variance σ 2

Iq,n
= I 2

q,n (blue).
The noise propagation factors Wζ from each noise variance σ 2

ζ to the reconstruction
variance σ 2

1ne,r
(light green) of the effective refractive index 1ne ,r are depicted by

solid traces of the color associated with the respective noise source. The various noise
propagation factors Wζ are obtained by multiplying the linearized small-signal power
transmission factors of the stages along the respective noise path. These small-signal
power transmission factors of the various stages are indicated in arrow-shaped ochre
fields, with simplified expressions in gray next to the respective field. The calculation
of the noise propagation factors Wω and Wϑ can be simplified by skipping the explicit
calculation of the error propagation via the intermediate quantities σ 2

ϕ , σ 2
Po

, σ 2
Io

, and
σ 2

Iq
, but instead taking the detour indicated by the dotted lines. To this end, we first

translate the temperature fluctuations ϑn or the frequency noise fluctuations ωn into
equivalent fluctuations of the effective refractive index ne , which are then propa-
gated to the cumulative variance σ 2

Iq
of the quantized output current by reusing the

results from the sensitivity calculations of Subsection 4.2, |∂ Iq/∂1ne|
2
= |PiSe,τ |

2.
As this term cancels with the term |PiSe,τ |

−2 associated with the reconstruction of the
effective-index change 1ne ,r from the quantized output current Iq , we obtain simple
expressions for the impact of these two noise sources on the associated reconstruction
variance, σ 2

1ne,ϑ
= TOC2σ 2

ϑn
and σ 2

1ne,ω
= (neg/ω)

2σ 2
ωn

(RR), and σ 2
1ne,ω
= 0 (MZI with

group-delay-matched arms).



In case of a balanced MZI with athermal couplers, the output signal is not distorted
by absolute temperature drifts that affect both arms alike, as the MZI reference arm
inherently acts as a temperature reference. For RRs, the temperature-dependent prop-
erties of the coupling section as well as of the sensor waveguide within the resonator
have to be taken into account, which can again both be reduced via athermal designs.
However, in contrast to MZIs, there is no configuration that inherently compensates
the temperature dependence of the phase shift in the RR waveguide, and a dedicated
reference RR has to be added for independent measurement of the temperature-
dependent behavior. The data measurement from the reference structure can then be
used for compensating the temperature dependence, e.g., by suitable feedback control
or signal processing techniques. In general, sensor and reference waveguides should
be routed in close proximity and with good thermal coupling to one another, ideally
using interleaved circuit layouts that eliminate the impact of on-chip temperature
gradients [53]. In addition, further temperature reference structures can be included
on a chip or package level to eliminate the impact of global temperature offsets by
appropriate signal processing techniques.

As a consequence, stochastic on-chip temperature fluctuations remain as the only
noise contribution. These fluctuations are quantified by the variance σ 2

ϑn
of the tem-

perature difference between the photonic sensor and the corresponding reference
structure, which contribute to output power fluctuations Po,n of the sensor. For MZIs,
σ 2
ϑn

relates to the variance of the temperature difference between the two interferom-
eter arms, whereas for RRs, σ 2

ϑn
represents the variance of the temperature difference

between the sensor ring and the corresponding reference ring.

Table 4. Quantification of Various Noise Sources Along with the Corresponding
Noise Propagation Factors as Defined in Eq. (21) and Fig. 5a,b,c,d,e

Temperature
ζn = Tn

Laser
Frequency
ζn =ωn

Laser
Intensity
ζn = Pi,n

PD Shot
Noise
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Relative
implementation
impairments

RRCC
AP × 1 × n2

eg × 4/27 × 32/27 × 64/27 × 64/27
RRUC

AP × 9/48 × 54/48 × 27/16 × 4/3
RRCC

AD × 16/3 × 256/9 × 1024/27 × 256/27
RRUC

AD × 3 × 18 × 27 × 16/3
RRUC

BD × 0 × 2 × 6 × 16/3
MZI1 × 1

×

(
1neg,0 − neg

1L
L

)
︸ ︷︷ ︸

=0(∗)

× 1 × 4e × 4e × 4
MZI2 × 0 × 2e × 2e × 4
MZI3 × 0 × 2e × 6e × 8/3

aThe columns refer to different noise sources ζn within the sensor system, which contribute to the total limit of
detection (LoD).
bThe second and the third row relate to analytic descriptions of the individual noise variances σ 2

ζn
at their origin

and to the corresponding noise propagation factors Wζ through the sensor system to the reconstructed value of the
effective-index change 1ne,r.
cThe subsequent rows describe the associated reconstruction variances σ 2

1ne,r ,ζ
that contribute to the uncertainty of

1ne,r and that, thus, quantify the minimum detectable refractive-index change.
dNote that these reconstruction variances are split up into base expressions for each noise source, which are iden-
tical for all sensor implementations, fourth line, as well as into implementation-dependent multiplication factors,
which show the implementation-specific impairments for the operating points according to Table 3.
eFor RR, impairments by laser frequency noise are unavoidable. In case of MZI, the impact of laser frequency noise
can be diminished by using symmetric devices with matched group delays in the two interferometer arms, leading
to a zero multiplication factor, indicated by an asterisk (∗).



Regarding laser frequency fluctuations, it is not possible to state a universal ana-
lytical expression for σ 2

ωn
since frequency noise spectra of integrated lasers differ

strongly. In theory, the variance σ 2
ωn

of the laser frequency fluctuation can be obtained
by integrating the one-sided laser frequency noise spectrum SF( f ) over the relevant
frequency interval [1/Tobs, 1 f ], where Tobs denotes the overall observation during a
complete set of measurements while1 f denotes the electronic acquisition bandwidth
of the sensor system [see also Eq. (39) in Appendix E]. In practice, however, this
approach is hard to apply, since the laser frequency noise spectrum SF( f ) usually
increases strongly toward small Fourier frequencies f → 0 such that the integral
diverges for Tobs→∞. Specifically, real lasers without frequency stabilization are
typically subject to slow frequency drift, which leads to an additional 1/ f γ -part in
the frequency noise spectrum, where γ typically lies between 0 and 2 [54]. For most
sensor systems with typical acquisition bandwidths 1 f in the kHz or the lower MHz
range, the contribution of this 1/ f γ -part dominates the variance σ 2

ωn
of the frequency

fluctuations, while the spectrally white frequency noise background can be neglected.
As a consequence, the intrinsic linewidth of the laser source, which is given by the
spectrally white component of the frequency noise, is often not a relevant metric for
laser sources in integrated phase-sensitive photonic sensors. For a given laser source,
the frequency fluctuations usually have to be measured individually using, e.g., a
heterodyne technique (see Appendix E for details).

The variance of the laser output power fluctuation is denoted as σ 2
Pi,n

and can be cal-
culated from the relative intensity noise (RIN) spectrum SRIN( f ), which is often
expressed in dB Hz−1 [55]. Note that for the typically small electronic acquisition
bandwidths 1 f employed in sensing applications, the RIN spectrum is mostly flat.
The input power variance can, hence, be approximated as σ 2

Pi,n
= P 2

i RIN1 f , where
the quantity RIN refers to the constant, one-sided spectral density SRIN( f ) in the limit
of low frequencies and is a commonly used performance metric for lasers. Note that
both σ 2

Pi,n
and σ 2

ωn
may sensitively depend on the fluctuations of the laser drive cur-

rent as well as on temperature fluctuations of the laser, in which case the respective
variances may be correlated. For simplicity, we neglect this effect in our analysis.

The variance σ 2
Io,n

of the PD output current fluctuations comprises both the pho-
tocurrent shot noise as well as additional noise contributions of the detector circuit
such as thermal noise and dark-current shot noise, which, for a given device, are
often quantified by the NEP. For a given internal noise level, the NEP specifies the
optical input power of the PD that leads to a signal-to-noise ratio of one at the out-
put. Photocurrent shot noise is characterized by the variance σ 2

Is,n
= 2qe Io1 f , here

expressed as a function of the average output current Io in the operating point, the
acquisition bandwidth 1 f , and the elementary charge qe [56]. In contrast to that,
the NEP-related current noise is independent of the actual signal level and features
a variance σ 2

INEP,n
=<

2NEP21 f [57]. In this relation, < denotes the electric read-
out responsivity that accounts for the responsivity of the PD and for any optional
subsequent amplifiers (see Subsection 4.2a). Furthermore,1 f is the electronic acqui-
sition bandwidth, and the NEP level, specified in W/

√
Hz, is assumed to be constant

within 0< f <1 f .

Finally, we consider quantization noise originating from a finite ADC resolution of
N bits, which does not depend on the acquisition bandwidth 1 f . The quantization
process introduces an erroneous current Iq,n characterized by the associated variance
σ 2

Iq,n
= LSB2/12 [58], where LSB is the quantization step corresponding to the least

significant bit as defined by the ADC range as well as resolution N. Since we need to
tune the sensors to the optimum operating point, and since we assume that we cannot
reliably set the initial operating point by design, the ADC has to cover the whole range



from zero output current to maximum output current Io,max at each output port, and,
thus, LSB= Io,max2−N.

The equations required to calculate the noise variances σ 2
ζn

for all noise sources ζn are
listed in Row 2 of Table 4. The noise variance models above show that the acquisition
bandwidth 1 f is a major factor for the noise analysis. The measurement bandwidth
is connected to the integration time Tint and to the minimum required sampling fre-
quency fs by Tint = 1/ f s = 1/(21 f ). Except for quantization noise, choosing an
appropriate integration time is, hence, crucial for the sensor performance. The rela-
tions shown in Row 2 of Table 4 indicate that the noise variances σ 2

Pi,n
, σ 2

Is,n
, and σ 2

INEP,n

of the laser RIN as well as of the PD shot noise and NEP decrease for smaller acqui-
sition bandwidths 1 f or longer integration times Tint, i.e., longer averaging pays off
and can eventually render the impact of these noise sources insignificant. In contrast
to this, the stochastic processes describing temperature and laser frequency noise are
not mean-free, thus leading to reconstruction variances that eventually grow with
longer integration times. This can be quantified by the respective Allan variances
[59], which exhibit typical bathtub-like characteristics when plotted as a function of
integration time. To obtain reliable results for measurements with long observation
times Tobs, the non-stationary portions of these noise sources have to be eliminated
by suitable stabilization or referencing systems. A detailed discussion with respect to
laser frequency noise can be found in Appendix F.

4.3b. Noise Propagation Factors

The noise propagation factors Wζ for each noise source ζn can be obtained following
the concept of the noise propagation model described in Fig. 5, where we again use
linear approximations for all transmission functions in the respective operating point.
The resulting noise propagation factors are specified in Table 4, Row 3.

To explain these relations, let us first consider the propagation factor WIs related to
PD shot noise with variance σ 2

Is,n
(see Column 5 in Row 3 of Table 4), which translates

into an equivalent reconstruction variance σ 2
1ne,r,Is

=WIsσ
2
Is,n

of the reconstructed
effective RI change 1ne,r (see also Fig. 5). For calculating the noise propagation fac-
tor WIs , we exploit the fact that changes of the effective-index are related to changes of
the output current via the optoelectronic effective-index sensitivity ∂ Io/∂ne = PiSe,τ

(see last column of Table 3 for the corresponding expressions of the various sen-
sor implementations). The reconstruction algorithm of a properly calibrated sensor
exactly inverts this relationship such that the contribution σ 2

1ne,r,Is
of the shot noise

to the variance of the reconstructed effective-index change 1ne,r can be expressed
as σ 2

1ne,r,Is
= σ 2

Is,n
/|PiSe,τ |

2. The overall noise propagation factor can, thus, be written
as WIs = |PiSe,τ |

−2. This noise propagation factor does not only apply to shot noise
but can generally be used to calculate the contribution of any current noise to the
uncertainty of the reconstructed effective RI1ne,r, WIs =WIq =WINEP (see Columns 6
and 7 in Row 3 of Table 4). In the case of laser RIN, the associated noise propagation
factor WRIN = |τ |

2WIo = |τ |
2
|PiSe,τ |

−2 additionally contains the squared magnitude
of the effective optoelectronic transmission |τ |2, which describes the translation of
the input power variance σ 2

Pi
to a contribution toward the variance σ 2

Io
of the sensor

output current Io (see Column 4 in Row 3 of Table 4). Hence, all four noise sources
considered so far, i.e., laser intensity noise, photodiode shot noise, photodiode NEP
noise, and quantization noise, have a noise propagation factor that is proportional to
|PiSe,τ |

−2. For these noise contributions, a large sensitivity always helps to reduce the
associated LoD.

The remaining noise sources are on-chip temperature fluctuations ϑn and laser fre-
quency noise ωn (see Columns 2 and 3 in Row 3 of Table 4). Both effects have direct



impact on the phases ϕRR and ϕMZI according to Eqs. (9) and (11). For these noise
sources, the noise propagation factors Wϑ and Wω are finally independent of the
sensitivity-related term |PiSe,τ |

2.

In the case of temperature fluctuations, the noise propagation factor Wϑ can be
obtained by calculating the relationship between a temperature-difference fluctuation
ϑn and the corresponding fluctuation 1ne,ϑ = TOC ϑn of the effective-index dif-
ference between the sensor and the reference waveguide. The propagation of this
effective-index perturbation 1ne,ϑ to the output current Io and the subsequent propa-
gation through the reconstruction algorithm are given by |PiSe,τ |

2 and |PiSe,τ |
−2,

respectively, such that the net effect cancels. This leads to a noise propagation
factor Wϑ = TOC2

|PiSe,τ |
2
|PiSe,τ |

−2
= TOC2 as indicated in Row 3, Column 2 of

Table 4. In the graphical illustration of the noise propagation model in Fig. 5, this
corresponds to a detour in the noise propagation path as illustrated by the purple
dashed line, which directly connects the variance σ 2

1ne
of the RI difference with

the variance σ 2
Iq

of the quantized output current. The propagation factor Wω for
laser frequency noise can be obtained in a similar way by considering the asso-
ciated shift of the sensor operating point ϕOP. To this end, we again calculate the
equivalent effective RI change 1ne,ω that would lead to the same operating-point
phase shift 1ϕOP as a laser frequency shift ωn. The two quantities are related by
1ne,ω = (∂ϕOP/∂1ne)

−1(∂ϕOP/∂ω)ωn = (−1/k0L)(∂ϕOP/∂ω)ωn. The propagation
of the effective-index perturbation 1ne,ω to the output current Io and the subsequent
propagation through the reconstruction algorithm does again not have any overall
effect, thus leading to a noise propagation factor Wω = (1/k0L)2(∂ϕOP/∂ω)

2 (see
Column 3 in Row 3 of Table 4 as well as brown dashed signal propagation in Fig. 5).
For RRs, this simplifies to Wω = (neg/ω)

2, where neg = ne +ω(dne/dω) denotes
the group RI of the waveguide mode that is subject to the frequency fluctuation.
In the case of MZIs, the frequency dependence ∂ϕOP,MZI/∂ω of the phase difference
in the operating point can be approximated by ∂ϕOP,MZI/∂ω≈ (ϕOP,MZI/ω)× (neg/ne)

[see Eq. (E1) in Appendix E].

4.3c. Reconstruction Variances

With the help of the noise variances σ 2
ζn

and the noise propagation factors Wζ

explained in the previous two paragraphs, we now calculate the individual con-
tributions σ 2

1ne,r,ζ
=Wζσ

2
ζn

of each noise source ζn to the overall reconstruction
variance σ 2

1ne,r
of the reconstructed effective RI in the sensitive region. For bet-

ter comparison, we split up the results into noise-type-specific base expressions,
which are identical for all sensor implementations (fourth row of Table 4), as well
as into sensor-implementation-dependent multiplication factors (subsequent rows of
Table 4).

It is important to note that the reconstruction variances σ 2
1ne,r,ζ

depend on the operat-
ing point and that the implementation-dependent factors shown in Table 4 are only
valid in the optimum operating points, as defined in Eq. (18) for RRs and Eq. (19)
for MZIs. In these operating points, we can use specific values for the optoelectronic
transmission τ = τOP and the optoelectronic effective-index sensitivity Se,τ = Se,τ,peak

or Se,τ = Se,τ,max (see Table 3). Outside the optimum operating point, the reconstruc-
tion variances σ 2

1ne,r,ζ
can be obtained by calculating τ and Se,τ from the generic

transmission according to Eqs. (10) and (12) along with the relations of τ according
to Column 2 of Table 2. Note that in the case of multi-output implementations such
as the MZI2, MZI3, and RRBD, the implementation-dependent factors of the recon-
struction variances σ 2

1ne,r,ζ
can include covariance terms that result from correlations

of the noise in the different output signals. As an example, the current fluctuations



of the different output signals caused by laser RIN are correlated, while the current
fluctuations originating from the NEP or the shot noise of the various PDs are not.

Regarding laser frequency noise, impairments are unavoidable for RR-based sensor
implementations. In contrast to this, the impact of laser frequency noise in MZI-based
schemes can be diminished by using symmetric devices with matched group delays in
the two interferometer arms, leading to a zero multiplication factor as indicated by an
asterisk in Table 4.

4.3d. LoD Comparison of Optimized Sensor Implementations

With a fully quantified noise analysis according to Table 4 at hand, we now compare
the different sensor implementations and discuss the impact of each noise source on
the associated LoD. The results of this analysis are visualized in Fig. 6. In a first step,
we analyze the contributions of the different noise sources to the LoD—the results are
plotted in the first row and denoted as Fig. 6(a). We then compare how the individual
sensor and readout implementations are affected by each noise source—this is shown
in the second row and denoted as Fig. 6(b). Finally, we quantitatively estimate typical
contributions of the various noise sources to the LoD and identify dominating effects
for each sensor implementation [see Fig. 6(c)].

LoD as a function of noise-source parameters. The individual contributions σ 2
1ne,r,ζ

of the various noise source ζn to the overall variance σ 2
1ne,r

of the reconstructed
effective-index difference 1ne,r can be used to calculate the associated individual
LoD contributions LoDζ = 3σ1ne,r,ζ , each of which corresponds to the sensors’ total
LoD in case all other noise sources are negligible. If several noise sources are rel-
evant, the overall LoD can be calculated as the square root of the sum of squares of
the individual LoD, where we assume for simplicity that the various noise sources are
statistically independent,

LoD =

√∑
ζ

LoD2
ζ . (22)

Each individual LoDζ is plotted for all noise sources in Fig. 6(a), each as a function
of typical underlying noise variances and/or other key parameters of the associated
noise source. According to Table 4, the LoDζ of all noise sources that directly affect
the signal level, i.e., the laser intensity noise (ζn = Pi,n), the PD shot noise (ζn = Is,n),
and NEP (ζn = INEP,n), and the quantization noise (ζn = Iq,n) are all proportional to
α/k0. For the plots in Fig. 6(a), we assume a rather large α/k0 = 5× 10−5, which
corresponds to a silicon waveguide with 10 dB/cm at λ= 1.55 µm. As a comparison,
a silicon nitride waveguide with 2.3 dB/cm at λ= 0.6 µm yields α/k0 = 5× 10−6

and, thus, reduces the contributions of these four noise sources by an order of mag-
nitude. We assume an effective group RI of neg = 4 for the sensor waveguides,
which is a typical number in silicon photonics and which is only relevant for the
frequency noise-related LoDω (see the third column of Table 4). We further assume
an acquisition bandwidth of 1 f = 100 Hz, which generally impacts all but the
quantization-noise-related LoDIq . Note that the contribution LoDϑ of temperature
fluctuations also depends on the acquisition bandwidth, even if we do not account
for a quantitative relationship in our model. Furthermore, we assume perfect photo-
diodes with a quantum efficiency of one, which are only affected by PD shot noise.
Regarding the effective optical input power Pi, we do not make any assumption
in the context of Fig. 5(a) but treat it as a variable parameter that can change over
many orders of magnitude [see Column 4 of Fig. 5(a)]. The effective input power
Pi is only relevant for the contributions LoDIs and LoDINEP from PD shot noise and
NEP noise, while the LoD contributions of all other noise sources are independent



Limit of detection (LoD) for measured effective-refractive-index changes in vari-
ous RR- and MZI-based sensor implementations. The individual contributions
LoDζ of the various noise sources ζn are calculated using the equations in Table 4
and are plotted in Columns 1–5. Assuming for simplicity that the noise sources ζn

are statistically independent, the overall LoD can be calculated as the square root
of the sum of squares of the individual LoDζ , as shown in Eq. (22). The LoDζ ,
resulting from noise sources that directly affect the signal level, are proportional
to α/k0, which is set to α/k0 = 5× 10−5 in this plot. For LoDω originating from
laser frequency noise, we assume neg = 4 to quantify the impact on RR-based sensor
implementations. The choice for α/k0 and neg reflect the situation for typical sil-
icon photonic waveguides. For LoDIs originating from photodetector shot noise,
we assume perfect photodiodes with <= qe/(~ω), and we assume an acquisi-
tion bandwidth of 1 f = 100 Hz. (a) Individual LoDζ contributions of the various
noise sources ζn plotted for the RRCC

AP sensor implementation as a reference. Dotted
magenta lines indicate typical cases found in integrated sensors. The impact of
temperature fluctuations between sensor and reference structures is plotted for two
different thermo-optic coefficients (TOCs), as shown in Column 1. The impacts
of photodetector shot noise and noise-equivalent power are plotted as a function
of the effective optical input power Pi defined in Eq. (2) for three different noise-
equivalent power (NEP) levels, as shown in Column 4. Depending on Pi and NEP,
the device is either shot-noise-limited or NEP-limited. (b) LoD impairments of
various sensor implementations with respect to the RRCC

AP considered as a reference
case in (a). The LoD impairments of these implementations differ from that of the
RRCC

AP by constant factors, which are indicated by colored bars. A missing bar indi-
cates that the respective sensor implementation is not prone to this specific noise
source. Temperature fluctuations have the same impact on all sensor implementa-
tions. Laser frequency noise is a problem only for RR-based sensors. For the MZI,
the impact on the LoD can be mitigated by matching the group delay of the sensor
and reference arm, which effectively decouples the effective-index sensitivity from
a sensitivity toward frequency noise. Laser intensity noise can be mitigated by sen-
sor implementations using multiple output ports that measure power differences
rather than absolute levels. For the photodetector noise sources, we consider the



two extreme cases of shot-noise limitation (lower bar) and NEP limitation (upper
bar). For quantization noise, the ADC ranges are scaled to capture the full contrast
of the respective current. (c) LoD bottlenecks of the various sensor implementations
compared on a logarithmic color scale for the typical noise parameters marked by
dashed magenta lines in (a). For these parameters, noise sources affecting the sensor
waveguide phase, i.e., sensor temperature variations and, in case of RR-based imple-
mentations, laser frequency fluctuations, have the largest impact on the LoD, whereas
the impact of intensity, photodetector, and quantization noise is manageable.

of Pi. For the sake of visual clarity, we restrict our analysis of the various LoDζ in
Fig. 6(a) to only one sensor implementation, namely a CC all-pass RR (RRCC

AP), which
serves as a reference for the subsequent discussion. For all other sensor implemen-
tations, the LoDζ are either zero or they follow the same trends and lie within the
same order of magnitude, such that they can be quantified by a simple multiplier
[see discussion of Fig. 6(b) below]. The five plots in Fig. 6(a) allow us to quickly
estimate the LoD contributions LoDζ of the various noise sources and to formulate
requirements for individual sensor system components if a certain target LoD has to
be achieved. Dotted magenta lines and crosses indicate noise-source parameters and
the corresponding LoDζ found in typical integrated sensors and serve as reference for
a specific case study [see discussion of Fig. 6(c) below].

In Column 1 of Fig. 6(a), the LoD impact of temperature fluctuations between sen-
sor and reference structures is plotted for two different TOCs, TOC= 10−4 K−1

[60,61] and TOC= 10−5 K−1, which are typical magnitudes for silicon and sil-
icon nitride waveguides, respectively. Note that the TOC is not just the TOC
of the core material but refers to the effective TOC of the overall waveguide,
i.e., the ratio of an effective-index change and the associated temperature change.
The corresponding LoD contribution scales as LoDϑ ∝ TOC× σϑn . Columns 2
and 3 of Fig. 6(a) show the LoD contribution of the laser frequency and inten-
sity noise, which scale as LoDω ∝ σωn/ω and LoDPi ∝ σPi,n/Pi ≈

√
RIN1 f ,

respectively. The combined impact of PD shot noise and various levels of PD
NEP are plotted in Column 4 of Fig. 6(a) as a function of the effective input
power Pi. Note that the effective optical input power Pi does not directly correspond
to the power of the underlying laser diode but additionally accounts for all optical
excess losses that result from non-idealities of the various sensor components such
as coupling losses in chip-chip interfaces or propagation losses in on-chip transport
waveguides [see Subsection 3.2 and Eq. (2)]. The device is either shot-noise-limited
for large Pi or small NEP with a LoDIs ∝

√
1 f /Pi, or it is NEP-limited for small

Pi or large NEP with a LoDNEP ∝
√
1 f /Pi. The critical input power Pi that marks

the crossover between the shot-noise-limited and NEP-limited regime depends on
the NEP level. In most sensor realizations, either one or the other can be neglected.
Column 5 of Fig. 6(a) shows the LoD contribution of quantization noise as a function
of the number of ADC bits N, which scales with LoDIq ∝ 2−N.

LoD comparison of the different sensor implementations. In Fig. 6(a), we have
analyzed the LoD contributions for the RRCC

AP reference sensor implementation.
Figure 6(b) shows how the various other sensor types perform in relation to this ref-
erence. The relative impact of the various noise sources is described by colored bars,
where a bar length of 1 corresponds to the LoD of the RRCC

AP reference, and where a
missing bar indicates that this sensor implementation is not prone to this specific noise
source. As an example, the identical bar lengths in Column 1 of Fig. 6(b) indicate that
the relative temperature differences between sensor and reference structures have
the same impact on all sensor implementations. This is a consequence of the fact that



temperature-induced fluctuations of the effective-index difference between the sensor
and reference structure cannot be separated from the sensor signal itself, irrespective
of the underlying sensor implementation. Column 2 of Fig. 6(b) compares the impair-
ments with respect to laser frequency noise. Here, we observe a distinct advantage of
the MZI-based sensor implementations compared to their RR-based counterparts. In
MZI, the group delay of the two arms can be matched such that the optical phase at
the output of the arms is always perfectly correlated, since the corresponding signals
were emitted by the same light source at the same instant of time. When bringing
these signals to interference, any phase or frequency noise of the light source cancels.
Note that this phenomenon is independent of the absolute group delay in each arm.
It is, hence, possible to simultaneously maximize the optoelectronic effective-index
sensitivity Se,τ by selecting the optimum sensor arm length Lopt = 1/α, and miti-
gating the effects of laser frequency fluctuations by adapting the group delay of the
reference arm to that of the measurement arm. For all MZI-based sensors, LoDω is,
hence, zero [see the lower part of Column 5 of Fig. 6(b)]. This decoupling of opto-
electronic effective-index sensitivity Se,τ and sensitivity toward frequency noise is
not possible in RRs, which rely on interference of portions of incoming light with
portions of light of previous round trips, all of which were emitted by the light source
at different instants of time and, hence, feature uncorrelated phases. Tailoring the
optoelectronic effective-index sensitivity Se,τ by appropriate choice of the round trip
length, thus, unavoidably affects the impact of frequency noise. As consequence,
the LoDω increases in proportion to the optoelectronic effective-index sensitivity
Se,τ . This effect is independent of the detection scheme and the Q-factor of the cou-
pled cavity, i.e., all RR-based sensor implementations are equally impaired by laser
frequency noise [see the upper part of Column 5 of Fig. 6(b)]. Note that, while the
sensitivity of a RR-based sensor implementation can always be increased by a higher
Q-factor, the LoD is eventually limited by the frequency noise of the laser source.
Increasing the resonator Q-factor, hence, becomes ineffective once LoDω dominates
the overall LoD. The comparison of the sensor implementations with respect to laser
RIN is shown in Column 3 of Fig. 6(b). It turns out that sensors that use multiple out-
put ports and, thus, measure power differences rather than absolute levels can mitigate
the impact of RIN if the operating point is chosen correctly. Furthermore, we find that
the RRAP implementations outperform their respective RRAD counterparts, mainly
due to the higher optoelectronic effective-index sensitivity. For the PD noise sources
shown in Column 4 of Fig. 6(b), relative impairments for the two extreme scenarios,
i.e., the shot-noise-limited regime as well the NEP-limited regime, are shown by a
pair of narrower bars for each sensor type. The relative impairments attributed to
these two cases of PD noise differ slightly for the sensor implementations, e.g., due
to the different implementation-dependent sensitivities, the different number of PDs,
and the different average power levels on each PD. Due to its superior sensitivity, the
RRAP again features a comparatively low LoD contribution. The effect of quantiza-
tion noise on the sensor implementations is shown in Column 5 of Fig. 6(b) and is
almost identical for all sensor implementations. The slight differences here are caused
again by the implementation-dependent sensitivity differences, combined with a
scaled ADC range that matches the implementation-specific maximum output current
Io,max = Pi<T̂ of each detector, where T̂ is the optical output contrast of each individ-
ual output port, which can be calculated from Eqs. (10) and (12) (see, for example,
Table 5 in Appendix B for RRs).

Identification of typical LoD limitations. In order to identify the noise source that
dominates the total LoD, we indicate in Fig. 6(c) the magnitude of the individual
LoDζ for typical noise parameters. These noise parameters and their impact on the



various LoDζ of the RRCC
AP are indicated by dashed magenta lines in Fig. 6(a). The

colors in Fig. 6(c) indicate the order of magnitude of the respective LoD contribution.

It can be seen in Column 1 of Fig. 6(c) that fluctuations of the temperature difference
between sensor and reference structures may have substantial impact on the LoD,
both for MZIs and RRs. The displayed LoDϑ ≈ 3× 10−6 is obtained for σϑn = 10 mK,
which assumes a typical distance between sensor and reference structures of 100 µm
along with random temperature gradients with a standard deviation of the order of
1 K/cm and TOC of the order of 10−4 K−1, roughly corresponding to the TOC of a
silicon waveguide [60]. The detrimental effects of temperature differences between
on-chip sensor and reference structures can be mitigated by different measures. First,
sensor and reference structures should be positioned as close to each other as possible,
for example, by designing the MZI arms as interleaved spiral waveguides [62] or
by using similar techniques for nesting RRs with non-circular shapes. Second, the
exposure of the sensing and reference structures to potential temperature changes
should be matched. For example, a microfluidic channel that might transport a fluid
with a different temperature as the PIC itself, and that is flowing over the sensi-
tive waveguide area, should also flow over the reference waveguide area, and the
reference waveguide should not be shielded from these temperature effects by iso-
lating claddings. Third, the geometry and/or materials of the sensor and reference
waveguides can be adjusted to lower the effective TOC [63,64].

The effect of laser frequency fluctuations as the second noise source that directly
affects the phase shift in the sensor waveguide is shown in Column 2 of Fig. 6(c).
We find that frequency fluctuations cause a large LoDω ≈ 10−5 in RR-based sensor
implementations. For our estimation, we assume a typical value of σωn/ω

∼= 10−6,
which roughly corresponds to a laser operating at 1.55 µm with a long-term standard
deviation of the emission frequency of σωn = 2π × 100 MHz (see Appendix F). Note
that these rather large fluctuations are usually dominated by the low-frequency part of
the laser’s frequency noise spectrum and may, hence, be much larger than its intrinsic
linewidth, which is given by the spectrally white component of the frequency noise
spectrum (see Subsection 4.3a and Appendix E for details). As mentioned above,
the impact of laser frequency noise on MZI-based sensor implementations can be
mitigated completely by matching the group delays of the two interferometer arms,
which allows us to decouple the effective-index sensitivity from the sensitivity toward
frequency fluctuations. For the typical noise levels considered in our analysis, laser
frequency fluctuations are the most prominent limitation for the LoD of RR-based
sensor implementations, emphasizing the importance of stable laser drive currents
and temperature control. It might additionally be necessary to include a frequency
stabilization mechanism that can at least compensate for the slow frequency drift.
However, implementing such a mechanism into a highly integrated sensor system
requires additional technical effort and might represent a challenge for low-cost
solutions.

Columns 4 and 5 of Fig. 6(c) indicate that the intensity noise of typical lasers and
the typical PD noise levels only play a minor role for the chosen example of an inte-
grated photonic sensor with α/k0 = 5× 10−5. This is mainly due to the fact that the
respective LoD scale with the square root of the acquisition bandwidth, and typical
acquisition bandwidths are rather small in sensing applications as compared to those
used in telecommunication applications. In our example, we use a laser with a rather
large RIN of−120 dB/Hz and an acquisition bandwidth of1 f = 100 Hz, which cor-
responds to σPi,n/Pi =

√
RIN1 f ∼= 10−5 and an associated low LoDPi ≈ 10−9. At the

same acquisition bandwidth, a typical PD with NEP= 10−12 W/
√

Hz that receives
roughly 1 µW (−30 dBm) of optical power would still allow the system to achieve
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≈ 10−8. When it comes to the selection of an appropriate

ADC, the required analog operating range plays a crucial role. In our calculations,
we assume that the ADC has to be capable of covering the whole output contrast
range of the sensor to allow for reliably tuning to the desired operating point. If the
fabrication tolerances allow the setting of the operating point reliably by design and if
tuning is always possible, the analog operating range of the ADC can be reduced, and
the impact of quantization noise on the LoD can be reduced further. In our example
shown in Column 5 of Fig. 6(c), a 12-bit ADC that covers the whole output current
range leads roughly to LoDIq ≈ 3× 10−8.

5. EXPERIMENTAL VALIDATION OF THE IMPACT OF LASER FREQUENCY
NOISE

In Section 4, we identified laser frequency noise as the dominant LoD contribution of
typical RR-based sensor implementations using non-ideal light sources. This aspect
and the associated quantitative model are verified experimentally in this section. To
this end, we use the measurement setup depicted in Fig. 7(a). We use an external laser
(LAS) at a wavelength of around 1.54 µm to drive an UC add-drop RR sensor (RRAD),
realized as a silicon PIC. To investigate the influence of laser frequency noise, we
first perform the experiment with a benchtop-type, highly stable TLS. We then com-
pare the results obtained with the TLS to those obtained with a pigtailed VCSEL as
an example for a particularly simple light source type that may be used in low-cost
integrated sensors. In both cases, the lasers and the PIC are temperature-stabilized
to remove the impact of thermal drift. Light is coupled to and from the PIC via opti-
cal fibers and an on-chip GCs. At the output of the PIC, light is send to an external
PD. We use an oscilloscope (OSC) to record and digitize the resulting photocurrent
and store it for offline analysis of the signal and the noise contributions. Note that
an erbium-doped fiber amplifier [EDFA, not shown in Fig. 7(a)] was used after the
sensor PIC to compensate for the rather high GC losses and to ensure a sufficiently
high power level at the input of the high-speed photodiode (Finisar XPDV120R) that
was used in this experiment. We verified that the EDFA, which was followed by a
bandpass filter with a 2 nm passband to suppress amplified spontaneous emission
(ASE) noise, did not have any impact on the investigation toward frequency noise
sensitivity of this sensor.

In our experiments, we first capture the light at the drop port of the add-drop RR and
measure the associated photocurrent for different operating point offsets 1ϕOP,RR

in the vicinity of a ring resonance at ϕres = 2πm(m ∈N) by adjusting the laser fre-
quency. In the case of the VCSEL, the emission frequency was tuned via the injection
current. In each operating point, we record the time-dependent output current and
extract the mean photocurrent Iq, shown as the blue crosses in Figs. 7(b) and 7(c), as
well as its standard deviation σIq , shown as red crosses in Figs. 7(b) and 7(c). In our
measurements, we use an acquisition bandwidth of1 f = 500 kHz and an observation
time of Tobs ≈ 1 ms. We verified that, for the investigated operating points, the ASE
of the EDFA did not impact the photocurrent noise to a relevant degree. We then fit a
Lorentzian resonance model of an RRAD, as shown in Table 6 in Appendix C, to the
measured mean photocurrents Iq, as shown in the solid blue line in Figs. 7(b) and 7(c).
In these fits, we use the peak transmission, the Q-factor, and the resonance frequency
ωres as fit parameters, while the effective group RI neg is obtained from an independent
transmission measurement of the resonator. Both the mean photocurrent Iq and its
standard deviation σIq are normalized to the maximum current measured in resonance,

which is given by Îq = Piτ̂ , where Pi denotes the effective optical input power and
where τ̂ refers to the optoelectronic transmission on resonance.



In a next step, we analyze the operating-point-dependent current deviations, where
significant differences between the VCSEL and the TLS-based measurement can
be seen. The most prominent difference is that in the case of the VCSEL-based

Experimental validation of the model for laser frequency noise and relative intensity
noise (RIN). (a) Measurement setup consisting of a tunable laser (LAS), a sensor
PIC containing an under-coupled add-drop ring resonator (RRAD), an external photo-
detector (PD), and an oscilloscope (OSC). The optical connections from and to the
silicon PIC are realized with optical fibers and grating couplers (GC) designed for
1550 nm. The overall insertion loss of the PIC amounts to 15.5 dB, including fiber-
chip coupling losses of 6 dB per GC. An erbium-doped fiber amplifier (EDFA, not
shown) is used after the sensor PIC to compensate for these losses and to ensure a
sufficiently high power level at the input of the high-speed PD (Finisar XPDV120R)
(b), (c) Normalized mean output current Iq/(Piτ̂ ) (left axes, blue) and normalized
output-current standard deviation σIq/(Piτ̂ ) (right axes, red) of the RRUC

AD drop port,
shown at different operating point offsets 1ϕOP,RR in the vicinity of a resonance at
ϕres = 2π m. The experiment is performed twice—(b) once with a TLS and (c) once
with a VCSEL, which differ with respect to their frequency stability. The crosses
denote measured data points, which were obtained by recording the output currents,
whereas the solid blue lines are Lorentzian resonance fits and the solid red lines are
fits to the transmission and noise propagation models derived in Section 4. The opti-
mum operating point 1ϕOP,RR,opt of highest optoelectronic effective-index sensitivity
is marked with dotted lines. For operation with a TLS, the output current noise fol-
lows the optoelectronic transmission τ . In contrast to this, the output current noise of
the VCSEL-operated RRUC

AD follows the shape of the optoelectronic effective-index
sensitivity |Se,τ |. This indicates that, in the given measurement setup, the TLS-driven
sensor is mainly impaired by relative intensity noise (RIN) of the optical power
coupled to the device. Note that, for our experiment, this RIN is not dominated by
the laser source but by temporal fluctuations of the power coupling efficiency at the
PIC input, which amounts to approximately 1% in both experiments. In contrast to
this, laser frequency fluctuations are found to be the dominant noise source for the
VCSEL-driven sensor. The frequency fluctuations extracted from these experiments
amount to 435 MHz for the VCSEL and to 10 MHz for the TLS and are in fair agree-
ment with independent measurements of the frequency noise characteristics (see
Appendix E).



experiment, the current noise is much larger and follows the characteristic shape of
the optoelectronic effective-index sensitivity |Se,τ |, which corresponds to the magni-
tude of the slope of the frequency-dependent optical transmission [see Fig. 3(c)]. In
contrast to that, the current noise measured in the TLS-based experiment rather seems
to follow the shape of the optoelectronic transmission τ [see Fig. 3(b)]. Note that in
both cases, the current deviation strongly depends on the operating point, and we may,
hence, assume that the PD NEP as well as quantization noise can be neglected—both
effects would lead to a constant noise background, which is independent of the oper-
ating point. Moreover, we neglect shot noise, which is irrelevant at the power levels
of typically Pi = 1 µW measured in our experiment, and we exclude sensor thermal
noise due to the temperature stabilization of the sensor PIC. The only remaining noise
sources are, hence, intensity noise of the optical signal coupled to the PIC and laser
frequency noise. According to Fig. 5 and Table 4, in the case of an RRAD, only inten-
sity noise at the sensor input is translated to the output current via the optoelectronic
transmission τ =<T, while frequency noise is translated to the output current via
|Se,τ | = <|Se|. The output current deviations can, hence, be modeled by the square
root of the sum of the respective variances,

σIq ≈

√
(τσPi,n)

2
+

(
neg Pi

ω
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)2

;

σIq
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√(
τ
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+
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ω
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)2

. (23)

For fitting the measured operating-point-dependent current deviations σIq to Eq. (23),
we reuse the values of the optoelectronic transmission τ and its peak τ̂ , the corre-
sponding Q-factor, the optoelectronic effective-index sensitivity Se,τ , the resonance
frequency ωres, and the effective group RI neg, which are obtained from the fit of
the measured mean photocurrents Iq, as well as from the independent transmis-
sion measurement, and only vary the relative-intensity-noise level RIN and the
laser frequency deviations σω as free parameters. For the TLS experiment [see
solid red line in Fig. 7(b)], we find a rather small TLS frequency fluctuation of
σωn = 2π × 10 MHz, which is in fair agreement with the directly measured value of
σωn = 2π × 23 MHz (see Appendix E). The output current noise is, hence, dominated
by RIN. Using an acquisition bandwidth of 1 f = 500 kHz, we find a RIN level of
RIN= 2× 10−10 Hz−1 (− 97 dB Hz−1) for the optical power coupled to the PIC,
which equals σPi,n/Pi =

√
RIN1 f = 1%. This value is clearly higher than the typical

RIN levels expected from benchtop-type TLS, and we, therefore, attribute the optical
power fluctuations to the measurement setup, in particular to mechanical vibrations
affecting the coupling from the fibers to the PIC. This is confirmed by repeating the
coupling experiments with different lasers and by observing that the RIN level of the
optical signal at the PIC output does not depend on the laser source. In the VCSEL-
based experiment, we fit the same noise model of Eq. (23) based on Table 4 to the
measured current deviations [see the solid red line in Fig. 7(c)]. We use the same RIN
level of 2× 10−10 Hz−1 (− 97 dB Hz−1) as in the TLS experiment, which leaves only
the laser frequency fluctuation σω as a free parameter. An optimum fit is obtained for
of σωn = 2π × 435 MHz, which is again in fair agreement with the directly measured
value of σωn = 2π × 175 MHz (see Appendix E). Note that even though the optimum
operating point 1ϕOP,RR,opt exhibits the highest current noise, it does not yield the
worst LoD: since both the current fluctuations caused by laser frequency noise and
the sensitivity increase in proportion to |Se,τ |, the LoD is independent on the operating
point as long as laser frequency noise is the dominant impairment.



6. GUIDELINES FOR SENSOR DESIGN

Based on the sensitivity and noise analysis detailed in the preceding sections, we for-
mulate guidelines for designing integrated phase-sensitive photonic sensor systems
that combine high sensitivity and low LoD with manageable technical complexity.
All guidelines are summarized in a practical example of a favorable sensor design that
relies on readily available optic and electronic components.

6.1. Sensitivity

The effective-index sensitivity Se = ∂/∂ne(T)= ∂/∂ne(Po/Pi) of all discussed sensor
implementations is proportional to k0/α (see Table 3) and can, hence, be increased
by operation at high wavenumbers k0 =ω/c and by decreasing the modal power
loss coefficient α. In contrast to this, the optoelectronic effective-index sensitiv-
ity Se,τ =<Se can generally not be increased by using shorter larger wavenumbers
k0 =ω/c since, for a given quantum efficiency of the PD, the electric readout respon-
sivity < is inversely proportional to the photon energy and, hence, to the vacuum
wavenumber (see Subsection 4.2e). Still, for sensing of analytes in aqueous solu-
tions, short wavelengths in the visible range offer the advantage that absorption loss
occurring in the evanescent portion of the guided field is less of a problem than for
near-infrared (NIR) wavelengths. When it comes to blood analysis, photonic sen-
sors largely rely on the so-called therapeutic window between 600 nm and 1100 nm,
which offers a good compromise between pronounced hemoglobin absorption at
shorter wavelengths and strong water absorption at longer wavelengths [65]. Once the
wavelength is fixed, the appropriate implementation of the sensor concept should be
chosen. Among the various sensor implementations discussed in this paper, simple
all-pass RRs with a single bus waveguide in a slightly UC operation (RRUC

AP ) exhibit
the highest sensitivity (see Fig. 4) but may be prone to laser frequency noise (see
also subsequent paragraph). In contrast to this, rather simple MZIs provide compa-
rable sensitivity if their arm length is adapted to the modal loss, i.e., L = 1/α (see
Fig. 4), and does not suffer from laser frequency noise. This comes at the cost of an
increased footprint, which can be reduced by using interleaved spirals in the interfer-
ometer arms, thereby also minimizing temperature differences between the sensor
and the reference arms. Note that, in practical implementations of sensor systems, the
package size and cost are usually not dominated by the sensor waveguide structures
themselves but rather by peripheral components such as electronic readout circuits
and by the assembly processes. The footprint of MZI-based sensor structures should,
hence, not play an important role unless massively parallel sensor arrays are required.

6.2. Limit of Detection

The LoD offered by integrated sensor systems that are built from standard compo-
nents and that are subject to typical environmental conditions is dominated by the
two noise sources that directly induce a phase shift in the sensor waveguide: on-chip
temperature fluctuations and laser frequency noise. Stochastic on-chip temperature
differences between sensor and reference waveguides lead to impairments in RRs
and MZIs alike. These impairments can be reduced by proper waveguide design and
routing, sensor layout, and temperature control. Laser frequency noise is mainly a
problem for RRs and can be mitigated completely in MZIs by design. In fact, for
RR-based sensor implementations operated by a light source with a given linewidth,
there is an upper limit of the Q-factor, beyond which the LoD will not improve further
with higher Q. MZIs, hence, allow us to build high-sensitivity sensors with low-cost
light sources and without complex frequency stabilization schemes. Compared to on-
chip temperature fluctuations and laser frequency noise, the impact of noise sources
that directly affect the signal level at the sensor output is usually less problematic



[see Fig. 6(a)]. This applies, e.g., to laser RIN, to PD shot noise, and to additional
PD noise quantified by the NEP, as well as to quantization noise. Note that the LoD
contribution of these four noise sources is automatically reduced by the optoelectronic
effective-index sensitivity (see Subsection 4.3b). The LoD contribution of the PD
shot noise, the additional PD noise quantified by the NEP, and the quantization noise
sources are reduced by increasing the effective input power Pi.

6.3. Readout

We find that balanced-detection schemes allow us to eliminate the impact of RIN
on the LoD [see Fig. 6(b)] and to simplify the feedback control that stabilizes the
operating point, both for MZI- and RR-based sensor implementations. For MZIs,
balanced detection additionally allows us to exploit the full optical power that is
available at the device output and, therefore, doubles the sensitivity compared to
single-output implementation [see Fig. 4(d)]. In contrast to that, balanced detec-
tion in RR-based sensor implementations necessarily requires a second output port,
which reduces the Q-factor of the ring. This has a detrimental effect on the sensi-
tivity, which is only partially compensated for by the fact that the full output power
is used [see Fig. 4(d)]. Regarding MZIs, using a triple-output configuration does
not increase the sensitivity compared to its dual-output counterpart [Fig. 4(d)].
However, in combination with a detection scheme based on a Clarke transforma-
tion, triple-output MZIs allow us to directly extract the phase difference of the two
interferometer arms independently of the operating point and, thereby, eliminate the
need for operating-point stabilization, thus vastly reducing the system complexity.
Regarding the LoD contribution of the PDs, the triple-output MZI provides the same
performance as its double-output counterpart provided that all detectors are oper-
ated at the shot-noise limit [Fig. 6(b)]. For NEP-limited operation, the PD-related
LoD contribution of the triple-output MZI is increased by a factor of

√
3 relative

to the double-output scheme due to the noise in the additional detector. Note that
using an optical hybrid with four detectors at the MZI output does not bring any addi-
tional benefit but further increases the complexity of the sensor PIC. Specifically,
a quadruple-output MZI provides the same overall performance as a triple-output
device in case of shot-noise limited operation and increases the PD-related LoD
contribution by an additional factor of

√
4/3 for NEP-limited operation. We, hence,

identify a triple-output MZI as an ideal trade-off between the complexity of the opti-
cal chip, the complexity of the electronic control and readout circuits, and the LoD
performance.

6.4. Favorable Sensor Implementation

With these findings, we now propose a favorable sensor design that combines a
triple-output MZI with readily available optical and electronic components. The
system is illustrated in Fig. 8(a). We consider a laser operating in the visible regime
at 600 nm (green box) and an effective input power Pi including all coupling losses
of 10 µW, which can be easily achieved with low-cost VCSEL and state-of-the-art
optical coupling approaches. The laser has a RIN of −120 dB/Hz and a frequency
noise standard deviation of σωn = 2π × 20 MHz. The waveguides are based on sil-
icon nitride and exhibit a low propagation loss of 3 dB/cm along with a TOC of
approximately 10−5 K−1. The MZI arms are length-optimized, L = 1/α ≈ 15 mm,
and matched with respect to the optical group delay such that the frequency noise of
the laser does not play a role. The waveguides are routed as two interleaving spirals,
marked in blue/yellow in Fig. 8, which ensures small temperature differences between
the arms. For a waveguide spacing of 5 µm and an on-chip temperature gradient
of 1 K/cm, we estimate typical values of σϑn = 0.5 mK for the mean temperature



differences between the reference and the measurement arm. The sensor PIC footprint
fits into an on-chip area of 400× 400 µm2. The three PDs, illustrated as red boxes,
have a responsivity of 0.4 A/W and a NEP of 10−10 W/

√
Hz. The corresponding

output currents are digitized with 10-bit ADC at an acquisition bandwidth of 100 Hz,
and the phase shifts can be extracted by a Clarke transformation (see Table 2) which
is performed in an ASIC shown below the PIC. With these assumptions, which are
summarized on the right-hand side of Fig. 8(b), the sensor can achieve a LoD= 10−6

for the effective-index fluctuations. This LoD is dictated by the NEP of the PDs,
which leaves room for further improvement. We also provide a MATLAB application
Code 1, Ref. [66] that allows us to estimate the performance for other sensor concepts
and device specifications.

7. FURTHER DESIGN ASPECTS: WAVEGUIDE DESIGN, ASSEMBLY, AND
ANALYTE HANDLING

Besides the system-level design aspects explained in the previous sections, successful
implementation of an integrated photonic sensor device requires consideration of
additional aspects. This includes, e.g., the design of the underlying waveguides for
maximum sensitivity Senv with respect to environmental parameters, photonic system
assembly concepts that allow us to efficiently complement the sensor PIC with light
sources and detectors, and schemes for handling of liquid or gaseous analytes relying,
e.g., based on co-integration of microfluidic systems. In the following sections, we
provide a brief overview of these aspects that have been intensely discussed in the
literature over the previous years.

Analysis of a favorable implementation of a highly integrated photonic sensor, based
on readily available optical and electronic components. (a) Graphical illustration
of the sensor concept, relying on a SiN-based triple-output MZI (MZI3) with opti-
mally balanced arms that are folded into each other, fed by a power-efficient low-cost
VCSEL at a wavelength of 600 nm. The scheme is insensitive to laser frequency
and intensity noise and minimizes the impact of temperature fluctuations, does not
require any operating-point stabilization or tuning, and, thus, lends itself to highly
scalable, technically robust sensor systems. (b) Specifications of the various sensor
components used for the performance estimation. Other sensor concepts and device
specifications can be analyzed by a MATLAB application that is based on the model
described in this paper and that can be accessed in [66].

https://doi.org/10.6084/m9.figshare.13138457


7.1. Waveguide Design and Surface Functionalization

Optimization of integrated waveguides with respect to the waveguide sensitivity
Senv [see Eq. (3)] is an important subject in its own right. In general, the waveguide
sensitivity Senv can be maximized by proper choice of waveguide type, material, and
geometry, thereby enhancing the interaction of the guided optical mode with the
medium that is subject to the change 1env of the environmental parameter of interest.
In most cases, this parameter is either the RI of a homogeneous medium that sur-
rounds the waveguide core or the thickness, possibly in combination with the RI, of
a thin layer of analyte molecules that specifically bind to a functionalized surface of
the waveguide core. Such surface sensing applications allow for highly multiplexed
detection of analytes in massively parallel sensor arrays [26,27] but crucially rely on
robust processes that permit us to selectively functionalize individual sensor elements
without any degradation of or cross-reaction with differently functionalized sensor
areas [67–71].

Waveguides with high sensitivity Senv can be realized on different material platforms
such as silicon-on-insulator [11–14] or silicon nitride [15–18], where both quasi-TE
or quasi-TM waveguide modes are exploited, possibly along with slot waveguide
concepts [9] or sub-wavelength grating (SWG) structures [72,73] (see [1,6,37] for
an overview). A particularly comprehensive overview of sensor waveguide designs
covering different waveguide types, polarizations, and wavelengths can be found in
the reviews [1,6]. A detailed discussion of the benefits of slot and SWG waveguides
compared to strip waveguides can be found in [37]. Detailed geometrical design
guidelines are provided in [36] along with a comparative study of a variety of silicon-
on-insulator and silicon-nitride waveguide types that are specifically geared toward
detection of target molecules bound to a functionalized waveguide surface.

7.2. Photonic System Assembly and Light-Source Integration

Photonic sensor systems crucially rely on techniques that allow us to efficiently
combine sensor PIC, typically made from of indirect-bandgap silicon-on-insulator
or silicon-nitride waveguides, with light sources based on direct-bandgap III–V
compound semiconductors. Importantly, these techniques should offer a path
toward compact and reliable assemblies that are amenable to industrial mass pro-
duction. One option is to use monolithically co-integrated laser sources, realized,
e.g., through heterogeneous integration of III–V epitaxial layers that are trans-
ferred to pre-structured silicon-based PIC [74–80] and that are then collectively
processed on a wafer level. While this approach stands out due to good scalability,
it requires highly developed front-end fabrication processes and is, thus, mainly
suited for high-volume applications. Alternatively, readily processed VCSEL or
DFB lasers may be transferred to passive PIC by microtransfer printing [81] or
by conventional flip-chip bonding [82]. These concepts offer higher flexibility
with respect to the underlying light sources and sensor PIC, but often rely on high-
precision assembly techniques with limited throughput. When it comes to efficient
co-integration on a package level, 3D-printed micro-lenses [83] or so-called photonic
wire bonds [84,85] may open a path toward fully automated assembly of compact
multi-chip systems with outstanding flexibility and performance. Similarly, options
for efficiently implementing PDs on sensor PICs range from monolithic integra-
tion of germanium detectors on silicon photonic waveguides [86] to heterogeneous
integration of III–V layers [80] and to transfer-printed III–V PDs [87]. The deci-
sion of the optimal light-source integration and system assembly concept heavily
depends on the desired applications and in particular on the expected production
volumes.



7.3. Analyte Handling and Microfluidics

Besides the optoelectronic system concept and the associated technological imple-
mentation, the delivery of the gaseous or liquid analytes to the sensing area is a key
aspect in case of chemical sensors. In many cases, this calls for efficient co-integration
with advanced micro-fluidic systems [88–90]. A comprehensive review of optofluidic
integration can be found in [28], which discusses several microfluidic systems that
are co-integrated with PIC-based sensors and that rely on the two primarily used
materials, namely polydimethylsiloxane (PDMS) and on the negative-tone photore-
sist SU–8. In general, the PIC can be co-integrated with standalone pre-processed
microfluidic chips [91], or the microfluidic structures can be processed on a wafer
scale directly on the PIC [92]. In addition, digital microfluidics [93], a platform for
manipulation of microdroplets based on the electrowetting effect, can be co-integrated
with PICs [94–97]. Digital microfluidic systems allow for a precise spatial and tempo-
ral control over microdroplets, offering transporting, mixing, and splitting functions
for lab-on-chip applications.

8. SUMMARY

We have developed a holistic model for integrated phase-sensitive photonic sensors
that allows us to consistently analyze and to broadly benchmark the performance of
different sensor concepts and technical implementations. Our model covers the entire
signal chain from the light source through the sensor PIC and the PDs to the ADCs
while accounting for the non-idealities of each component. We perform an in-depth
performance analysis of different sensor systems with respect to their sensitivity and
their limit of detection (LoD), considering in particular the limitations of highly inte-
grated, mass-deployable sensor systems that rely on non-ideal components and that
are operated outside a controlled laboratory environment. We examine the potential
and the limitations of different sensor implementations based on RRs and MZIs, and
we extract globally optimized design parameters and optimum operating points for
each implementation. We find that resonator-based sensors are particularly prone to
laser frequency noise and validate the underlying theoretical model by experimentally
investigating impact of frequency noise on a ring-resonator-based sensor. Based on
our analysis, we formulate design guidelines and estimate the achievable performance
for different sensor implementations. The key insights are merged into a specific
proposal for a particularly attractive sensor design that relies on a triple-output MZI
in combination with readily available low-cost light sources and PDs. We further
provide a MATLAB-based tool that incorporates the full model developed here that
can be readily used to estimate the achievable performance of a specific sensor system
based on RRs or MZIs.

APPENDIX A: WAVELENGTH-RELATED BULK SENSITIVITY OF THE RR
AND MZI

For refractive-index (RI) sensors, the sensor waveguide is described by the wave-
guide sensitivity Senv = ∂ne/∂nM, corresponding to the ratio of the change 1ne of the
effective RI of the waveguide mode and the underlying change 1env =1nM of the
RI of the medium that surrounds the waveguide [see Eq. (3)]. This sensitivity may
alternatively be defined [1,6,28,33] via the change of a resonance wavelength λres of a
ring resonator (RR) or the change of a transmission-fringe wavelength λfri of an MZI
with respect to a RI change 1nM. The use of wavelength-related bulk sensitivities is
useful, e.g., for sensors that rely on spectral readout concepts, which can be realized



by employing tunable lasers or broadband light sources in combination with spec-
trometers. In such readout concepts, the wavelengths of spectral characteristics such
as λres or λfri serve as the measurement quantity, estimated via signal processing from
recorded spectra.

Resonances or transmission fringes occur at constant RR round trip phases ϕRR

according to Eq. (9) or MZI phase differences ϕMZI according to Eq. (9), which
are usually equal to integer multiples of 2π , i.e., ϕRR(1ne, λres)= 2π m or
ϕMZI(1ne, λfri)= 2π m. We can, thus, derive the wavelength sensitivities Sλ by
calculating the wavelength shifts1λ that are needed to compensate a certain effective
RI change1ne = Senv1nM,

∂ϕRR

∂(1ne)
1ne +

∂ϕRR

∂λ
1λres = 0 ,

∂ϕMZI

∂(1ne)
1ne +

∂ϕMZI

∂λ
1λfri = 0 . (A1)

Inserting Eqs. (9) and (11) in Eq. (A1) leads to the wavelength sensitivities Sλ for the
RR and MZI,
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Note that the wavelength sensitivity Sλ,MZI of MZI can be tuned deliberately by
changing the optical path lengths of the interferometer arms and, hence, the group
delay. Specifically, for an MZI with perfectly matched group delays in the two arms,
L1neg,0 −1Lneg = 0, Sλ,MZI approaches infinity, while the wavelength-dependent
interference fringes disappear.

APPENDIX B: OPTICAL POWER TRANSMISSION OF RING RESONATORS

The optical power transmission characteristics of all-pass and add-drop ring res-
onator (RR) can be expressed by the round trip amplitude transmission factor
a = exp(−αL/2) and the amplitude transmission ρ1 and ρ2 of the coupling zones,
as well as the round trip phase shift ϕRR =−k0L1ne + ϕOP,RR, as shown in Fig. 2(a)
and Eq. (9). In these relations, α is the modal power loss coefficient, L is the round
trip length, k0 =ω/c denotes the vacuum propagation constant of light at angular
frequency ω, and ne is the modal effective refractive index of the waveguide mode in
the sensitive region. The mathematical expressions for the various power transmis-
sion characteristics are shown in Column 2 of Table 5, and details on the derivation
can be found in the literature, see, e.g., [33]. The label “AP” in Column 1 of Table 5
denotes the single-output port (“through port”) of an all-pass RR, while “ADT” and
“ADD” refer to the through port and the drop port of an add-drop RR, respectively.
In addition, we specify the minimum and the maximum of the frequency-dependent
optical power transfer function, Tmin and Tmax, as well as an approximation for the
corresponding optical output contrast T̂ = Tmax − Tmin and the Q-factor (see Columns
3–6 of Table 5).



APPENDIX C: DETAILS ON THE SIMPLIFIED RING RESONATOR SENSOR
MODEL

The sensitivity optimization in Subsection 4.2 is performed by finding the operat-
ing point in which a change 1ne of the effective refractive index and the associated
change 1ϕRR of the ring resonator (RR) round trip phase shift leads to a maxi-
mum change 1T of the optical power transmission. This operating point can be
found by identifying the extrema of the derivative of the relations in Column 2 of
Table 5 with respect to ϕRR. For simplicity, we assume high-finesse RR and approxi-
mate the original transmission equations for the various output ports in Column 2
of Table 5 by Lorentzian functions TLor in the vicinity of the resonances given by
ϕres = 2πm(m ∈N),

T(ϕRR)≈

{
1− TLor(1ϕRR)

TLor(1ϕRR)

for AP
for ADT and ADD

, 1ϕRR = ϕRR − ϕres� 1,

(C1)
where the Lorentzian function is given by

TLor (1ϕRR)= T̂
1

1+
(

21ϕRR

αL/ c Q

)2 . (C2)

The Lorentzian approximation is obtained by using the relation cos(ϕRR)≈

1− (ϕRR − ϕres)
2/2= 1−1ϕ2

RR/2 for 1ϕRR = ϕRR − ϕres� 1 in the equations
given in Column 2 of Table 5. With these approximations, the resonance depth
and the resonance width remain as the only two parameters, which are both easily
obtained experimentally—in contrast to the coupling and loss parameters ρ1, ρ2,
and a . Specifically, the resonance depth can be analytically described by the optical
output contrast T̂, and the full width at half-maximum (FWHM) of the resonance can
be calculated from the Q-factor (see Column 6 of Table 5 and Column 3 of Table 6).
Note that the Lorentzian approximation is valid only for high-finesse resonators with
αL� 1 and leads to errors of less than 1% for as long as a = exp(−αL/2) > 0.65.
A worst-case attenuation of α ' 1000 m−1 corresponding to water absorption at
λ= 1550 nm in a ring with a radius of 70 µm in a silicon photonic waveguide (ne ≈ 3)
would still be compatible with this approximation.

The Lorentzian as a function of 1ϕRR = ϕRR − ϕres can also be expressed as a func-
tion of a frequency offset 1ω=ω−ωres or of an effective-refractive-index offset
1ne = ne − ne,res from the respective value at resonance, as displayed in Rows 3
and 4 of Table 6. For each of these quantities, we can specify a FWHM of the
associated Lorentzian resonance (see Column 3 of Table 6). In these relations,
neg = ne +ω∂ne/∂ω is the effective group refractive index at the resonance frequency

Table 5. Generic Optical Power Transmission Characteristics of Ring
Resonatorsa,b

T Tmin Tmax T̂ Q

AP
ρ2

1−2ρ1a cos(ϕRR)+a2

1−2ρ1a cos(ϕRR)+(ρ1a)2
(a−ρ1)

2

(1−ρ1a)2
a2
+ρ1

2

1+(ρ1a)2
1− (a−ρ1)

2

(1−ρ1a)2
negk0 L

2

√
ρ1a

1−ρ1a

ADT
ρ2

2 a2
−2ρ1ρ2a cos(ϕRR)+ρ

2
1

1−2ρ1ρ2a cos(ϕRR)+(ρ1ρ2a)2
(ρ2a−ρ1)

2

(1−ρ1ρ2a)2

ρ2
2 a2
+ρ2

1
1+(ρ1ρ2a)2

1− (ρ2a−ρ1)
2

(1−ρ1ρ2a)2
negk0 L

2

√
ρ1ρ2a

1−ρ1ρ2a

ADD
(1−ρ2

1 )(1−ρ
2
2 )a

1−2ρ1ρ2a cos(ϕRR)+(ρ1ρ2a)2

(1−ρ2
1 )(1−ρ

2
2 )a

1+(ρ1ρ2a)2

(1−ρ2
1 )(1−ρ

2
2 )a

(1−ρ1ρ2a)2

(1−ρ2
1 )(1−ρ

2
2 )a

(1−ρ1ρ2a)2

aNote that the output contrast T̂ = Tmax − Tmin in Column 5 was approximated by assuming high-finesse ring res-
onators, which, for off-resonance operation, leads to negligible power loss for the through ports (Tmax ≈ 1) and to
negligible power transmission for the drop port of ADD resonators (Tmin ≈ 0).
bThe relations were derived based on the assumption of lossless coupling sections κ2

1 + ρ
2
1 = κ

2
2 + ρ

2
2 = 1 (see

Subsection 4.1a and Fig. 2).



ωres defined by Lne(ωres)ωres/c = 2πm (m ∈N). Note that, for αL � 1, the loaded
Q-factor Q can be expressed as the ratio of the resonance frequency and the frequency
FWHM [98] and can be linked through a ratio coefficient c Q to the intrinsic, unloaded
Q-factor Qi ,

Q =
ωres

1ωFWHM,RR
= c Q Qi = c Q

k0

α
neg. (C3)

Note that the relations given in Table 6 are general and can be adapted to the various
sensor implementations by using the corresponding Q-factor Q, quality ratio c Q ,
and optical output contrast T̂ = τ̂ /< according to Eqs. (16) and (17) as well as to
Table 3. Note also that for sensor implementations based on critically coupled and
under-coupled RRs as defined in Table 3, the quality ratio c Q of the all-pass resonator
is twice that of an add-drop resonator and can be expressed by the respective optical
output contrast T̂,

c Q,RRCC,UC
AP
= 2c Q,RRCC,UC

AD
=

1+
√

1− T̂
2

. (C4)

For both critically coupled and under-coupled resonator add-drop RRs, the optical
output contrast T̂ of the through port is twice that of the drop port.

APPENDIX D: DETAILS ON THE OPTIMIZATION OF THE OPTOELECTRONIC
EFFECTIVE-INDEX SENSITIVITY

D.1. Ring Coupling Optimization

An intuitive choice for the coupling strength of RR-based sensor implementations
would be critical coupling that leads to a complete signal suppression in the through
port at resonance, i.e., maximum output contrast T̂. However, the performance met-
ric that is most relevant to sensors is the output power change for a small 1ne. We,

Table 6. Lorentzian Approximation of the Optical Power Transmission of a Ring
Resonator Close to a Resonancea,b,c

Lorentzian Approximation
of Optical Power

Transmission
TLor(1x )= T̂ 1

1+

(
21x

1xFWHM

)2

Resonance
Width

(FWHM)
1xFWHM

Optimum Operating
Point (Detuning

from a Resonance
Condition) 1xOP,RR,opt

Slope in
Optimum

Operating Point
∂TLor
∂(1x )
|1x=1xOP,opt

Phase TLor(1ϕRR)= T̂ 1

1+

(
21ϕRR
αL/c Q

)2
1ϕFWHM,RR =

αL
c Q

1ϕOP,RR,opt =±
1

2
√

3
1ϕFWHM,RR

3
8
2
√

3 T̂
1ϕFWHM,RR

Frequency TLor(1ω)= T̂ 1

1+
(

21ω
ωres/Q

)2 1ωFWHM,RR =
ωres

Q 1ωOP,RR,opt =±
1

2
√

3
1ωFWHM,RR

3
8
2
√

3 T̂
1ωFWHM,RR

Eff.
index

TLor(1ne)= T̂ 1

1+

(
21ne

neg/Q

)2 1ne,FWHM,RR =
neg

Q 1ne,OP,RR,opt =±
1

2
√

3
1ne,FWHM,RR

3
8
2
√

3 T̂
1ne,FWHM,RR

aColumn 2 shows the optical power transmission TLor that allows us to approximate the true power transmission
T according to Table 5, Column 2 through Eq. (C2). The variable 1x refers to a small offset of the phase, the
frequency, or the effective refractive index with respect to its on-resonance value, 1x ∈ {1ϕRR, 1ω, 1ne}. Column
3 specifies the full width at half-maximum (FWHM) with respect to the associated quantity, where the quality
ratio c Q refers to the ratio of the loaded Q-factor Q and the intrinsic, unloaded Q-factor Qi , c Q = Q /Qi < 1 [see
Eq. (17)]. Columns 4 and 5 finally give the respective optimum detuning related to the inflection point of the
Lorentzian, which features the highest slope and, thus, offers the highest sensitivity with respect to changes of the
phase, the frequency, or the effective refractive index.
bAll these quantities are expressed as a function of the ring resonator round trip phase offset 1ϕRR (Row 2), the
frequency offset 1ω (Row 3), and the offset 1ne of effective refractive index (Row 4) from the respective on-
resonance value.
cThe relations are general and can be adapted to the various sensor implementations by using the corresponding
Q-factor Q, quality ratio c Q , and optical output contrast T̂ = τ̂ /< according to Eqs. (16) and (17) as well as to
Table 3.



therefore, search for an optimum operating point that exhibits the largest slope of
the optical power transmission with respect to 1ne. Within the Lorentzian approxi-
mation, an optimum operating point is found at the inflection point, located at a
distance ±1ϕFWHM/(2

√
3) away from the resonance (see Column 4 of Table 6). The

slope in the optimum operating point is fully determined by the corresponding reso-
nance height and width (see Column 5 of Table 6). With 1ne,FWHM,RR = neg/Q (see
Table 6) and Q = c Qnegk0/α, as shown in Eq. (16), we can derive Eq. (20) for the peak
optoelectronic effective-index sensitivity τ̂ =<T̂ as used in Subsection 4.2d,

Se,τ,peak =
3

8
2
√

3
τ̂

1ne,FWHM,RR
=

3

8
2
√

3
Q
neg
τ̂ =

3

8
2
√

3
k0

α
c Qτ̂ . (D1)

The effective output contrast τ̂ =<T̂ is given by the electric readout responsivity <
and the optical transmission contrast T̂, which is obtained from Column 5 in Table 5.
Note that T̂ is fully defined by the amplitude transmission factors ρ1 and ρ2 of the RR
coupling sections and the round trip amplitude transmission factor a = exp(−αL/2)
with modal power loss coefficient α and round trip length L . The quality ratio c Q

can be directly derived from T̂ via Eq. (C4) and, hence, also depends on ρ1, ρ2, α,
and L . As a consequence, for a given L and α, we can calculate the optimum cou-
pling coefficients ρ1,opt and ρ2,opt that yield the maximum achievable optoelectronic
effective-index sensitivity Se ,τ,max for each RR-based sensor implementation—the
results are shown in the last column of Table 3 and plotted in Fig. 4. We find that a
slightly under-coupled (UC) operation yields the best results, where the increased
Q-factor and, thus, c Q outweighs the decrease in output contrast τ̂ . For an all-pass
RR with optimum under-coupling (RRUC

AP ), an amplitude-transmission coefficient
of (ρ1,opt)

UC
AP = (

√
ρ1,opt)

CC
AP =
√

a has to be chosen, whereas the implementations
based on add-drop RRs (RRUC

AD) and optional balanced detection (RRUC
BD) require

(ρ1,opt)
UC
AD,BD = (

√
ρ1,opt)

CC
AD,BD = a and (ρ2,opt)

UC
AD,BD = (ρ2,opt)

CC
AD,BD = a . The corre-

sponding values for the quality ratio c Q , the output contrast τ̂ =<T̂, and the effective
optoelectronic transmission in the optimum operating point τOP =<TOP for the vari-
ous systems are detailed in Table 3. Here, τOP/< always equals 1− 3/4T̂ and 3/4T̂
for the through and drop ports, respectively, which is relevant for noise figures and
feedback control.

D.2. Device-Length Optimization

For RRs, the optoelectronic effective-index sensitivity Se,τ , can be maximized by
optimum choice of c Q as described in the previous paragraph. In contrast to that, the
round trip length L does not have relevant influence on Se,τ [see Fig. 4(b)]. This is due
to the fact that the sensitivity is directly linked to the loaded Q-factor Q = Qi/c Q as
long as the resonator can be described by a Lorentzian approximation [see Eq. (D1)],
where the intrinsic Q-factor Qi is independent of the ring round trip length L [see
Eq. (16)]. As a consequence, changing the round trip length L while maintaining the
same quality ratio c Q does not influence the optoelectronic effective-index sensitiv-
ity as long as αL � 1 [see Fig. 4(b)]. For αL & 1, the Lorentzian approximation
and the associated relationship between optoelectronic effective-index sensitivity
and Q-factor are not valid anymore, and the optoelectronic effective-index sensi-
tivity decreases as the round trip length L is increased. In this regime, the benefits
of using a resonator disappear. Note that, for typical waveguide losses of 10 dB/cm
(α = 2.3 cm−1), the critical round trip length L = 1/α is, thus, in the millimeter range.
In practical sensor designs, the length L < 1/α can, hence, be chosen freely over



a wide range, e.g., to achieve an advantageous FSR that is compatible with the fre-
quency tuning rang of the light source, or to avoid excessive bend loss, which are not
considered in our analysis.

For MZIs, the arm length L is a critical parameter, and the peak optoelectronic
effective-index sensitivity in the optimum operating point can be expressed by
Eq. (20) for any output contrast τ̂ as given in Table 2,

Se,τ,peak,MZI =
τ̂

2
k0L ∝ e−αL L . (D2)

Unlike RRs, the peak optoelectronic effective-index sensitivity of an MZI can be
maximized by proper choice of the arm length Lopt,MZI = 1/α that offers an ideal
trade-off between low output power at large L and small phase shifts in case L is
chosen too small. This means that a waveguide technology with lower waveguide loss
allows for larger sensitivity but requires longer MZI arms to unfold its full potential.

D.3. Light-Source Linewidth

To quantify the impact of drive laser frequency noise on the optoelectronic effective-
index sensitivity in Subsection 4.2d, we assume a laser diode (LD) emitting at an
optical center frequency ω0 and having a power spectral density SPi(ω), which is
characterized by the linewidth 1ωFWHM,LD. The laser is connected to a sensor system
with optical power transmission T(ω), characterized by spectral features such as a
RR resonance with an FWHM 1ωFWHM,RR or a periodic MZI response with a FSR
1ωFSR,MZI. If the laser linewidth is much smaller than the spectral features of the
sensor transmission, the output current can be calculated by multiplying the readout
responsivity < with the total laser power

∫∫
SPi(ω) dω and the sensor transmission

T(ω0) at the center frequency ω0 of the laser. However, if the laser linewidth is com-
parable to the width of the spectral features of the sensor transmission characteristics,
the power spectrum of the laser and the sensor transmission spectrum have to be
multiplied before integrating the resulting power spectral density over the relevant
frequency range,

Io(ω0)=

{
< T(ω0)

∫
SPi(ω)dω, for1ωFWHM,LD� (1ωFWHM,RR or1ωFSR,MZI),

<
∫

SPi(ω)T(ω)dω, else.
(D3)

The associated optoelectronic effective-index sensitivity Se,τ (ω0) is then obtained
by taking the derivative with respect to ne and by normalizing the result by the total
laser power. Using τ(ω)=<T(ω) for the single-output sensor implementations, this
leads to

Se,τ (ω0)=

{
∂τ(ω0)

∂ne
for1ωFWHM,LD� (1ωFWHM,RR or1ωFSR,MZI),∫

SPi (ω)(∂τ(ω)/∂ne)dω∫
SPi (ω)dω

else.
(D4)

The larger the width of the laser spectrum is compared to that of the spectral features
of the sensor, the more the optoelectronic effective-index sensitivity is “blurred”,
leading to a decreased sensitivity with respect to the value obtained for a sharp laser
line in the optimum operating point [see Fig. 4(c)]. For the plot in Fig. 4(c), we calcu-
late Se ,τ for pure Lorentzian- and Gaussian-shaped power spectral densities SPi(ω),
both characterized by the same linewidth 1ωFWHM,LD. As detailed in [54,99], these
Lorentzian and Gaussian line shapes can represent corner cases for the line shape of
typical lasers. Depending on the specific laser and operation conditions, the laser line
shape will typically be a mixture of these two profiles—such a convolution is known
as a Voigt profile.



As a numerical example, a low-cost laser diode emitting at a center wavelength
of λ0 = 1.55 µm with a typical linewidth of 1ωFWHM,LD = 2π × 10 MHz will set
an upper limit for the Q-factor of 200,000 before sensitivity degradation is to be
expected. In contrast to this, MZI-based sensors are generally not subject to such
limitations: the devices can always be designed with balanced arms of approximately
identical group delays, leading to large FSR1ωFSR,MZI � 1ωFWHM,LD.

APPENDIX E: FREQUENCY DEPENDENCY OF THE MZI PHASE IN THE
OPERATING POINT

The MZI phase difference in an operating point (OP) at a wavenumber k0 =ω0/c with
common base arm length L and common base effective refractive index ne as well as
an geometrical arm length difference1L and initial effective-refractive-index differ-
ence 1ne,0 can be written according to Eq. (11) as ϕOP,MZI = k0 = (1Lne − L1ne,0).
The frequency dependence of this phase difference can be expressed by taking the
derivative with respect to ω. The result can be simplified by using an effective group
refractive index neg, which is common to both arms, as well as an initial difference
1neg,0 of the effective group refractive index between the two arms. If we assume that
the waveguides in the two arms have similar cross sections and that the corresponding
refractive indices and dispersion relations are, hence, similar as well, we can assume
that1neg,0/1ne,0 ≈ neg/ne. This leads to

∂ϕOP,MZI

∂ω
=

1

c
(1Lneg − L1neg,0)=

neg

ne

1

c
(1Lne − L1ne,0)≈

neg

ne

ϕOP,MZI

ω
. (E1)

APPENDIX F: EXPERIMENTAL EXTRACTION OF THE LASER FREQUENCY
STABILITY

In Sections 4 and 5, we discuss laser frequency noise as one of the most important
impairments for RR-based sensor implementations. The frequency noise charac-
teristics of a laser can be obtained with the help of a heterodyne detection scheme,
which transfers the relevant frequency noise characteristics from the optical domain
into the electrical domain. In principle, this is achieved by first tuning the optical
frequency fLO of a highly stable reference local oscillator (LO) laser close to the
optical frequency fDUT of the laser device under test (DUT), then superimposing
the two optical signals and subsequently recording the combined optical signal with
a photodetector. The photocurrent is proportional to the square of the sum of the
electrical fields and, hence, contains a term at the beat frequency fbeat = fDUT − fLO,
which carries the phase and frequency noise properties of the laser DUT. The beat
frequency fbeat has to be chosen such that the beat signal including potential frequency
drift of the DUT and the LO laser is within the electronic acquisition bandwidth of the
acquisition system. The beat signal can be recorded with a single photodiode, with
balanced detection on two photodiodes, or via an in-phase quadrature (IQ) demodula-
tion scheme consisting of two pairs of balanced photodiodes [100]. In the case of the
IQ demodulation scheme, as sketched in Fig. 9(a), we construct a complex signal SIQ

with magnitude ÎIQ from the two photocurrents that represent the in-phase (I) and the
quadrature-phase (Q) components of the complex signal,

SIQ(t)= II + j IQ = ÎIQ exp(j8(t)). (F1)

Due to the frequency offset between the LO and DUT, the total phase 8(t) of SIQ

increases or decreases monotonously with time and can be obtained by taking the



argument of SIQ and by the associated time-series of phases. Neglecting the phase
noise of the LO, the phase noise of the DUT can be directly reconstructed from the
phase noise 8n of the beat signal, which is obtained by subtracting a linear phase fit
with a mean beat frequency fbeat from the unwrapped phase8(t),

8n(t)=8(t)− 2π fbeatt . (F2)

The noise of the instantaneous frequency, fn, is then calculated via the time-derivative
of the phase noise 8n. Practically, this is achieved by calculating the discrete deriva-
tive from a set of discrete measurement points spaced by the same time interval τ as

fn(t)=
1

2π

∂8n

∂t
=
8n(t)−8n(t − τ)

2πτ
. (F3)

Details on the frequency noise characterization of lasers in our experiments.
(a) Measurement setup for recording the beat frequency between the laser device
under test (DUT: VCSEL or TLS) and a reference local-oscillator (LO) laser using
an IQ demodulation detection scheme with two pairs of balanced output photodiodes
(PD). The graphic was adapted from the application note of the Keysight N4391A
Optical Modulation Analyzer that was used in this experiment. (b) The differential
currents II and IQ from the two balanced photodiode pairs generate the in-phase
(I) and quadrature-phase components (Q) of the complex signal SIQ. Assuming a
highly stable LO laser, the phase and frequency noise characteristics of SIQ can be
attributed to the respective noise characteristics of the laser DUT. (c), (d) One-sided
frequency noise power spectral densities of a typical VCSEL and TLS calculated
from the extracted phase 8(t) of the beat signal according to Eqs. (F3) and (F4). We
extract exemplary angular frequency variances σ 2

ωn
for each laser by integrating SF( f )

from low frequencies of 1/Tobs = 1 kHz up to the measurement acquisition bandwidth
1 f = 500 kHz. In this case, the standard deviation σωn of the VCSEL and the TLS
emission frequency differ by nearly 1 order of magnitude.



Generally, laser phase noise corresponds to a random walk, i.e., a non-stationary
stochastic process with diverging variance. For a laser controlled by some frequency
stabilization process, however, we may assume that the frequency variations are
mean-free and that they can be described by an ergodic stationary stochastic process.
According to the Wiener–Khinchin theorem, the one-sided power spectral density
SF( f ) of the frequency noise fn(t) can then be calculated as the Fourier-transform of
its autocorrelation function ρff,

SF( f )= 2
∫
∞

−∞

ρff(τ ) exp(−j 2π f τ)dτ ;

ρff(τ )= fn(t) fn(t + τ)= lim
T→∞

1

2T

∫ T

−T
fn(t) fn(t + τ)dt . (F4)

For a given optoelectronic acquisition bandwidth 1 f of our sensor system, the vari-
ance σ 2

ωn
of the angular laser frequency noise can theoretically be obtained by calculat-

ing the noise up to this frequency,

σ 2
ωn
= (2π)2

∫ 1 f

1/Tobs

SF( f )d f , (F5)

where Tobs denotes the overall observation time during a complete set of measure-
ments and where the optoelectronic acquisition bandwidth 1 f is related to the ADC
sampling frequency fs by the sampling theorem, fs ≥ 21 f . Note that for long obser-
vation times Tobs→∞, the integral in Eq. (39) can only be evaluated if SF( f ) does
not diverge for f → 0, i.e., SF( f ) must have an upper bound of the form 1/ f γ for
f → 0, where γ < 1—otherwise the frequency variance σ 2

ωn
diverges with Tobs. For

laser sources that do not fulfill this condition intrinsically, e.g., due to frequency drift,
it might be necessary to use a frequency stabilization mechanism to ensure mean-free
frequency variance that does not diverge with long observation times Tobs→∞. For
laser sources with feedback compensation of frequency drifts, we may approximate
the one-sided power spectral density by a constant SF( f )= SF0 that leads to the same
spectral power as the truly measured frequency noise spectrum within the frequency
interval [1/Tobs, 1 f ]. Exploiting the fact that the observation time is usually much
larger than the sampling time and, hence, 1/Tobs�1 f , the laser frequency variance
can be approximated by

σ 2
ω = 4π 2SF01 f . (F6)

In Figs. 9(c) and 9(d), we show the one-sided power spectral density SF( f ) of the
frequency noise of a typical VCSEL and benchtop-type tunable light source (ANDO
AQ4321A) within a frequency interval between 1/Tobs = 1 kHz and 1 f = 500 kHz.
The standard deviation σ 2

ωn
of the angular laser frequency noise is calculated accord-

ing to Eq. (39) by integrating the frequency noise spectrum over this frequency range,
which leads to σ 2

ωn
= 2π × 175 MHz for the VCSEL and σ 2

ωn
= 2π × 23 MHz for the

TLS. These values are in fair quantitative agreement with the frequency variations
of σ 2

ωn
= 2π × 435 MHz and σ 2

ωn
= 2π × 10 MHz that were independently estimated

from the ring resonator measurement (see Section 5).

In Subsection 4.3a, we assume a typical frequency noise variance σ 2
ωn
= 2π ×

100 MHz at a rather low acquisition bandwidth of 1 f = 100 Hz, which is esti-
mated from the VCSEL measurement data in Fig. 9(c). Note that the equipment used
in the experiment did not allow us to record sufficiently long beat signals to directly
derive the frequency noise spectrum below 1 kHz. We, therefore, estimate the low-
frequency part by extrapolating the measured frequency noise spectrum within the



interval f ∈ [1 kHz, 10 kHz] toward lower frequencies f < 1 kHz. We use a fit based
on a model function of the form SF( f )≈ SF1 × 1/ f γ , which leads to parameters
SF1 = 4.6 · 1015 Hz2/Hz and γ = 1.4. As γ > 1, the frequency variance σ 2

ωn
diverges

for long observation times Tobs [see Eq. (39)]. The finite value σ 2
ωn
= 2π × 100 MHz

is obtained by limiting the observation time to Tobs = 1 s and, hence, integrating the
extrapolated data according to Eq. (39) only within the frequency interval between
1/Tobs = 1 Hz and1 f = 100 Hz.

In practical sensor systems that rely on low-cost lasers with diverging frequency spec-
tra of the form SF( f )∝ 1/ f γ with γ > 1, continuous operation with infinitely long
observation times requires some sort of frequency stabilization, which effectively
reduces the strong frequency noise contribution at low Fourier frequencies and, thus,
results in a finite frequency variance σ 2

ωn
for Tobs→∞. Clearly, the implementation

of such a frequency stabilization mechanism increases the complexity of the overall
sensor system. For a quantitatively reliable estimation of the frequency variance σ 2

ωn

and the associated LoD contribution, it is essential to characterize the laser source
under the operation and data acquisition conditions that are relevant for the respective
use case.
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