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ABSTRACT

Co-evolutionary models such as direct coupling
analysis (DCA) in combination with machine learning
(ML) techniques based on deep neural networks are
able to predict accurate protein contact or distance
maps. Such information can be used as constraints
in structure prediction and massively increase pre-
diction accuracy. Unfortunately, the same ML meth-
ods cannot readily be applied to RNA as they rely on
large structural datasets only available for proteins.
Here, we demonstrate how the available smaller data
for RNA can be used to improve prediction of RNA
contact maps. We introduce an algorithm called Co-
CoNet that is based on a combination of a Coevo-
lutionary model and a shallow Convolutional Neural
Network. Despite its simplicity and the small number
of trained parameters, the method boosts the posi-
tive predictive value (PPV) of predicted contacts by
about 70% with respect to DCA as tested by cross-
validation of about eighty RNA structures. However,
the direct inclusion of the CoCoNet contacts in 3D
modeling tools does not result in a proportional in-
crease of the 3D RNA structure prediction accuracy.
Therefore, we suggest that the field develops, in ad-
dition to contact PPV, metrics which estimate the ex-
pected impact for 3D structure modeling tools bet-
ter. CoCoNet is freely available and can be found at
https://github.com/KIT-MBS/coconet.

INTRODUCTION

Ribonucleic acid (RNA) is one of biomolecular key players
in cells and plays significant roles in many biological activi-
ties such as the coding, regulation and expressions of genes.
For example, non-coding RNA is involved in genetic regula-
tion acting on transcriptional and translational machinery

(1,2) thus enables life as we know it. Since RNA function
is closely related to its three-dimensional (3D) structure, ex-
perimental techniques such as X-ray diffraction and nuclear
magnetic resonance (NMR) are the methods of choice to ex-
perimentally determine RNA 3D structure. However, these
approaches can be very challenging for RNA often charac-
terized by a high conformational flexibility. This is reflected
in the limited number of RNA 3D structures in the Pro-
tein Data Bank (PDB) representing only few percents of the
total number of all PDB entries (3). The large majority of
known RNAs remain thus still structurally unresolved and
is sometimes even called the dark matter of the biomolecu-
lar universe (4).

Computational methods can be a powerful tools to com-
plement experimental efforts by predicting and analyzing
RNA structures. Also called in-silico tools they can be used
alone or in combination with experimental and statistical
methods. When direct structure determination is not fea-
sible, indirect measurement might still be possible. To im-
prove the interpretation of such indirect experimental data,
this data can be integrated in computational modeling tools.
For instance, small angle X-ray scattering (SAXS), and sin-
gle molecule Förster Resonance Energy Transfer (FRET)
data have been fruitfully used in combination with molecu-
lar dynamics simulations of proteins (5,6). Similarly, homol-
ogy modeling, fragment- and physics-based structure pre-
diction approaches have been developed in the last decade
(4,7–15) and their accuracy and efficiency, while remaining
limited especially for large RNAs, is constantly improving
as shown in the four blind prediction experiments RNAPuz-
zle (16–19).

Likewise, information about spatial proximity of nu-
cleotides inferred by statistical approaches from multiple se-
quence alignment (MSA) of RNA families can be utilized
as spatial constrains in molecular modeling tools (4,20–
22). Since structure prediction methods in tandem with
these prior information have shown to be more accurate
than used alone, these statistical methods have received lots
of attention. A wide range of methods based on different
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implementations of direct coupling analysis (DCA) (23,24)
of coevolving nucleotides, including the mean-field approxi-
mation, pseudo-likelihood maximization, sparse inverse co-
variance estimation and Boltzmann learning (25–31), have
thus been recently introduced to improve the reliability of
predicting nucleotide pairs in spatial proximity. In particu-
lar, DCA can distinguish correlations resulting from direct
or indirect effects of nucleotide interactions, which strongly
increases its prediction accuracy of contacts compared to
old methods such as Mutual Information (MI).

To evaluate the performance of DCA-based methods on
RNA contact prediction, we compared different methods
on a well curated dataset of RNA structures (32). In the
analysis we did not observe any significant variation of pre-
dicted contact accuracy among the algorithms. In partic-
ular and in contrasts to results for proteins, we did not
detect significant accuracy differences between mean-field
and pseudo-likelihood maximization. Quite recently ma-
chine learning-based approaches have shown to astonish-
ingly improve the prediction of protein contact maps and to
considerably boost the protein 3D structure prediction (33–
35). These methods rely on the ability of deep neural net-
works to identify patterns in the input data using multiple
levels of abstraction and have been already used to dramati-
cally improve fields such as the computer vision and speech
recognition (36,37).

These approaches, however, are characterized by a huge
number of free parameters and require big datasets of 3D
structures for their training and thus cannot be easily ex-
tended to RNA structure prediction due to the limited num-
ber of available experimentally resolved structures. Here,
we thus focus not on deep but on shallow Neural Net-
works. In particular, we construct our approach CoCoNet
as combination of the mean-field DCA approach with a
shallow Convolutional Neural Network. We will demon-
strate the approach’s ability to improve RNA contact pre-
diction, while keeping the number of free parameters to
train the network limited to assure the generalization of its
performance.

MATERIALS AND METHODS

Coevolution models

Mutations play an essential role in shaping the evolution
of all biomolecules. Their large majority have a neutral or,
more often, deleterious effect on biomolecular fitness. Only
few mutations lead to new functions. Evolutionary pressure
acts on the biomolecules to counteract deleterious effects
and restore their functional states favoring secondary com-
pensatory mutations. The interactions between these muta-
tions can be traced in the biomolecule’s evolution and be ob-
served in multiple sequence alignments (MSAs) of homolo-
gous proteins or RNA. A series of co-evolutionary methods
have been developed to capture the sequence variability in
MSAs such as the Direct coupling analysis (DCA) (23–25).
DCA is an inverse statistical method that is able to iden-
tified pairs of residues that co-evolved during evolutionary
history and thus are likely to be in spatial adjacency in the
three-dimensional structure of a protein/RNA molecule.

Let consider a sequence of nucleotide bases � =
a1a2a3...aL of length L containing residues or a gap at sites

1, 2, 3, ..., L. The probability P of observing this sequence
in a MSA is given by the following expression:

P(σ ) = 1
Z exp

⎛
⎝L−1∑

i=1

L∑
j=i+1

Ji j (ai , a j ) +
L∑

i=1

hi (ai )

⎞
⎠ , (1)

whereZ is the normalization constant (also known as parti-
tion function); Jij(ai, aj) are the couplings and hi(ai) are local
fields. Finding a solution for equation 1 is computationally
costly since the partition function scales as O(q L). As a con-
sequence, most algorithms of DCA rely on approximations.
One of the most popular DCA algorithms is the mean-field
direct-coupling analysis (mfDCA) (25), which shows good
results for RNA (20). It is at the same time an accurate and
fast method. As numerically more complex methods such as
plmDCA (38)do not lead, unlike for proteins, to improve-
ments for RNA contact prediction (4,20,21) we will here fo-
cus on mfDCA.

In mfDCA, the couplings are computed from the inverse
of the empirical correlation matrix obtained from the MSA.
Let fi(ai) be single-site frequency counts of the MSA for col-
umn i when occupied by a nucleotide/gap ai, and fij(ai, aj)
be the pair-site frequency counts for columns i and j when
occupied by nucleotide/gap ai and aj, respectively. These
quantities are computed from the MSA as

fi (ai ) = 1
Mef f + λ

(
λ

q
+

M∑
m=1

ωmδai ,am
i

)
(2)

and

fi j (ai , a j ) = 1
Mef f + λ

(
λ

q2
+

M∑
m=1

ωmδai ,am
i
δa j ,am

j

)
(3)

where � is the pseudocount for regularizing frequency
counts; �m is weight of sequence m which is defined as the
reciprocal of the number of similar sequences for a partic-
ular sequence similarity threshold; and Meff is the effective
number of sequences which is the sum of sequence weights.
The correlation matrix C has elements Cij = fij(ai, aj) −
fi(ai)fj(aj). The couplings of the model are obtained from

Ji j (ai , a j ) = −(C−1)i j (ai , a j ) (4)

for distinct site pairs i and j. The nucleic acid pairs are scored
using the direct-information that is given by

DI i j =
∑

a

∑
b

pdir
i j (a, b) log

pdir
i j (a, b)

fi (a) f j (b)
, (5)

where pdir
i j (a, b) is the direct probability defined by

pdir
i j (a, b) = 1

Zi j
exp

(
Ji j (a, b) + h̃i (a) + h̃ j (b)

)
. (6)

and where parameters (h̃i s) in equation 6 are obtained by
requiring the direct probability marginals to be consistent
with the single-site frequencies of the MSA. Zi j is the nor-
malization constant for pdir

i j (a, b). According to their DI
scores, the pairs are then ranked. High-ranking pairs cor-
respond to strongly coevolving nucleobases and thus tend
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to be in physical contact in the 3D structure of the RNA
molecule (true positive/ TP prediction). However, lower
ranking pairs are less likely to be a real or true positive
contact (TP) and more likely to be a false positive predic-
tion (FP) not in contact in the 3D structure. It should be
noted that there is no hard threshold for the DI scores, e.g.
a value above which TP rates are high and FP rates low. In-
stead, there is a gradual overall increase of FP as one goes
down the ranked pairs. Also, it should be noted that coevo-
lution can result not only from a single native conformation
but also from multiple conformations, i.e. FP can be TP in
other contexts. Examples include active and inactive con-
formations (39) or competition of inter- and intra-contacts
in homodimers (40).

Convolutional neural networks

Convolutional neural networks (CNNs) have been exten-
sively used in the last decades in a wide range of applica-
tions that range from accurate learning of patterns in im-
ages to speech recognition (36,37,41). The success of CNNs
resides in their ability to identify patterns in the input data
using multiple levels of abstraction through a hierarchy of
different layers of convolution. These artificial networks are
composed by three kinds of layers in addition to the input
and output layers. The first one is the convolution layer that
applies a convolution operation on the input layer, the sec-
ond ones are the pooling layers that perform downsampling
operations and finally there are the fully connected layers
whereby neurons are connected with all neurons in the pre-
ceding layers.

The tremendous effort devoted to the improvements of
CNN architectures aims to make CNN scalable to larger
and increasingly complex systems. Indeed from the simple
LeNet architecture introduced in (42) consisting of three
convolution, two pooling and a fully connected layers, a
series of deeper CNNs that show improved performances
such as AlexNet (43), ZFNet (44), GoogleNet (45) and VG-
GNet (46), have been introduced in the literature.

The increased level of complexity of these networks is re-
flected in the number of free parameters to train that range
from 60k for LeNet to about 1380k for VGGNet. However,
despite the accurate performances of these networks, this
huge number of parameters makes the training slow and
limits generalization (47).

When the training dataset is very small as for a RNA
structure dataset(48), the deep network approach has to be
completely ruled out to avoid overfitting and to allow rea-
sonable generalization. For all these reasons we thus chose
to employ a shallow convolutional neural network covered
in the next subsection. Indeed these type of CNNs (49,50),
that have just from one to few hidden convolutional layers,
while keeping good performances, are characterized by a
low training time and a reduced number of free parameters.

Convolution on coevolution

In order to improve contact prediction accuracy from RNA
multiple sequence alignments, we here design a method
called CoCoNet that is based on a combination of DCA
with convolutional neural network approaches. CoCoNet

is motivated by the simple observation that contact maps
of RNA are not random but instead show ordered patterns
of contacts. It’s very likely that nucleotide pairs close to
other pairs that are in physical contact are also true con-
tacts themselves. CNNs are a systematic method to identify
patterns from DCA contact map prediction and filter out
noisy and unwanted artifacts. The architecture of our Co-
CoNet method is schematically depicted in Figure 1 and is
constituted by different layers.

• The input layer is simply given by the MSA of the target
RNA sequence of length L with its homologous. Note
that MSA are trimmed by selecting only positions corre-
sponding to the specific RNA target sequence.

• The first layer is the coevolutionary layer. In this layer the
DCA scores of nucleotide-nucleotide pairs are computed
using a mean-field DCA approach. This step is performed
using the mean-field algorithm implementation in pydca
(30). A 2D map of size L × L is then constructed from
these DCA scores assigning to each (i, j) pair of the target
sequence the corresponding DCA score.

• The second layer is the convolutional layer. As a first
step we perform a padding operation of size p = (d −
1)/2. Then a d × d filter matrix (with d chosen here to
be equal to 3, 5 and 7) is used to perform convolution
across the 2D DCA contact map obtained from the pre-
vious padded layer. This results in a new 2D contact map
of size L in which each entry corresponds to a sort of re-
weighted DCA scores.

• The output layer consist in selecting the n pairs from the
previous layer map having the n highest re-weighted DCA
scores and consider them as true contacts while giving a
vanishing score for all the others. The choice of the num-
ber of contacts n that leads to reliable predictions is dis-
cussed in the results section. It depends on the system size
as well as on the contact definition.

The dataset of RNA structures

In order to train CoCoNet, we have to select a dataset of
RNA structures. Here, we chose the well-curated dataset
presented in (48) in which there are about seventy RNA
structures of high resolution and their corresponding
RFAM family of homologous RNA (51). We select a subset
S of 57 entries associated to unique families in the RFAM
database and discard similar structures that belong to the
same family to avoid any bias at the training state. S is fur-
ther divided in two subsets called SH and SL containing all
entries associated to RFAM with Meff greater than, and less
than or equal to 70.0. Indeed nucleotide contact prediction
performance depend on Meff (48) and only predictions for
RFAM family with Meff larger than about 50–100 provide
highly reliable results. The SH and SL contains 28 and 29
RFAM families respectively.

We have also constructed an additional independent test
set of RNA structures by relaxing the structure resolution
criteria used to construct S (48). In particular, here, we also
consider NMR structure and crystal structure with a reso-
lution higher than 3.6 Å. In this way, we have collected 23
additional RNA structures in a set called T that similarly
to the dataset S is then split into two subsets T H an T L as-
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Figure 1. Schematic workflow of CoCoNet architecture with all different layers.

sociated to RFAM families with Meff greater than and less
than or equal to 70.0, respectively.

For each RFAM family, all collected sequences are then
aligned using Infernal (52) and the corresponding co-
variance model (CM). CM is a specific profile stochastic
context-free grammar used to score the alignment through
a combination of sequences and RNA secondary structure
consensus. For more technical details about this step, we re-
fer the reader to (48) where multiple alignment tools and
parameters have been tested in preparing MSAs.

All structures have been download from the Protein
Data Bank (53) and annotations of the secondary structure
have been computed using DSSR (54,55). The PDB struc-
tures used in this paper, the corresponding RFAM fami-
lies, and their annotations are listed in Supplementary Ta-
ble S1 and S2 and can be found in the GitHub repository
https://github.com/KIT-MBS/coconet.

Learning the filter matrix

To learn the filter matrix of CoCoNet we use a simple gra-
dient backpropagation algorithm as our network contains
a single convolutional layer without any nonlinear activa-
tion functions implying the objective function being convex.
The limited size of the dataset allows processing the train-
ing data in a single batch. Basically, we compare the weighed
contact maps for all the target sequences in our dataset that
are obtained from MSAs via the coevolution plus convolu-
tional layer with the real contact maps obtained from the
PDB structures. Two nucleotides are considered as contacts
in the structures if they have a pair of heavy atoms (i.e. non-
hydrogen) that are less than 10 Å apart. For nucleotide pairs
fulfilling this condition they are assigned a value of one in
the real contact map, zero otherwise.

Given a target RNA sequence R belonging to the training
dataset, we can define a function

F R
i j = (

W ∗ DR
i j − δ(CR

i j )
)2

, (7)

where * is the convolution operation between W and Di j
that are the filter matrix and the local d × dDIDI scores
matrix (eq. 5) centered at residue pairs (i, j), respectively.
The delta function δ(CR

i j ) is one when nucleotide i and
j are in physical contact in the PDB structure and zero
otherwise.

The convolution operation can in principle be done using
several filter matrices. To limit the number of free parame-
ters, CoCoNet is designed to use a maximum of two filter
matrices. Their total number range from 9, for a single 3 ×
3 filter matrix up to 98 for two 7 × 7 filter matrices. When
two filter matrices are used, one of them performs convolu-
tion with Watson–Crick nucleotide pairs and the other on
non-Watson–Crick pairs. More in detail, the modified con-
volution occurs between the WC-filter and the Di j matrix
in which only the i, j entries corresponding to (A,U) and
(C,G) contacts are considered while the remaining entries
of Di j are set to zero. Vice-versa, the convolution for non-
WC filters occur between the non-WC filter and aDi j matrix
in which only the contacts different from (A,U) and (C,G)
are considered. The final result is then obtained as the sum
of the convolution of the two filters.

The total cost function is then defined as

F =
∑

R

∑
j>i+4

F R
i j , (8)

where the summation over R represents the summation over
all the entries in the training dataset and that of i and j
over all nucleotide pairs that are separated at least four nu-
cleobases in the sequence of R. The cost function is min-
imized using Limited-memory BFGS algorithm using a
standard implementation in Python’s Scipy library (56). To
avoid overfitting in the training processes, the computation
is done using a strict five-fold cross-validation in which the
entire set S is first randomly partitioned in five parts, and
then each part is used in turn as a test set by removing it
from the dataset, training the network weights on the re-
maining four parts and used the so-trained model on the
test part. To ensure the robustness of our results, this cross-
validation procedure is repeated ten times by performing
each time a random splitting of the entries in five-folds. Fi-
nal results are then obtained as the average over all the set
of cross-validated results.

Modeling RNA 3D structure

To evaluate how much the CoCoNet contact predic-
tion method impacts the 3D structure modeling of RNA
molecules, we randomly chose a set of 10 RNA families
(listed in Section 5 of the supplementary materials). Four
of them belong to the SL set corresponding to RFAM fam-
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Figure 2. Structural features observed in the 2D coevolutionary map. Average DCA scores in a 7 × 7 window around all nucleobase pairs separated by
a distance r ≤ 4 Å (A), 4 < r ≤ 10 Å (B) and r > 10 Å (C). Here, the intensity is proportional to the averaged DCA score of the corresponding element
using the same color scale for (A), (B) and (C). In (D–F), we displayed the average DCA scores in a 7 × 7 window around all 3D nucleotide pairs separated
according to the same criteria r ≤ 4 Å, 4 < r ≤ 10 Å and r > 10 Å, respectively. Here, the intensity color-scale is rescaled by a factor of about 10 when
compared with (A), (B) and (C) to highlight the patterns.

ilies with low Meff number and the other ones to SH that
instead correspond to RFAM with higher values of Meff.

For the modeling of the 3D structure, we use the tool Sim-
RNA (9) that is based on a Monte-Carlo-based approach
for the sampling of the RNA conformational space and a
statistical potential to evaluate the energy of the configura-
tion. We repeat each simulation at least ten times using 20
replicas for each simulation. Further details on the simula-
tion time and parameters can be found in Section 5 of the
Supplementary Materials.

From all generated RNA conformations, we selected the
1% with lowest energy and clustered them. We then selected
twenty clusters and computed their averaged RMSD value
with respect to the experimental structure.

RESULTS

Coevolutional structural features

Here, we analyze the structural patterns observed in the co-
evolutional layer of our network since their understanding
provides insight on how CoCoNet is able to identify them
and enhance nucleotide–nucleotide contact prediction. In
particular, we study these structural features by investigat-
ing the average DCA scores in a 7 × 7 window around nu-
cleotide pairs following a similar approach to the one em-
ployed in (57) for proteins. In addition, numerical values of
the CoCoNet filters can be found in Supplementary Figure
S5 in the supplementary material.

In Figure 2A–C we plot this average for all type of con-
tacts according to the spatial distance r between the closest

heavy atoms (i.e. non-hydrogen) of a nucleotide pairs. At
short distance (r ≤ 4 Å, Figure 2 A) we clearly observe a sig-
nal corresponding to a stem structure. For this pattern the
coevolutionary scores are strongly reflecting the selection
pressure of maintaining the corresponding secondary struc-
ture. At intermediate distance ( 4 < r ≤ 10 Å, Figure 2B) the
observed patterns are weaker and essentially are dominated
by stems pairs that are in the surrounding of the target con-
tact. Finally at distance larger than 10 Å, there is essentially
no signals as we can see in Figure 2C.

A similar pattern analysis shows when considering only
nucleotide pairs that are far away from any secondary con-
tacts, i.e. are outside a 9 × 9 window centered at any 2D
contact. These patterns are shown in Figures 2D, E and F
for distance r ≤ 4.0 Å, 4.0 < r < 10.0 Å and r > 10.0 Å,
respectively. The first thing that we note from them is that
coevolutionary signals from 3D contacts are much weaker
than 2D ones: they are suppressed by a factor of about ∼10–
20 and thus their intensity has been re-scaled accordingly to
make them visible in Figure 2E–F. The patterns that we ob-
serve at short distances (2 D) has relatively stronger signals
at the centre of the windows where the 3D contact is located
and tends to decrease as we move away from the center. A
somewhat similar signal with a center region characterized
by a stronger coevolution can be observed also at intermedi-
ate distance (Figure 2E) even if the intensity is weaker and
the pattern can be confused with the background without
a further intensity rescaling (data not shown). Finally, at
large distances (Figure 2F) no coevolutionary signals can
be identified as expected.
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Figure 3. Average positive predicted value as a function of the number of ranked contacts for all RFAM families in the S (A), SH (B) and SL (C) datasets.
CoCoNet’s results are obtained by 5-fold cross-validation.

Contact prediction accuracy

Next, we test the accuracy of our contact prediction method
as a function of some neural network characteristics such as
the size of the filter matrices and its architecture. We use the
CoCoNet prediction scores to rank nucleotide pairs since
pairs showing high scores are likely to be spatially adjacent
in the three dimensional structure of an RNA molecule.
To assess CoCoNet’s performance, we computed its posi-
tive predictive value (PPV) that is the widely used metric
for contact prediction. In addition, we also have evaluated
CoCoNet’s performance using the Mathews correlation co-
efficient (MCC) (see Supplementary Figures S3 and S4 of
the Supplementary Materials).

Figures 3 and 4 show the average PPVs as a function of
rank for all pairs (i, j) such that |i − j| > 4 (see Supplemen-
tary Figure S1 in the supplementary material for individ-
ual RNA’s PPV) and that of tertiary contacts, respectively.
Nucleotide pairs are considered as tertiary contacts if they
are not secondary structure pairs (in particular, secondary
structure does not include pseudoknot pairs) and are not in
a 5 × 5 window around 2D contacts.

In both cases, CoCoNet shows a significant increment
of PPVs for almost all ranks over mean field DCA (30).
From the comparison of CoCoNet with other state-of-the-
art DCA algorithms such as the Boltzmann learning (31),
two implementations of the pseudo-likelihood maximiza-
tion (EVCoupling (29) and pydca (30)) and graphical lasso
(PSICOV) (27) shown in Supplementary Figures S2, we
found the same trend with substantially improved CoCoNet
PPV values with respect to the other methods. These results

clearly indicate the ability of the convolutional layer to im-
prove contact prediction accuracy via our shallow neural
network.

Although no significant difference can be observed at
higher ranks (for top ∼5/10 nucleotide pairs) between
DCA-based method and CoCoNet, the predictive capacity
of CoCoNet is superior to mfDCA if more lower ranks are
taking into account. Among the different filter sizes, the 3
× 3 filter matrix performs slightly better than other filter
matrices up to ranks of about hundred and slightly worse
beyond that limit.

The performance of our method depend, as expected, on
the effective number of homologous RNA sequences in the
corresponding RFAM family of the target RNA. For fam-
ilies with Meff > 70 the average PPVs are significantly bet-
ter than those of families that have lower effective number
of sequences (Meff ≤ 70). This trend is consistent for both
classes of contacts, i.e., all and tertiary contacts as we can
see in Figures 3 and 4, respectively. Nevertheless, CoCoNet
outperforms mfDCA in both scenarios.

We also report the CoCoNet numerical results in Ta-
ble 1 where the average PPVs for top L contacts are dis-
played for different network characteristics. When all con-
tacts are considered, the performances of mean-field DCA
that shows an average PPV of 45% are drastically in-
creased to 74.5% and 77% for single and double filter ver-
sions of CoCoNet, respectively. No filter-size dependence
is observed here but a slight improvement occurs by us-
ing double filter convolution with respect to the single filter
ones.
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Figure 4. Average positive predicted value of tertiary contacts as a function of the number of contacts for all families in the S (A), SH (B) and SL (C)
datasets. CoCoNet’s results are obtained by 5-fold cross-validation.

Table 1. Average positive predicted value (〈PPV〉) for all RNAs in the
S dataset. The first two columns indicates the number and size of filter
matrices used, respectively. The third column correspond to the number
of free parameters to learn. The fourth and last columns show 〈PPV〉
at rank L for all and tertiary contacts, respectively. The bottom rows
show the 〈PPV〉s computed using state-of-the-art DCA algorithms mean-
field DCA, two different implementations of the pseudo-likelihood max-
imization (plmDCA-EVC and plmDCA-pydca), Boltzmann learning and
graphical LASSO algorithm (PSICOV)

CoCoNet

Filter Filter Free 〈PPV〉ALL 〈PPV〉3D
Size Param. (top L) (top L)

1 3x3 9 74.6 27.1
1 5x5 25 74.6 29.2
1 7x7 49 74.4 33.6
2 3x3 18 76.5 26.6
2 5x5 50 77.7 27.1
2 7x7 98 77.3 35.0

Mean-field DCA 45.0 17.7
plmDCA-EVC 46.6 16.8
plmDCA-pydca 45.0 16.2

Boltzmann learning 45.7 17.3
PSICOV 39.9 15.0

Tertiary contact prediction capability is also significantly
improved by our method (see Table 1) despite the fact that
their coevolutionary signals are weaker than 2D contacts as
observed in the previous subsection. We note here a depen-
dence on filter matrix size since its increment is reflected by
a mild increases of the PPVs (see Table 1, last column). Still,
all approaches of CoCoNet outperform standard mfDCA

by a large margin, e.g. 35.0% versus 17.7% when using dou-
ble 7 × 7 filter matrix convolution.

We also list in Table 2 the average PPVs at rank L for
the two subsets SL and SH observing a strong improvement
of the CoCoNet performances in both sets: considering all
contacts in SH CoCoNet reaches an average PPV of about
90% in comparison with 57.1% obtained from mean-field
DCA. For the dataset SL, CoCoNet’s results are even, sur-
prisingly, higher reaching PPVs between 60% and 67% in
comparison with 33% obtained from mean-field DCA. Sim-
ilar trends are observed for tertiary contacts that are pre-
dicted with less accuracy even if their prediction remains
significantly improved in both sets (see Table 2).

Finally, we compute the performances of CoCoNet on
the independent test set T containing crystallographic
structures with low resolution or NMR structures. Results
are reported in Tables 3 and 4 and confirm the significant
improvement of the CoCoNet performances for all values
of filter number and size with respect to mean-field DCA.
Note that these results suggest a slightly better performance
for small filters with an improved averaged PPV of almost
90 % with respect to pure DCA-based computation.

An example of CoCoNet application

To provide an example of the CoCoNet application we con-
sider the aptamer domain of the Adenine Riboswitch from
Vibrio vulnificus that has a known experimentally resolved
3D structure (see figure 5, PDB code 4TZX) (58). This ri-
boswitch is located in the 5’ untranslated region of the add
adenosine deaminase mRNA and plays an important role in
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Table 2. Average positive predicted values 〈PPV〉 for for all RNAs in the
S dataset. The first two columns indicates the number and size of filter ma-
trices used, respectively. The third and fourth columns show 〈PPV〉 at rank
L in the SH dataset for all and tertiary contacts, respectively. Finally, the
fifth and sixth columns show 〈PPV〉 at rank L in the SL set for all and ter-
tiary contacts, respectively.The bottom rows show the 〈PPV〉s computed
using the state-of-the-art DCA algorithms mean-field DCA, two different
implementations of the pseudo-likelihood maximization (plmDCA-EVC
and plmDCA-pydca), Boltzmann learning and graphical LASSO algo-
rithm (PSICOV)

CoCoNet

Filter Filter 〈PPV〉ALL 〈PPV〉3D 〈PPV〉ALL 〈PPV〉3D
Size SH SH SL SL

1 3 × 3 90.3 35.0 59.4 19.5
1 5 × 5 87.4 35.0 62.3 23.8
1 7 × 7 86.3 40.3 62.8 27.1
2 3 × 3 91.7 34.7 61.8 18.8
2 5 × 5 89.6 32.0 66.1 22.4
2 7 × 7 87.7 40.3 67.2 29.8

Mean-field DCA 57.1 22.0 33.3 13.6
plmDCA-EVC 61.3 22.0 32.5 11.9
plmDCA-pydca 57.6 22.0 33.0 10.6

Boltzmann learning 58.7 22.2 33.1 12.5
PSICOV 50.9 18.6 29.1 11.5

Table 3. All contact types average positive predictive value (〈PPV〉) for all
RNAs in the independent dataset T . The first two columns indicates the
number and size of filter matrices used, respectively. The third, fourth and
fifth columns correspond to the 〈PPV〉 at rank L for all RNA structure
belonging T and to its subset T H and T L respectively. The bottom row
shows the corresponding 〈PPV〉s for DCA-based algorithms

CoCoNet

Filter Filter 〈PPV〉T 〈PPV〉T H 〈PPV〉T L

Size (top L) (top L) (top L)

1 3 × 3 61.2 84.5 51.0
1 5 × 5 59.9 78.3 51.8
1 7 × 7 60.4 79.6 52.0
2 3 × 3 65.1 84.6 56.6
2 5 × 5 64.6 78.6 58.5
2 7 × 7 65.4 80.1 59.0

Mean-field DCA 37.4 54.8 29.7
plmDCA-EVC 35.3 53.6 27.3
plmDCA-pydca 32.9 48.2 26.3

Boltzmann learning 33.9 49.9 26.9
PSICOV 30.7 42.3 25.6

Table 4. Tertiary contacts average positive predictive value (〈PPV〉) for all
RNAs in the independent dataset T . The first two columns indicates the
number and size of filter matrices used, respectively. The third, fourth and
fifth columns correspond to the 〈PPV〉 at rank L for all RNA structure
belonging T and to its subset T H and T L respectively. The bottom five
rows show the corresponding 〈PPV〉s for DCA-based algorithms

CoCoNet

Filter Filter 〈PPV〉T 〈PPV〉T H 〈PPV〉T L

Size (top L 3D) (top L 3D) (top L 3D)

1 3 × 3 26.0 47.8 16.5
1 5 × 5 25.1 46.8 15.7
1 7 × 7 26.3 47.9 16.9
2 3 × 3 26.0 45.4 17.5
2 5 × 5 24.5 42.8 16.5
2 7 × 7 28.3 50.9 18.4

Mean-field DCA 14.4 26.8 9.0
plmDCA-EVC 13.2 25.8 7.7
plmDCA-pydca 13.7 25.2 8.7

Boltzmann learning 12.7 25.5 7.1
PSICOV 11.6 20.6 7.6

the translational machinery. If the adenine concentrations is
high enough, the aptamer domain can bind to the adenine,
induce an allosteric conformational change in the binding
domains and initiate the translation. The structure consist
of a three-way junction connecting three helices P1, P2 and
P3 (see Figure 5 with long-range three dimensional contacts
formed between P2 and P3 to stabilize the 3D structure.

The experimental contact map of this Riboswitch is dis-
played in Figure 6A where we highlight the nucleotide pairs
having at least a pair of heavy atoms less than 10 Å apart.
Among all these 382 contacts, the secondary structure pairs
are colored in blue whereas the remaining contacts are col-
ored in grey. Figure 6 B display the contact map constructed
by taking the top 382 mean-field DCA predicted nucleotide
pairs: 38% of them are true positives (colored in green) and
the rest are false positives (colored in black). Finally, Fig-
ure 6C and D represented CoCoNet predicted top 382 nu-
cleotide pairs using 3 × 3 and 7 × 7 single filter convolu-
tion, respectively. As we can clearly see from this picture,
CoCoNet (with a PVV of 60% and 67% for 3 × 3 and 7
× 7 filter size, respectively) improves the performances of
mfDCA (PPV equal to 38%) substantially.

These contact maps clearly show the ability of CoCoNet
to significantly enhance contact prediction from coevolu-
tionary signals initially identified by DCA. The mfDCA
contact map has indeed false positives scattered all over
the contact map. When convolution is performed on top of
coevolution, false positives are suppressed while true pos-
itives are enhanced and tend to cluster around strongly
coevolving pairs. Finally, in Figure 6C and D we can
also see that the clustering power of CoCoNet is en-
hanced for large filter matrix size as already observed pre-
viously when the number of contacts considered is large
enough.

RNA 3D structure prediction

In this section, we test how the predicted contacts affect the
3D RNA structure prediction. For the structural modeling,
we used SimRNA (9). As there is no well-established way for
RNA to include contact constraints, we include contacts in
the simulations in three different ways: in the first case, only
the top L contacts are considered; in the second one, the top
2L and in the third one only the top L tertiary contacts. The
latter case demands special care, as a priori in a true blind
prediction, we do not know whether a predicted contact is
2D or 3D. We therefore use the RFAM consensus sequence
and its conserved 2D structures to define the 2D contacts
even if they differ from the real ones.

The average results and spreads are shown in Table 5
while the values for each RNA are reported in Supplemen-
tary Table S3. To our surprise, despite the impressive in-
crease of PPV performances, CoCoNet contact predictions
do not improve 3D modeling results beyond the results for
mfDCA contacts. From the set of 10 predicted RNA struc-
tures, in 4 cases, CoCoNet performs better than mfDCA
with a lower RMSD between predicted and experimental
structures, in other 4 RNAs, mfDCA performs better than
CoCoNet, in one they reach precisely the same RMSD,
while in the last case the SimRNA without any contact per-
forms better than both CoCoNet and mfDCA (see Supple-
mentary Table S3, values in blue).
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Figure 5. (A) Secondary and (B) tertiary structure of the Vibrio Vulnificus Adenine Riboswitch. The secondary structure diagram was done using (59).

DISCUSSION

The accurate prediction of nucleotide-nucleotide contacts
in RNA molecules remains an intriguing and challenging
issue whose resolution could boost RNA structure predic-
tion and shed light on fundamental properties of RNA and
on its functions within the cell. Unfortunately, the limited
number of resolved RNA structure prevents the application
of complex machine learning models coupled or not with
coevolutionary-based methods that recently have been suc-
cessfully applied to proteins (34,35).

In this paper, we made a significant improvement in RNA
contact prediction circumventing this limitation by using
a combination of direct coupling analysis and a very sim-
ple convolutional neural network. Although the model has
very few parameters, it is able to enhance contact predic-
tion accuracy using limited RNA sequence data. Indeed the
CoCoNet averaged PPV for a set of 57 RNAs that belong
to distinct families of homologous RNA, improves the re-
sults of mean-field DCA with a PPV of 45.0% up to about
77.0% when top L ranked nucleotide pairs are considered.
Remarkably, we observe that tertiary contact prediction is
significantly improved from a PPV value of about 17.0% for
the mean field DCA up to about 33.0%. Analogous results
can be found in the comparison of CoCoNet with other
known DCA-based algorithms such as Boltzman learning
and pseudo-likelihood maximization DCA.

Finally, the same highly significant improvements of the
performances are observed when we tested CoCoNet on an
independent test set of 23 RNA structures that were not in-
cluded in the training procedure.

These improvements are achieved by performing convo-
lution operation on top of coevolution and thus learning
patterns of coevolving nucleotide pairs using simple filter
matrices. The enhancement effect can be observed for either
strong co-evolutionary signals but also for weaker ones that
in principle are more easily confused with the background

noise, as in the case of the 3D contacts or in the case of
the homologous families with a limited number of RNA se-
quences.

However, despite the impressive increase of PPV per-
formances, the straightforward inclusion of predicted Co-
CoNet contacts in the 3D modeling does not improve the
3D structure prediction accuracy with respect to mfDCA.
Our analysis of the results suggests that not all the addi-
tional predicted contacts seem to carry valuable informa-
tion for structural modeling. PPV, by construction, only
measures contact reliability without considering the context
of the entire predicted contact map. As we trained CoCoNet
performance on this metric, which is the literature standard
to compare contact prediction performance, it succeeds in
optimizing PPV but this does not translate in the additional
desired property of also directly and reliably providing im-
proved structure prediction constraints. Here, either a better
metric or improved constraint integration in 3D modeling
tools seems necessary. Such a better metric is not trivial, as
it would have to (A) weight each predicted contact in its as-
sumed benefit for 3D modeling ideally in (B) the context
of the other predicted contacts. (A) could be realized, for
example, by weighting contacts with measures such as con-
tact order from the protein folding field (60). (B), however, is
likely more difficult to achieve. One could image weighting
the distribution diversity of the contact map with clusters
of contacts being less valuable.

We can therefore explore multiple directions to further
improve our method to better understand the structural
properties of RNA molecules. First of all, when more 3D
RNA structures will be experimentally available we could
exploit more complex neural networks architecture to im-
prove the accuracy of our method. In addition, although
CoCoNet is able to enhance RNA tertiary contact predic-
tion, their prediction accuracy remains limited and thus
needs to be further improved. This is a challenging is-
sue since as we have seen in previous sections the co-
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A PDB structure B mean-field DCA

C CoCoNet 3x3 D CoCoNet 7x7

Figure 6. Predicted and experimental contact maps for Adenine Riboswitch from Vibrio vulnificus (PDB 4TZX, RFAM RF00167). (A) Contacts in the
experimentally resolved PDB structure using a heavy atom pair cut-off distance of 10 Å with secondary structure pairs in blue color. (B) Mean-field DCA
predicted contact map with true/false positives highlighted in green/black. (C, D) CoCoNet predicted contact map using single 3 × 3 and 7 × 7 filter
matrix respectively with the green/black color indicating true/false positives.

Table 5. Result of the RNA 3D modeling in terms of RMSD (in Å) be-
tween the predicted and the experimental 3D structures averaged over the
ten RNAs considered in the analysis. The twenty lowest energy clusters
for each RNA are considered, and the averaged 〈RMSD〉 as well as the
standard deviation � of their RMSD are reported in the third and fourth
column, respectively

# 〈 RMSD 〉 �
Contact (All) (All)

SimRNA - 14.8 5.5
SimRNA+mfDCA Top L 11.7 5.3
SimRNA+mfDCA Top 2L 14.5 3.7
SimRNA+mfDCA Top 3D L 12.8 6.0
SimRNA+PSICOV Top L 11.5 5.0
SimRNA+PSICOV Top 2L 15.0 4.7
SimRNA+PSICOV Top 3D L 17.1 4.4
SimRNA+Boltzmann learning Top L 12.6 4.3
SimRNA+Boltzmann learning Top 2L 12.9 4.4
SimRNA+Boltzmann learning Top 3D L 16.4 4.4
SimRNA+CoCoNet5 × 5 Top L 12.6 4.5
SimRNA+CoCoNet5 × 5 Top 2L 13.4 4.0
SimRNA+CoCoNet5 × 5 Top 3D L 13.4 4.5

evolutionary signals are dominated by the secondary struc-
tures. Also, we believe that with a dedicated analysis, we
could find an alternative way to integrate CoCoNet con-
straints in molecular modeling tools and improve and boost
the structural RNA models’ accuracy. Additionally, as dis-
cussed in the last paragraph, we would suggest discussion

in the community to identify a robust quantitative measure
of contact map prediction quality beyond PPV, which also
takes into account the information content improvement
for 3d structural modeling of RNA.

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online.
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Fonds de la Recherche Scientifique de Belgique for provid-
ing additional computational resources.

FUNDING

Helmholtz-Gemeinschaft [Impuls- und Vernetzungs-
fond]. Funding for open access charge: Institute funding/
Helmholtz Association.
Conflict of interest statement. None declared.

D
ow

nloaded from
 https://academ

ic.oup.com
/nar/article/49/22/12661/6454286 by Karlsruher Institut fur Technologie - KIT user on 25 January 2022

https://academic.oup.com/nargab/article-lookup/doi/10.1093/nar/gkab1144#supplementary-data
file:www.gauss-centre.eu


Nucleic Acids Research, 2021, Vol. 49, No. 22 12671

REFERENCES
1. Wilusz,J.E., Sunwoo,H. and Spector,D.L. (2009) Long noncoding

RNAs: functional surprises from the RNA world. Genes Dev., 23,
1494–1504.

2. Cech,T. and Steitz,J. (2014) The noncoding RNA
revolution––trashing old rules to forge new ones. Cell, 157, 77–94.

3. Berman,H.M., Westbrook,J., Feng,Z., Gilliland,G., Bhat,T.N.,
Weissig,H., Shindyalov,I.N. and Bourne,P.E. (2000) The Protein Data
Bank. Nucleic Acids Res., 28, 235–242.

4. Pucci,F. and Schug,A. (2019) Shedding light on the dark matter of
the biomolecular structural universe: progress in RNA 3D structure
prediction. Methods, 162-163, 68–73.

5. Weiel,M., Reinartz,I. and Schug,A. (2019) Rapid interpretation of
small-angle X-ray scattering data. PLoS Comput. Biol., 15, e1006900.

6. Reinartz,I., Sinner,C., Nettels,D., Stucki-Buchli,B., Stockmar,F.,
Panek,P.T., Jacob,C.R., Nienhaus,G.U., Schuler,B. and Schug,A.
(2018) Simulation of FRET dyes allows quantitative comparison
against experimental data. J. Chem. Phys., 148, 123321.

7. Rother,M., Rother,K., Puton,T. and Bujnicki,J.M. (2011)
ModeRNA: a tool for comparative modeling of RNA 3D structure.
Nucleic Acids Res., 39, 4007–4022.

8. Popenda,M., Szachniuk,M., Antczak,M., Purzycka,K.J.,
Lukasiak,P., Bartol,N., Blazewicz,J. and Adamiak,R.W. (2012)
Automated 3D structure composition for large RNAs. Nucleic Acids
Res., 40, e112.

9. Boniecki,M.J., Lach,G., Dawson,W.K., Tomala,K., Lukasz,P.,
Soltysinski,T., Rother,K.M. and Bujnicki,J.M. (2015) SimRNA: a
coarse-grained method for RNA folding simulations and 3D
structure prediction. Nucleic Acids Res., 44, e63.

10. Xu,X., Zhao,P. and Chen,S.-J. (2014) Vfold: a web server for RNA
structure and folding thermodynamics prediction. PLOS ONE, 9,
e107504.

11. Cheng,C.Y., Chou,F.-C. and Das,R. (2015) Chapter two - Modeling
complex RNA tertiary folds with Rosetta. In: Chen,S. and
Burke-Aguero,D.H. (eds). Computational Methods for Understanding
Riboswitches. Vol. 553, Academic Press, pp. 35–64

12. Krokhotin,A., Houlihan,K. and Dokholyan,N.V. (2015) iFoldRNA
v2: folding RNA with constraints. Bioinformatics, 31, 2891–2893.

13. Zhao,Y., Huang,Y., Gong,Z., Wang,Y., Man,J. and Xiao,Y. (2012)
Automated and fast building of three-dimensional RNA structures.
Sci. Rep.-UK, 2, 734.

14. Das,R. and Baker,D. (2007) Automated de novo prediction of
native-like RNA tertiary structures. Proc. Natl. Acad. Sci. U.S.A.,
104, 14664–14669.

15. Jonikas,M.A., Radmer,R.J., Laederach,A., Das,R., Pearlman,S.,
Herschlag,D. and Altman,R.B. (2009) Coarse-grained modeling of
large RNA molecules with knowledge-based potentials and structural
filters. RNA, 15, 189–199.

16. Cruz,J.A., Blanchet,M.-F., Boniecki,M., Bujnicki,J.M., Chen,S.-J.,
Cao,S., Das,R., Ding,F., Dokholyan,N.V., Flores,S.C. et al. (2012)
RNA-Puzzles: a CASP-like evaluation of RNA three-dimensional
structure prediction. RNA, 18, 610–625.

17. Miao,Z., Adamiak,R.W., Blanchet,M.-F., Boniecki,M.,
Bujnicki,J.M., Chen,S.-J., Cheng,C., Chojnowski,G., Chou,F.-C.,
Cordero,P. et al. (2015) RNA-Puzzles Round II: assessment of RNA
structure prediction programs applied to three large RNA structures.
RNA, 21, 1066–1084.

18. Miao,Z., Adamiak,R.W., Antczak,M., Batey,R.T., Becka,A.J.,
Biesiada,M., Boniecki,M.J., Bujnicki,J.M., Chen,S.-J., Cheng,C.Y.
et al. (2017) RNA-Puzzles Round III: 3D RNA structure prediction
of five riboswitches and one ribozyme. RNA, 23, 655–672.

19. Miao,Z., Adamiak,R.W., Antczak,M., Boniecki,M.J., Bujnicki,J.M.,
Chen,S.-J., Cheng,C.Y., Cheng,Y., Chou,F.-C., Das,R. et al. (2020)
RNA-Puzzles Round IV: 3D structure predictions of four ribozymes
and two aptamers. RNA, 26, 982–995.

20. De Leonardis,E., Lutz,B., Ratz,S., Cocco,S., Monasson,R., Schug,A.
and Weigt,M. (2015) Direct-coupling analysis of nucleotide
coevolution facilitates RNA secondary and tertiary structure
prediction. Nucleic Acids Res., 43, 10444–10455.

21. Weinreb,C., Riesselman,A., Ingraham,J., Gross,T., Sander,C. and
Marks,D. (2016) 3D RNA and functional interactions from
evolutionary couplings. Cell, 165, 963–975.

22. Wang,J., Mao,K., Zhao,Y., Zeng,C., Xiang,J., Zhang,Y. and Xiao,Y.
(2017) Optimization of RNA 3D structure prediction using
evolutionary restraints of nucleotide––nucleotide interactions from
direct coupling analysis. Nucleic Acids Res., 45, 6299–6309.

23. Weigt,M., White,R.A., Szurmant,H., Hoch,J.A. and Hwa,T. (2009)
Identification of direct residue contacts in protein–protein interaction
by message passing. Proc. Natl. Acad. Sci. U.S.A., 106, 67–72.

24. Schug,A., Weigt,M., Onuchic,J.N., Hwa,T. and Szurmant,H. (2009)
High-resolution protein complexes from integrating genomic
information with molecular simulation. Proc. Natl. Acad. Sci. U.S.A.,
106, 22124–22129.

25. Morcos,F., Pagnani,A., Lunt,B., Bertolino,A., Marks,D.S.,
Sander,C., Zecchina,R., Onuchic,J.N., Hwa,T. and Weigt,M. (2011)
Direct-coupling analysis of residue coevolution captures native
contacts across many protein families. Proc. Natl. Acad. Sci. U.S.A.,
108, E1293–E1301.

26. Balakrishnan,S., Kamisetty,H., Carbonell,J.G., Lee,S.-I. and
Langmead,C.J. (2011) Learning generative models for protein fold
families. Proteins: Struct. Funct. Bioinformatics, 79, 1061–1078.

27. Jones,D.T., Buchan,D. W.A., Cozzetto,D. and Pontil,M. (2011)
PSICOV: precise structural contact prediction using sparse inverse
covariance estimation on large multiple sequence alignments.
Bioinformatics, 28, 184–190.

28. Seemayer,S., Gruber,M. and Söding,J. (2014) CCMpred––fast and
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58. Zhang,J. and Ferré-D’Amaré,A.R. (2014) Dramatic improvement of
crystals of large RNAs by cation replacement and dehydration.
Structure, 22, 1363–1371.

59. Kerpedjiev,P., Hammer,S. and Hofacker,I.L. (2015) Forna
(force-directed RNA): simple and effective online RNA secondary
structure diagrams. Bioinformatics, 31, 3377–3379.

60. Sinner,C., Lutz,B., Verma,A. and Schug,A. (2015) Revealing the
global map of protein folding space by large-scale simulations. J.
Chem. Phys., 143, 243154.

D
ow

nloaded from
 https://academ

ic.oup.com
/nar/article/49/22/12661/6454286 by Karlsruher Institut fur Technologie - KIT user on 25 January 2022

https://arxiv.org/abs/1409.1556
https://arxiv.org/abs/1603.00845v1

