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Abstract

Cosmic rays were discovered at the beginning of the 20th century and their study has con-
tributed extensively to science areas such as Astrophysics and Particle Physics. However,
there are still big open questions. The sources and the acceleration mechanisms of ultra-high
energy cosmic rays yet remain elusive. To improve both descriptions, an accurate measure-
ment of mass composition is required. Furthermore, mass composition is closely related
to the so-called muon puzzle, which states that the current understanding of hadronic inter-
actions is not enough to explain the results of several cosmic-ray experiments. The main
problem is that the muon content in extensive air shower simulations is significantly less
than the one measured. Several exotic mechanisms have been proposed but improvements
in measurements at colliders make them unlikely to be viable processes. In hadron collisions
the fraction of energy going into electromagnetic particles has a large impact on the number
of muons produced in air shower cascades. Therefore, any proposed model needs to find a
way to transfer energy from the electromagnetic cascade to the hadronic one to increase the
muon production.

We developed a new technique to quickly test on air showers the effect of any kind of
modification of the hadronic interaction properties. In this novel approach the secondary
particle spectra in the CONEX framework are modified. There are many different ways of
implementing these modifications, each representing different interesting scenarios.

As an application, we chose to test the core-corona model of heavy ion interactions on air
shower development. The basic assumption of the core-corona model is a mixture of differ-
ent underlying particle production mechanisms such as a collective statistical hadronization
in large density regions (core) in addition to the expected string fragmentation in low den-
sity regions (corona). Recent measurements at the LHC confirm features that can be linked
to this model.

Since the two mechanisms present in the core-corona model imply different electro-
magnetic energy fractions, each mechanism impacts the muon production in extensive air
showers in a different way. Our tool allows, for the first time, to compare the energy evo-
lution of muon-based observables accessible to experiments and to find the most adequate
parameters for the core-corona model.

The simplified core-corona model based results were compatible with a significant in-
crease of the number of muons in simulations. Hence, we have included direct muon mea-
surements into our analysis and compared them with full end-to-end simulations in the
context of the Pierre Auger Observatory.

As part of the ongoing upgrade of the Observatory, dubbed AugerPrime, the Under-
ground Muon Detector (UMD) offers a unique and straight-forward opportunity to directly
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measure high-energy muons of extensive air showers. Thus, the first two and a half years of
data acquired with the array of the UMD have been reconstructed and analyzed. In particu-
lar, we have built data driven average muon lateral distributions (MLDF) in bins of energy
and zenith angle and we have compared them with full detector simulations in a core-corona
scenario.

Thanks to a new technique providing fast and realistic air shower simulations with mod-
ified hadronic interaction properties, we showed that a model partially based on hadroniza-
tion properties of a QGP applied gradually from low energy to the highest energy signifi-
cantly reduces the muon deficit. Further detailed investigation is needed to determine if it
can be integrated in a future hadronic interaction model.



Zusammenfassung

Die kosmische Strahlung wurde zu Beginn des 20. Jahrhunderts entdeckt und ihre Erfor-
schung hat zu erheblichen Fortschritten in wissenschaftlichen Bereichen wie Astrophysik
und Teilchenphysik beigetragen. Es gibt jedoch noch tiefgreifende offene Fragen. Die Quel-
len und Beschleunigungsmechanismen der kosmischen Strahlung ultrahoher Energie sind
noch nicht vollkommen erfasst. Um beide Phänomene besser su verstehen, ist eine genaue
Messung der Massenzusammensetzung der kosmischen Strahlung erforderlich. Darüber
hinaus ist die Massenzusammensetzung eng mit dem sogenannten Myonen-Puzzle verbun-
den, welches besagt, dass das aktuelle Verständnis von hadronischen Wechselwirkungen
nicht ausreicht, um die Ergebnisse mehrerer Experimente, die kosmische Strahlung messen,
zu erklären. Das Hauptproblem besteht darin, dass der Myonengehalt in Luftschauersimula-
tionen deutlich geringer ist als der gemessene. Es wurden mehrere exotische Mechanismen
vorgeschlagen, aber Fortschritte in den Messungen in Teilchenbeschleunigern ergeben, dass
diese unwahrscheinlich sind. Der Energieanteil, der in Hadronenkollisionen in elektroma-
gnetische Partikel gelangt, hat einen erheblichen Einfluss auf die Anzahl der in Luftschauern
produzierten Myonen. Deswegen muss jedes neue Modell, die Möglichkeit einer Energie-
übertragung von der elektromagnetischen Komponente zur hadronischen aufweisen.

Wir haben ein neues Verfahren entwickelt, welches ermöglicht, effizient den Effekt jeder
Art von Modifikation der hadronischen Wechselwirkungseigenschaften an Luftschauern zu
testen. Mit dieser neuen Methode werden die Sekundärteilchenspektren im Rahmen des
CONEX-Programms modifiziert. Es gibt viele verschiedene Möglichkeiten, diese Änderun-
gen umzusetzen, und jede repräsentiert ein anderes interessantes Szenarium.

Als Anwendung haben wir den Einfluss des Core-Corona-Modells für Wechselwirkun-
gen schwerer Ionen auf die Entwicklung von Luftschauern analysiert. Die Basis des Core-
Corona-Modells ist eine Mischung zweier verschiedener Partikelproduktionsmechanismen:
kollektive statistische Hadronisierung in Regionen großer Dichte (Core) und Stringfragmen-
tierung in Bereichen geringer Dichte (Corona). Neueste Messungen am LHC bestätigen,
dass bestimmte Beobachtungen mit diesem Modell verknüpft werden können.

Da beide im Core-Corona-Modell anwesenden Mechanismen unterschiedliche elektro-
magnetische Energiefraktionen bedeuten, wirkt sich jeder Mechanismus auf unterschiedli-
che Weise auf die Myonenproduktion in Luftschauern aus. Mit unserem Modell, ist es zum
ersten Mal möglich, die Energieabhängigkeit von auf Myonen basierenden messbaren Wer-
ten, die in Experimenten zugänglich sind, zu analysieren und die geeignetsten Parameter
für das Core-Corona-Modell zu finden.

Die auf dem vereinfachten Core-Corona-Modell basierenden Ergebnisse sind mit einer
erheblichen Erhöhung der Myonenanzahl in Simulationen kompatibel. Aus diesem Grund
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haben wir direkte Myonenmessungen in unsere Analyse aufgenommen und diese mit voll-
ständigen Simulationen im Kontext des Pierre Auger Observatoriums verglichen.

Im Rahmen des gängigen Upgrades des Observatoriums, AugerPrime genannt, bietet
der sogenannte Underground Muon Detector (UMD) eine einzigartige Gelegenheit hoch-
energetische Myonen von Luftschauern direkt zu messen. Dafür wurden die in den ersten
zweieinhalb Jahren mit dem UMD-Array erfassten Daten rekonstruiert und analysiert. Ins-
besondere haben wir auf Daten basierende durchschnittliche laterale Myonenverteilungen
(MLDF) in bins von Energie und Zenitwinkel erstellt und diese mit vollständigen Detektor-
simulationen in einem Core-Corona-Szenario verglichen.

Dank einer neuen Methode, die schnelle und realistische Luftschauersimulationen mit
modifizierten hadronischen Wechselwirkungseigenschaften bietet, haben wir gezeigt, dass
ein Modell, welches teilweise auf den Hadronisierungseigenschaften eines Quark-Gluon-
Plasmas basiert und für niedrige bis zu den höchsten Energien angewendet wird, das Myo-
nendefizit erheblich reduziert. Weitere detaillierte Nachforschungen sind erforderlich, um
festzustellen, ob dieses Modell in einem zukünftigen Modell hadronischer Interaktionen
integriert werden kann.



Resumen

Los rayos cósmicos fueron descubiertos a principios del siglo XX y su estudio ha contribuido
a significativos avances en campos científicos como la astrofísica y la física de partículas.
Sin embargo, todavía quedan importantes preguntas abiertas. Las fuentes y los mecanismos
de aceleración de los rayos cósmicos de ultra alta energía aún no se comprenden comple-
tamente. Para entender mejor ambos fenómenos, es necesaria una medición exacta de la
composición de masa de los rayos cósmicos. Además, la composición de masa está estrecha-
mente relacionada con el llamado rompecabezas de muones, que establece que la comprensión
actual de las interacciones hadrónicas es insuficiente para explicar los resultados de diversos
experimentos de rayos cósmicos. El principal problema es que el contenido de muones en
las simulaciones de lluvias extensas de rayos cósmicos es significativamente menor al me-
dido. Se han propuesto varios mecanismos exóticos, pero los avances en las mediciones en
aceleradores de partículas sugieren que estos son poco probables. La fracción de energía des-
tinada a las partículas electromagnéticas en las colisiones de hadrones tiene una influencia
significativa en la cantidad de muones producidos en las lluvias extensas de rayos cósmicos.
Por lo tanto, todo modelo propuesto debe implementar una transferencia de energía desde
el componente electromagnético al componente hadrónico para incrementar la producción
de muones.

Hemos desarrollado un nuevo método, que permite probar de manera eficiente el efecto
de cualquier tipo de modificación de las propiedades de interacción hadrónica en lluvias
extensas. En este enfoque, se modifican los espectros de partículas secundarias utilizados
por el programa de simulacion CONEX. Hay muchas formas diferentes de implementar los
cambios y cada una representa un escenario interesante.

Como aplicación, analizamos el impacto de utilizar el modelo core-corona de las inter-
acciones de iones pesados en el desarrollo de las lluvias extensas. El modelo core-corona se
basa en la combinación de dos mecanismos de producción de partículas diferentes: hadroni-
zación estadística en regiones de alta densidad (core) y fragmentación de cuerdas en áreas de
baja densidad (corona). Recientes mediciones del LHC confirman que ciertas observaciones
pueden entenderse con este modelo.

Dado que ambos mecanismos presentes en el modelo core-corona implican diferentes
fracciones de energía electromagnética, cada mecanismo afecta la producción de muones
en las lluvias extensas de distinta manera. Con nuestro método, es posible por primera vez,
comparar la evolución en energía de observables basados en muones accesibles en distintos
experimentos y encontrar los parámetros más adecuados para el modelo core-corona.

Los resultados basados en un modelo core-corona simplificado mostraron ser compati-
bles con un aumento significativo en el número de muones en las simulaciones. Por esta
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razón, incluimos mediciones directas de muones en nuestro análisis y las comparamos con
simulaciones completas en el contexto del Observatorio Pierre Auger.

Como parte de la actualización del Observatorio, denominada AugerPrime, el Detector
de Muones Subterráneo (UMD) ofrece una oportunidad única para medir directamente los
muones de alta energía de las lluvias extensas. Para ello, se reconstruyeron y analizaron
los datos adquiridos con el arreglo UMD en los primeros dos años y medio. En particular,
se estudiaron las distribuciones laterales medias de muones (MLDF) en bines de energía
y ángulo cenital y las comparamos con simulaciones detalladas de los detectores en un
escenario de core-corona.

Gracias al nuevo método que ofrece simulaciones de lluvias extensas rápidas y realistas
con propiedades de interacción hadrónica modificadas, hemos demostrado que un modelo
parcialmente basado en las propiedades de hadronización del plasma de quark-gluón (QGP)
y aplicado gradualmente desde energías bajas a más altas redujo considerablemente el déficit
de muones. Sería necesaria una investigación más detallada para determinar si este modelo
se puede incorporar a un futuro modelo de interacciones hadrónicas.
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CHAPTER 1

Cosmic Rays and their detection

Cosmic rays (CRs) are particles, mainly ionized nuclei, that arrive at Earth from the outer
space. These particles cover a wide range of energies from less than a GeV up to energies
around 1020 eV. Their sources may be either galactic or extra-galactic depending on their
energy. When CRs enter the atmosphere, they may interact with the air producing a shower
of secondary particles which propagate towards the ground.

At the beginning of the 20th century, the ionization of atmospheric molecules was be-
lieved to be caused only by radioactive elements of the Earth. Numerous experiments were
carried out to discover the origin of this radiation. In 1909, Theodor Wulf measured on the
top of the Eiffel Tower more radiation than at its base. Two years later, Domenico Pacini also
pointed to the atmosphere as the source of this radiation. In 1912 Victor Hess performed
a series of measurements on a hot-air balloon and observed that the ionizing radiation in-
creased in intensity as a function of the balloon height [1]. The radiation level at 5000 m from
the surface was almost 4 times greater than that detected on Earth. Later observations also
showed that this effect was not due to solar radiation since it remains the same during solar
eclipses.

Robert Millikan introduced in 1925 the concept of Cosmic Rays. He believed that they
were γ radiation [2], which was the most penetrating particle type known at the time. This
implied cosmic rays could not interact with the geomagnetic field. However, Arthur Comp-
ton in 1932 [3] showed that the intensity of cosmic radiation depended on geomagnetic lati-
tude. Further analysis confirmed that cosmic rays are predominantly composed by charged
particles, and the study of secondary particles allowed the discovery of new particles such
as the muon [4].

The discovery of extensive air showers (EAS) is commonly attributed to Pierre Auger.
In 1938, he initiated the study of extended atmospheric cascades [5] and observed events
in coincidence using surface detectors separated by distances up to 75 m. The temporal
correlation indicated the same physical event which was suggested to be a high-energy
cosmic ray that interacted with the particles of the atmosphere. These measurements allowed
to extend the estimated range of cosmic-ray energies up to 1015 eV. In the 1950s, larger
and more complex arrays of detectors were built. The first measurements of cosmic rays
energy above 1015 eV were achieved in 1954 by the Cosmic-Ray Group of the University
of Massachusetts lead by Bruno Rossi. A decade later, the energy spectrum of the primary
cosmic rays was extended beyond 1020 eV [6].
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After the discovery of the cosmic microwave background (CMB) radiation in 1964 [7],
Greisen, Zatsepin and Kuzmin [8, 9] formulated the GZK cut-off in the energy spectrum of
protons. Protons with energies above 5× 1019 eV interact with CMB photons and in this way,
they loss continuously their energy until it falls below the energy threshold of the interaction.
This produces a decrease in the proton flux and consequently a spectrum suppression at
distances larger than 100 Mpc. However, it does not set a constraint on the energy that
protons may have at their source.

The inconclusive experimental situation about the existence of the GZK cut-off [6,10–13]
was a main reason for the design of new ultra-high-energy cosmic ray (UHECR) exper-
iments such as the Pierre Auger Observatory [14] and Telescope Array [15]. Nowadays,
the spectrum suppression has been established but remains a subject of study because the
acceleration mechanisms and propagation of cosmic rays have not been fully explained.
Moreover, the mass composition of cosmic rays at different energies is still unclear.

1.1 Energy spectrum

The energy spectrum of the cosmic rays observed at Earth covers more than 12 orders of
magnitude in energy, from 109 eV (mainly of solar origin) to more than 1020 eV (of extra
galactic origin) and more than 30 orders of magnitude in flux. The flux follows a power-law
form like E−γ as Fig. 1.1 shows, where the spectral index is γ ≈ 3 above E = 1014 eV. It
means that the number of cosmic rays decreases by a factor ∼ 103 for 1each decade increase
in energy. For example, the flux is around one particle per m2 per year at 1015 eV and around
one particle per km2 per century at 1020 eV.

The spectrum at high energies shown in Fig. 1.1 is characterized by some inflection
points. The knee around 1015.5 eV, where the flux of light mass primaries decreases changing
the composition from light to heavy elements [16]. The second knee around 1017 eV, which
is assumed to be related with the rapid fall-off of the galactic heavy primaries [17]. The
ankle around 5 × 1018 eV , it is explained by the transition from galactic to extra-galactic
sources [18]. And the spectrum suppression around 1019.5 eV. However, the explanation of
these features in not closed since it is strongly dependent on the astrophysical model used
to describe the mass composition and sources of cosmic rays [19].

The abrupt suppression of the flux around 1019.5 eV can be explained in terms of the GZK
cut-off as mentioned above. In the case of protons, photo-pion production through the ∆
resonance decreases its energy by mean of these processes:

p + γCMB → ∆+ → n + π+

p + γCMB → ∆+ → p + π0.
(1.1)

Fig. 1.2 shows how protons with an average energy up to 1022 eV cannot have energies
greater than 1020 eV after travel ∼ 100 Mpc due to these interactions. In consequence, the
flux of extragalactic cosmic rays above this energy is suppressed producing the well-known
GZK cut-off feature in the cosmic rays spectrum.

The energy of heavy nuclei is reduced by an analogous mechanism, where the main
processes are the one-nucleon and two-nucleon photodisintegration. In the case of gammas,
the pair production via γ + γCMB → e+ + e− can happen at gamma energies from 1014 eV
up to 1019 eV.

The energy where the spectrum is suppressed was calculated by the Pierre Auger Ob-
servatory as the energy at which the integral spectrum drops by a factor of two below
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different initial energy [21].
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what would be expected with no cutoff, and its value is E1/2 = (2.26 ± 0.08 (stat.) ± 0.4
(syst.)) ×1019 eV [22]. This energy is considerably close to the prediction by the GZK model
Egzk = 5.3× 1019 eV. However, this prediction depends on the cosmic ray mass composition.
On the other hand, there has been some discrepancies between Telescope Array and Auger
Observatory about the spectrum suppression [23] but both collaboration are working even
together to understand them [24].

1.2 Extensive Air Showers

The cosmic rays flux for energies from 1014 eV becomes so low that the only way to measure
them is indirectly. When a high energy cosmic ray reaches the Earth, it interacts with an atom
in the atmosphere producing a large cascade of secondary particles which emit Cherenkov
and fluorescence light. These cascade of particles are called extensive air showers (EAS) or
simply air showers. The shower consists of a core of high-energy hadrons that continuously
feeds the electromagnetic part of the shower, mainly by photons coming from neutral pion
decays. Lower-energy charged pions and kaons decay to feed the muonic component. The
electromagnetic component also produces low energy muons by photoproduction or muon
pair-production. The observation of the longitudinal development of the air shower and the
particles that reach the ground allows to infer properties of the primary cosmic rays.

A simple but effective model to describe the main features of the air shower development
was presented by Heitler in 1950s [25]. The Heitler model was originally developed for
electromagnetic particles as primary cosmic ray. However, it can be extended to air showers
induced by hadron particles [26]. This model assumes that photons create electron-positron
pair and these particles in turn are affected by radiative losses producing photons and
ionization losses. These processes take place after the particles travel a fixed distance d =
λr ln2 where λr is the radiation length in the medium. In fact, d is the atmospheric depth
where an electron loses half its energy by radiation. The picture of the model is that each
particle after travel a distance d is split into two particles with the energy equally divided
between them. After n splitting lengths or generations, the atmospheric depth along the
shower axis is X = n d and the total number of particles is:

N (X) = 2n = eX/λr . (1.2)

Assuming that the initial particle has an energy E0, the energy of each particle at a given
atmospheric depth X is:

E (X) =
E0

N (X)
. (1.3)

The number of particles cannot increase indefinitely. The particle-multiplication process
continues until particles reach the critical energy Ec, where ionization-energy losses equals
radiative losses. In the case of air Ec = 86 MeV. When the particles reach the critical energy,
the number of particles in the shower reaches the maximum Nmax at the generation nc.

Nmax =
E0

Ec
= 2nc = 2Xmax/λ ln2. (1.4)

From this expression, Xmax is given by

Xmax =λ ln
(

E0

Ec

)
. (1.5)
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Here, two important features of electromagnetic air showers are obtained. The maximum
number of particles is proportional to the primary cosmic ray energy E0 and the atmospheric
depth along the shower axis where it happens is proportional to the logarithm of E0:

Nmax ∝ E0

Xmax ∝ ln E0.
(1.6)

The generalization of the Heitler model to air showers initiated by hadrons is called
Heitler-Matthews model [26]. The atmospheric depth of each generation is λIln2 where λI
is the interaction length. For pions in air, λI ∼ 120 g cm−2. This model assumes that each
hadron produces Nch charged pions and Nch/2 neutral pions per generation. In the next
generation, all pions decay into photons (π0 → 2γ) initiating electromagnetic showers and
charged pions interact again. The hadron cascade stops when the average energy of hadrons
is below the critical energy Edec where all charged pions are assumed to decay (π− → µ−ν̄µ).
Therefore, the total number of muons produced by a hadron shower with energy E0 is:

Nµ = Nch = (Nch)
nc =

(
E0

Edec

)β

(1.7)

where β = ln nch
ln ntot

≈ 0.82 ... 0.94 is calculated by Monte Carlo simulations and is model
dependent.

In the case of an air shower initiated by a nucleus of A nucleons with energy E0, the
superposition model considers the nucleus as A independent nucleons with energy E0/A
and the NEM,max, Nµ and Xmax of the generated air shower are the following [27]:

NA
EM,max(E0) = ANp

EM,max(E0/A) ≈ Np
EM,max(E0)

XA
max(E0) = Xp

max(E0/A),

NA
µ(E0) = A

(
E0/A
Edec

)β

= A1−βNp
µ(E0).

(1.8)

These expressions show the sensitivity of Xmax and Nµ to the composition of the primary
cosmic ray.

In Sect. 1.1 was discussed how the chemical or mass composition of cosmic rays is very
important in the understanding of the energy spectrum. Changes in mass composition pro-
duce changes in the spectral index γ. A better knowledge of the mass composition and
energy spectrum could help to distinguish or reject different models of production and prop-
agation. Since high energy cosmic rays can be only studied by means of EAS, it is necessary
to use EAS observables sensitive to energy and mass composition of the primary cosmic ray.
As we have already seen, the depth of the maximum development of the EAS (Xmax) and the
muon content are some of these observables [28]. The Xmax is a useful observable since EAS
produced by heavy nuclei are expected to develop earlier than proton ones. In addition, Xmax
fluctuations are lower for heavy nuclei than protons primaries, since heavy nuclei showers
can be thought as an average lower energy proton shower using the superposition model.

1.3 The Pierre Auger Observatory

The Pierre Auger Observatory [29] is located close to the city of Malargüe, Argentina, around
1400 m above sea level. Its design was discussed in the early 1990s to give answer to the main
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question about Ultra High Energy Cosmic Rays (UHECR) which have energies above 1018 eV.
Among others, these questions point to definitely know the mass composition of primaries,
measure the suppression of the energy spectrum, individualize sources and test hadronic
interaction models at these energies. The construction of the Auger Observatory began in
2001, three years later entered into the production phase and in 2008 the construction of the
base design was concluded [30] .

UHECRs are indirectly studied through the detection of EASs, explained in Sec. 1.2.
These cascades of particles can be measured while they travel through the atmosphere and
when particles reach the ground. In the following sections the different detection techniques
implemented in Auger are presented.

1.3.1 Hybrid detection

The Auger Observatory implements a hybrid detector to observe the air shower develop-
ment through the atmosphere and particles at ground simultaneously. On one hand, particles
at ground are measured by the surface detector (SD) [31], which is composed of 1660 water-
Cherenkov detectors (WCDs). The standard array (SD-1500) is arranged in an equilateral
triangular grid of 1500 m covering a total area of 3000 km2. On the other hand, the fluores-
cence light produced by the interaction of the electromagnetic component of the shower with
nitrogen molecules in their travel through the atmosphere is measured by the fluorescence
detector (FD), which consists of 24 fluorescence telescopes distributed in 4 buildings. The
combination of these two detectors results in a hybrid detector [29] which reduce systematic
uncertainties. The hybrid detector is shown in Fig. 1.3 together with other sites where are
located atmospheric monitors as the Central Laser Facility (CLF) [32], the eXtreme Laser
Facility (XLF) and the Balloon Launching Station (BLS). In addition, the figure shows some
enhancements described in Sect. 1.3.5.

A hybrid event is an EAS that is simultaneously detected by the FD and the SD. The
picture of the reconstruction of a hybrid event is shown in Fig. 1.4. The detection principles
of both SD and FD are presented in the following sections.

1.3.2 The Surface Detector

The surface detector consists of an array of more than 1600 stations separated by a distance
of 1.5 km and arranged in a triangular grid, as mentioned before. This spacial distribution
is the needed to obtained enough statistics for UHECRs. Each SD station is formed by one
WCD detector which consists of a cylindrical tank with 3.6 m diameter and 1.5 m height
with a sealed liner with a reflective inner surface filled with 12000 liters of ultra pure water.
Three photomultiplier tubes (PMTs) are symmetrically distributed on the surface of the liner
looking downward into the water through windows of clear polyethylene. When a charged
ultra-relativistic particle passes through the water, Cherenkov radiation is produced which
is then detected by the PMTs. In this way, the lateral particle distribution of air showers is
measured and the energy of the primary cosmic ray can be inferred.

Moreover, each SD station is equipped by a GPS in order to determine the time of detec-
tion needed to build the hybrid events and to reconstruct the shower geometry [34, 35] and
solar panels provide the energy needed by the PMTs and the electronics. A picture of an SD
station is shown in Fig. 1.5.

1.3.3 The SD triggers

The SD has implemented triggers for different kinds of purposes. The main trigger results
from the SD traces and has two levels of selection [36]. The first level called T1 has two
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Figure 1.3: Map of the Auger Observatory and its detectors locations. Each black dot corresponds
to one of the 1660 surface detector stations (see Sect. 1.3.2). The fluorescence light detectors are
distributed in four buildings surrounding the surface detector array labeled in blue and their
field of view are also shown by blue straight lines (see Sect. 1.3.4). Low-energy enhancements
located close to the Coihueco site are also shown (see Sect. 1.3.5).

independent trigger modes to detect the electromagnetic and muonic components in a com-
plementary way. The first T1 mode is a simple threshold trigger (TH) requiring the coin-
cidence signal of all three PMTs to be above a certain threshold. The second T1 mode is a
Time-over-Threshold trigger (ToT) which requires two out of the three PMTs to be above a
lower threshold for a given minimum time in coincidence. The TH trigger is effective for the
detection of very inclined showers where the muonic component dominates while the ToT
trigger is efficient for the detection of vertical events.

The second level trigger is called T2. T1-ToT triggers are automatically promoted to T2-
ToT, but only T1-TH triggers passing a single threshold in coincidence for the three PMTs
become T2-TH triggers. All T2 triggers send their time-stamp to the Central Data Acquisition
System (CDAS) for the global level trigger T3 determination. The T3 trigger is based on the
spatial and temporal combination of T2 to select the possible physical events. The first T3
mode, called ToT2C1&3C2, requires the coincidence of at least three stations that have passed
the ToT condition, approve a timing criteria and they have to be placed similar to the picture
of Fig. 1.6-left. The second T3 mode, called "2C1&3C2&4C4”, is more permissive since it
requires a four-fold coincidence of any T2 with moderate compactness as Fig. 1.6-right
shows. This trigger is useful for the detection of horizontal showers.
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event 12018427 06/27/2011 05:10:23 UTC

Figure 1.4: Reconstructed event by the Auger Observatory measured by both the SD and the
FD [33]. Shower time along its axis and at ground is shown by colors where the size of the
markers correspond to the magnitude of measured signals In this example, the reconstructed
energy was E = (4.7 ± 0.1) × 1019 eV and Xmax = (730 ± 3) g/cm2.

Figure 1.5: Picture of a Water-Cherenkov detector at the Pierre Auger Observatory.

Two additional T1 triggers were implemented in 2013, applying more sophisticated
analysis to the WCD traces. These are the time-over-threshold-deconvolved (ToTd) and the
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Figure 1.6: Example of T3 configurations: the 3-fold T3 mode ToT2C1&3C2 is shown on the left
and the 4-fold mode 2C1&3C2&4C4 on the right where Cn indicates the nth set of neighbors [37].

Figure 1.7: Picture of the FD building and its communication tower at Los Leones [14]. In this
case, the shutters were open because of maintenance.

multiplicity-of-positive-steps (MoPS) trigger, which improve the sensitivity for lower energy
events and the sensitivity to photon and neutrino primaries thanks to a less influence of
muons in the trigger.

1.3.4 The Fluorescence Detector

The FD is constituted by 24 fluorescence telescopes placed at four sites surrounding the SD
array. These sites are Los Morados, Loma Amarilla, Los Leones and Cohiueco. Each one has
a building where six telescopes with a field of view of 30◦× 30◦ in azimuth overlook the SD
as Fig. 1.3 shows. The building at Los Leones is shown in Fig. 1.7.

The FD measures the fluorescence light produced in the development of EAS through
the atmosphere. The electromagnetic particles in the EAS excite nitrogen molecules of the
atmosphere which emit fluorescence light during the de-excitation. The fluorescence light
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Figure 1.8: Schematics of a fluorescence telescope is shown on the left [40] and a picture of the
telescope mirror and camera on the right.

that arrive at each building enter through a circular diaphragm with a diameter of 1.1 m
and a UV filter allows only photons with wavelength between 300 and 410 nm to pass
through. Then the light is focused into a camera with an array of 20 x 22 PMT as shown
Fig. 1.8. The FD is only operated at moonless nights with clear skies. For this reason, their
duty cycle is limited up to ∼ 19% of the time, which is normally reduced to ∼ 15% due to
weather conditions as storms and high wind [14]. The FD operation and the analysis of
the measured signals require the knowledge of several atmospheric parameters [38]. For
example, clouds and aerosols may scatter and attenuate the produced fluorescence light. For
that reason, aerosol monitoring is performed using four elastic scattering LIDAR stations
and the Central and eXtreme Laser Facilities (CLF/XLF), among other facilities [39].

The intensity of the produced fluorescence light depends on the number of particles
in the EAS, which is related to the energy of the primary particle (see Sec. 1.2). Therefore,
the fluorescence light measured with the FD telescopes is used to estimate the calorimetric
energy of the primary particle. In addition, other parameters can be estimated as the Xmax by
analyzing the intensity profile or the arrival direction of the primary cosmic ray by analyzing
the arrival time of photons.

1.3.5 Enhancements of the Observatory

The Auger Observatory has implemented several enhancements in order to, among other
things, improve its sensitivity to different observables and to extend its detection energy
range. The main low-energy enhancements are the Auger Engineering Radio Array (AERA),
the Auger Muon and Infill for the Ground Array (AMIGA) and the High Elevation Auger
Telescopes (HEAT). Fig. 1.9 indicates where they are deployed.

AERA is built by 150 radio stations and enables the study of EAS’s radio emission. The
radio emission is mainly generated by the geomagnetic deflection of electrons and positrons
during EAS development. Therefore, radio detectors are sensitive to the electromagnetic
component. HEAT is a low energy extension of the FD, where three fluorescence telescopes
covering the elevation range from 30◦ to 58◦ were placed at the Coihueco site. As the data
analysis of the AMIGA detectors is a central part of this thesis, the AMIGA extension is
described in the next subsection and its muon detectors are described in detail in Ch. 5.
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AMIGA muon detector EA

beacon

FD field of view
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Figure 1.9: Map of the low-energy enhancements area [37], where the AERA antennas, the
AMIGA UMDs, the SD-750 stations and HEAT field of view are shown.

The Pierre Auger Observatory is planned to be operated until the end of 2025. Auger-
Prime is a major upgrade of the current design of the Observatory [41]. This upgrade consists
on the addition of new detectors and the enhancement of existing ones and aims to provide
additional composition information that will improve the reconstruction of the properties
of the primary particles at the highest energies.

Auger Muon and Infill For the Ground Array (AMIGA)

The AMIGA enhancement comprised the deployment of denser SD arrays and the deploy-
ment of a dedicated Underground Muon Detector (UMD). On one hand, a denser array
with a 750 m spacing (SD-750) extending over 23.5 km2 was deployed to lower the energy
detection range of the SD [42]. Furthermore, an even denser array of 1.9 km2 with a 433 m
spacing (SD-433) is being deployed to extend the SD energy threshold down to 1016.5 eV [43].
The location of the AMIGA site is illustrated in Fig. 1.3 and 1.9.

On the other hand, the muonic component of air showers can be directly measured
thanks to the AMIGA underground muon detector UMD. The muon content of EASs is an
observable sensitive to the mass composition of the primary cosmic ray (see Sec. 1.2 and
Ref. [44]) These UMDs are deployed close to each SD-750/SD-433 station and are buried at
2.3 m to shield them from the electromagnetic component.

Each UMD consists of three 10 m2 modules segmented into 64 plastic-scintillator strips
with wavelength-shifting (WLS) optical fibers and photodetectors located at the center of the
module [45]. An engineering array was deployed during the prototype phase for physics val-
idation and optimization of the detector design. Two kind of photo-detectors were analyzed,
a 64-pixel multi-anode photomultiplier tube (PMT) and an array of 64 silicon photomulti-
pliers (SiPMs), being the SiPM chosen for the production phase of the AMIGA UMDs. A
picture of a UMD is shown in Fig. 1.10.
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water-Cherenkov 
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1-bit electronics
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Figure 1.10: Layout of the AMIGA production-phase design where each WCD of the SD-750/433
array is coupled to three 10 m2 buried scintillator modules on the left and a picture of the a
detector deployment in the field on the right [37].

The muon detector works in tandem with each SD station. When a T1 trigger condition
is found by the WCD, it sends a trigger signal to the UMD to keep its buffered data. And
once a T3 condition is met, the UMD sends the event information to the CDAS. Further
details on the AMIGA UMDs are presented in Chapter 5.

1.3.6 Published results highlights

The Auger Observatory has published a large and important number of results in the field
of UHECR physics. Among others achievements, Auger confirmed the suppression in the
energy spectrum above 5×1019 eV [46], discovered a dipole in the arrival directions of cosmic
rays with energies greater than 8×1018 eV [47], and set leading photon [48] and neutrino [49]
limits. These results are very important to understand the origin and propagation of cosmic
rays. In addition, Auger measured proton-air cross-sections at

√
s ≈ 57 TeV [50].

One important result, that motivates this thesis, is the muon deficit in EAS simulations
using the LHC-tuned hadronic interaction models when compared with measurements [51],
giving the possibility to perform studies related to particle physic. In Sect. 1.4 the results of
the muon deficit from different experiments are analyzed.

1.4 The muon puzzle

Since high energy cosmic rays can only be indirectly measured by extensive air showers
(EAS), a deep knowledge of particle interactions in the air shower development is funda-
mental to infer their mass and energy. The tracking of the longitudinal shower development
by the fluorescence technique reduces the model-dependence for the energy measurement.
On the other hand, the main observables used to infer the mean logarithmic mass of the pri-
mary, 〈lnA〉, are the depth of the shower maximum in the atmosphere Xmax and the number
of muons in the shower Nµ (see Sect. 1.2) . Each observable depends mainly on a different
component of the air showers. The electromagnetic component contributes mainly to Xmax
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while the hadronic cascade is directly related to Nµ. The uncertainty in the interaction mod-
els used to simulate air showers has a large impact on the inferred value of 〈lnA〉. Moreover,
Xmax and Nµ measurements in terms of mass interpretation are not consistent according to
the simulations done with the leading hadronic interaction models. This implies that the
description of the hadronic physics in these models needs to be improved. This situation
can be seen as an opportunity to test models at phase-space regions beyond the reach of the
LHC.

Most measurements of the electromagnetic component of air showers show acceptable
agreement with simulations using the post-LHC generation of hadronic interaction models.
The most direct measurement of a hadronic interaction property using air showers is the
proton-air cross section measured by the Auger Observatory and the Telescope Array. It
is based on the slope of the tail of the Xmax - distribution [52, 53]. These measurements
constrain hadronic interaction models since the mass composition dependence is reduced.
The average longitudinal shapes of air showers, obtained by the Auger Observatory [54, 55],
and the signal attenuation with zenith angle measured by the Telescope Array [56] are both
compatible with simulations.

On the other hand, most measurements of the muonic component of air showers show
disagreement with simulations. There are eight EAS experiments which have reported the
muon content. In the year 2000, the HiRes/MIA collaboration reported a discrepancy of the
number of muons in simulated and measured air showers between 1017 to 1018 eV [57]. A
decade later, NEVOD-DECOR reported [58, 59] an increase of the muon density relative to
simulations from 1015 to 1018 eV. The SUGAR array also observed an excess in data [60].
EAS-MSU [61] as well as KASCADE-Grande [62] reported no muon number discrepancy in
this energy range. Auger Observatory [51, 63] and the Telescope Array [64] also observed a
muon deficit in simulations at 1019 eV with the latest models.

In addition, other measurements show tension when data is compared to simulations.
The muon production height measured by Auger [65] and KASCADE-Grande [62] are in-
consistent with for QGSJet-II.04 and EPOS-LHC models at EeV energies. Measurements of
the slope of the lateral density profile at the Icecube surface array and muon bundles be-
low a kilometer of ice [66], which both are sensitive to cosmic-rays mass composition, show
inconsistent results for SIBYLL-2.1 and EPOS-LHC models. The attenuation of the muon
lateral profile as a function of the zenith angle measured by KASCADE-Grande [58] does not
agree with the leading hadronic interactions models. The atmospheric flux [67, 68] and the
lateral separation [69] of TeV muons measured by IceCube and the rise-time of the shower
front measured by Auger [70, 71] are other examples with disagreement between data and
simulations.

1.4.1 Measurements of the muon lateral density

The WHISP group [72, 73] analyzed the lateral muon density measured from the following
eight cosmic-ray experiments: EAS-MSU [61], IceCube Neutrino Observatory [74], KASCADE-
Grande [58], NEVOD-DECOR [58, 59], Pierre Auger Observatory [51, 63, 75], SUGAR [60],
Telescope Array [64] and Yakutsk based on preliminary unpublished data [76].

A direct comparison between these lateral muon density measurements is not possible
because they are performed under very different conditions and using different techniques.
The muon density at ground depends on many parameters which differ from experiment
to experiment. These are the cosmic ray energy and zenith angle, the energy threshold of
the muons detectors, the lateral distance from the shower axis and the shower age (i.e. the
stage of the air shower development ). The parameter space covered by each experiment is
shown in Fig. 1.11. The approach used by the WHISP group is that two measurements are
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only comparable, if simulations with the same hadronic interaction model are available for
both. In that case, the ratio of data and simulation is comparable between experiments.

Figure 1.11: The muon density at ground has been measured by different experiments under
various conditions. These plots show the parameter space measured as a function of the air
shower energy for: the zenith angle of air showers (left), the lateral distance of the muon density
measurement (middle) and the energy threshold for the muons [73].

Different kinds of parameters need to be set in simulations. Most of them are easily
extracted from data but the cosmic ray energy is not one of them and this has a large impact.
According to the Heitler-Matthews model of air showers [26] the muon number depends on
the energy E and the mass A of the cosmic ray according to (from eq. 1.7 and 1.8)

Nµ = A1−β(E/C)β (1.9)

where β ∼ 0.9 and C is a constant. So, the muon number scales almost linearly with the
cosmic-ray energy. Taking into account that air shower experiments usually have indepen-
dently calibrated energy scales with systematic uncertainties of 10 % to 20 %, the ratio of
data and simulations will have a similar offset because measurements are compared to air
showers simulated at different energies. The way to remove these offsets is making a cross-
calibration of the energy scale. This is done taking the cosmic ray flux as a universal reference
and considering that any deviations in the measured fluxes are due to the energy-scale off-
sets. Making fluxes of all experiments overlap, the relative energy-scale ratio Edata/Eref is
calculated for each experiment. Eref was set, by the Spectrum Working Group formed by the
Pierre Auger and Telescope Array collaborations, to be placed between the two experiments.

The cross-calibration factors are given in Table 1.11. The resulting overall energy-scale is
assumed to have an uncertainty of at least 10 %.

The Auger Observatory, Telescope Array, Yakutsk and IceCube Neutrino Observatory
can calculate the cosmic ray energy E and lateral muon density. The first three experiments
calculate the calorimetric energy of showers, Ecal, by the measurement of the Cherenkov or
fluorescence light emitted (see Sect. 1.3.4). Ecal is converted to E with low model-dependence.
This is done almost independently of the muon density at ground. These experiments can
compute the data/MC ratio for showers with the same energy. Instead, IceCube can calculate
E directly with surface detectors, because its altitude is close to the average depth of the
shower maximum [77].

KASCADE-Grande and EAS-MSU measure the density of electrons and muons sepa-
rately. These experiments compute the data/MC ratio for showers in the same electron-
density interval, which can contain different primary energies. The electron density is corre-
lated to the cosmic-ray energy, but also to the muon density [78]. So, these ratios cannot be
directly compared with those of former experiments.
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Figure 1.12: For each experiment, the table shows in the second column the energy-scale ad-
justment factors obtained from cross-calibration, the median sec θ of several data sets, and the
minimum energy of the muons at production (due to energy loss in the atmosphere and detector
shielding) [73].

NEVOD-DECOR and SUGAR are pure muon detectors, without a separate energy es-
timator. The flux of showers is measured in intervals of muon density, which is then com-
pared with a simulated flux. An average cosmic-ray flux from several experiments is used
by NEVOD-DECOR, while the flux measured by the Pierre Auger Observatory is used by
SUGAR.

Taking the logarithm on both sides of Eq. 1.9 and then the mean, a linear equation is
obtained

〈lnNµ〉 = (1− β)〈lnA〉+ β〈ln(E/C)〉 (1.10)

Based on this relation the z-factor is defined in order to compare all the lateral muon density
measurements:

z =
〈ln Nµ〉 − 〈ln Nµ〉p
〈ln Nµ〉Fe − 〈ln Nµ〉p

(1.11)

Here Nµ is the muon density estimate as seen by the detector, while Np
µ and NFe

µ are the
simulated muon density estimates for proton and iron showers obtained by a full detector
simulation. The z-factor is 0 for proton showers and 1 for iron showers. This definition has
the feature that any bias of the form lnNµ = A + B lnNtrue

µ cancels in z.
The measurements of all considered experiments converted to z as a function of the

cosmic ray energy are shown in Fig. 1.13. For some models it was not possible to calculate
Np

µ or NFe
µ , so z is not available for them. The data suggest an energy-dependent trend, but

with a large scatter. Applying the cross-calibration, the scatter is drastically reduced as is
shown in Fig. 1.14 for EPOS-LHC and QGSJet-II.04 models. The cross-calibration causes a
shift in the simulated values Np

µ and NFe
µ , which were computed for the energy Edata, but are

needed for Eref.
The points move horizontally by the relative amount (Edata/Eref)

−1, which has a low
impact, and vertically by

zref = zdata +
β ln(Edata/Eref)

〈ln Nµ〉Fe − 〈ln Nµ〉p
(1.12)

with β = 1− (〈ln Nµ〉Fe − 〈ln Nµ〉p)/ln56. It is worth noting that the z-factor in all plots can
collectively vary by about ±0.25, since the reference energy-scale after cross- calibration has
a remaining uncertainty of at least 10 %.
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Figure 1.13: Muon density measurements converted to the z-scale for each hadronic interaction
model [72]. For some experiments the corresponding simulations are missing.
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Figure 1.14: Data from Fig. 1.13 after applying energy-scale cross-calibration for EPOS-LHC and
QSGJet-II.04 [72]. The points for KASCADE-Grande and EAS-MSU cannot be cross-calibrated
and are only included for comparison.

The effect of an energy-dependent mass composition was also analyzed. From Eq. 1.10
and 1.11, the expected value for a given mean-logarithmic-mass 〈lnA〉 is

zmass =
〈ln A〉
ln 56

, (1.13)
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The optical measurements of Xmax from several experiments, were converted to 〈lnA〉
based on air shower simulations with EPOS-LHC. This result is shown as a band in Fig. 1.14
and it is independent of the muon measurements and can therefore be used as a reference.
In the same figure, the Global spline fit (GSF) model was used to calculate the zmass value
(see the details in [79]), and its line mostly falls inside the envelope.

If the measured z values follow zmass, the model describes the muon density at the ground
consistently. This is overall not the case. EPOS-LHC, QGSJet-II.04 and SIBYLL-2.3 give a
reasonable description of data up to a few 1016 eV. At higher shower energies, a muon deficit
in simulations is observed (z > zmass ) in all models.

In order to remove the effect of the changing mass composition the difference ∆z =
z− zmass is shown in Fig. 1.15 where an energy-dependent trend in ∆z remains. The positive
slope in the trend implies a continuous increase with energy which starts at a relatively
low energy. It means that the muon puzzle is not due to a dramatic change of hadronic
interactions at very high energy. In this way, any approach that seeks to explain the current
situation has to do it at low energies, too. In Sec. 3.3, we present a new versatile tool to test
the change of hadronic interactions in the whole range of interest.
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Figure 1.15: Data from Fig. 1.14 after subtracting zmass [72].
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CHAPTER 2

Hadronic interactions

The muon puzzle presented in Sec. 1.4 reveals that the current description of the hadronic
interactions is still incomplete. Moreover, the discrepancy between data and simulations
cover several orders of magnitude in energy. Before trying to change hadronic interactions,
it is important to understand what is currently used in the models. In this chapter the basic
theory about hadronic interactions is presented.

2.1 Introduction

Describing the hadronic structure is a complex challenge. Usually the preference of a given
model depends on the scale of interest. On small scales hadrons can be described by Quan-
tumchromodynamics (QCD), a quantum field theory where they are formed by quarks and
gluons. Before the validation of the quark model in 1969, Feynman proposed the parton
model for hadron description, where hadrons were considered to be formed by point-like
objects called partons. Indeed, partons are quarks and gluons and the parton model was
successfully applied to electron-proton deep inelastic scattering. On larger scales, a hadron
description based on parton collections is not enough and it is necessary to consider collec-
tive interactions on parton groups.

Hadron collisions are mainly characterized by the total energy in the center-of-mass
frame (cm), Ecm, which is usually expressed in terms of the Lorentz-invariant variable

√
s:

s = (pµ
beam + pµ

target)
2 = (Ebeam + Etarget)

2 = E2
cm (2.1)

where pµ is the particle four-momentum of hadrons. The z-axis is commonly taken along
the direction of the momentum, where the hadron with momentum +pz is called the beam
and the one with −pz the target.

In the cm frame the hadrons have a null transversal momentum p⊥ =
√

p2
x + p2

y. How-

ever, each individual parton has a typical transversal momentum p⊥ ∼ 1
R ∼ 0.4 GeV from

the uncertainty relation knowing that the hadron size is R ∼ 1fm.
Over the momentum direction the Lorentz factors γ = E/m for protons at the LHC is

up to 104. So, hadron collisions at high energy have to be pictured as a collision of a narrow
disk of partons. Using again the uncertainty relation, the typical parton parallel momentum
is ∆p‖ ∼ 1

R
Ep
mp
∼ Ep

5 .
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It is worth noting that the term hadronic interaction typically only refers to strong interac-
tions, though hadrons can interact via any of the interactions in the Standard Model.

Interactions of hadrons can be separated into two main categories, elastic and inelastic
interactions. The former happen when the final state particles are the same as the initial ones.
Since momentum and energy must be conserved, only the direction of the momentum vector
can be changed. From the parton picture, elastic interaction requires the coherent interaction
of all partons of both hadrons. So, this becomes more unlikely with increasing energy. On the
other hand, inelastic interactions produce new particles in the final state, where hadrons can
exchange energy, momentum or any quantum number. In this way the total cross sections,
which give the probability of an interaction, can be written as

σtot = σela + σinel. (2.2)

Inelastic interactions can be further separated into diffractive and non-diffractive interac-
tions. In diffractive interactions only energy and momentum are exchanged between the
hadrons, but one or two hadrons transition into an excited state given a single or double
diffractive interaction. The excited states eventually decay yielding new particles, typically
pions, and therefore the interaction is counted as an inelastic process. This kind of inter-
actions also requires the coherent interaction of the hadrons, so the fraction of diffractive
events decreases with energy. The rest of the interactions, where any number of gluons or
quarks can be exchanged, are called non-diffractive interactions. In this case hadrons are
connected by multiple color fields that fragment into new hadrons.

Experimentally, non-diffractive and diffractive interactions can only be distinguished to
a certain degree. Especially if the acceptance of the detectors does not cover the entire phase
space.

2.2 Kinematic variables and phase space

To describe the final state of hadronic interactions different variables are used, depending on
the process or phase space of interest. Transverse phase space is useful to study the structure
of hadrons, the fundamental interactions or to find new particles and interactions. Instead,
longitudinal phase space is much more important for the study of air showers and hadronic
interactions in astrophysical scenarios, since this is where particles carry most of the energy.
In these cases the typical interaction is looked for rather than the rare exception.

The transverse phase space is usually described directly with transverse momentum

p⊥ =
√

p2
x + p2

y. Since transverse momentum in the initial hadron beam is zero, the partons
can only acquire transverse momentum in the scattering process. From the uncertainty
relation in transverse space (∆b∆p⊥ ∼ 1), large p⊥ imply small length scales. So the study
of parton interactions or parton substructure, are all carried out by looking at collisions
with high p⊥ particles (>10GeV). The large scale structure of hadrons on the other hand
determines the low p⊥ region.

The typical variable to describe longitudinal phase space is the Feynman-x [80]. For
inclusive production of some particle A, i.e. pp→ A + . . ., the Feynman-x is defined as

xF =
pA
‖

pA
‖max

∣∣∣∣∣
cm

(2.3)

where pA
‖ is the longitudinal momentum of particle A in the cm frame and pA

‖max
is the

maximum momentum that A could ever have in this frame, based on the energy of the
collision and the masses of the particles. It is clear from the definition that xF can vary
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between -1 and 1. The original idea was that data for A production at different p+p beam
energies might show a common behavior plotted against xF, and this would factor out the
beam-energy dependence of the shape of the spectrum. Data which follow this behavior are
said to show xF scaling which is why xF is referred to as a scaling variable.

A similar variable xL can be defined for air showers, where the reference frame is the
fixed-target frame (lab frame) and hence the total momentum comes from the beam. The xL
variable is the longitudinal momentum of a particle A relative to the beam particle

xL =
pA
‖

pbeam

∣∣∣∣∣
lab

. (2.4)

The relation between xF and xL can be found applying a Lorentz boost transformation to xF

and expanding the ratio of the transverse mass mT =
√

p2
⊥ + m2 to particle energy E

xF = xL −
m2

T
2mE

+ O[(mT/E)2]. (2.5)

Note that xF → xL for small p⊥ and large xF since mT/E→ 0.
The transverse and longitudinal phase spaces are combined in the rapidity variable.

y =
1
2

ln

(
E + p‖
E− p‖

)
= ln

(E + p‖
mT

)
. (2.6)

The main feature of the rapidity is its simple transformation rule under Lorentz boosts,
which is helpful to calculate multiple interactions:

y′ = y + ln

√
1− β

1 + β
= y− tanh−1β (2.7)

where β is the relative velocity between the reference frames. The rapidity reaches its maxi-
mum value when p⊥ → 0. For the initial particles the maximum rapidity is given by

ybeam
max = ln

(E + p‖
mbeam

)
≈ ln

( √
s

mbeam

)
. (2.8)

This means, all heavier particles cover the rapidity range (−ybeam
max , ybeam

max ). Lighter particles,
e.g. pions, can take larger rapidity values

ypion
max = ybeam

max − ln
( mpion

mbeam

)
. (2.9)

From an experimental point of view, it is not always possible to determine the identity
of the particle when its momentum is measured. In those cases the rapidity cannot be
calculated, since the total energy requires the knowledge of particle masses. To avoid this
problem the pseudorapidity is commonly used. Here, the energy is replaced by the momentum
in the rapidity definition. Moreover, the pseudorapidity can be written as a function of the
scattering angle θ. So, in fact it is not necessary to measure the momentum, it is sufficient to
track the particle:

η =
1
2

ln
(

p + pz
p− pz

)
= ln

(
p + pz

p⊥

)
= −ln

(
tan

θ

2

)
(2.10)

The pseudorapidity range goes from −∞ to ∞, taking these values in the beam direction.
Particles created with momentum perpendicular to the beam axis have |η| = 0. This quantity



24 CHAPTER 2. HADRONIC INTERACTIONS

is useful to describe the phase space cover by different kinds of detectors used at colliders.
Fig. 2.1 shows the typical pseudorapidity ranges covered at the LHC. Unlike charged particle
detectors, neutral particle detectors can cover the forward phase space very close to the beam
direction. The CMS and ATLAS detectors only cover |η| . 5 since their goal is to look for new
physics, i.e. high p⊥, and most particles are produced precisely at mid-rapidity as Fig. 2.1
on the bottom shows. However, the same figure shows that the energy flow dE/dη goes in
the forward region carried by few particles, which lies outside of the charged detector range
at LHC. The accurate description of these particles at large rapidity is fundamental for the
understanding of air shower development.

Figure 2.1: Energy and particle flow at
√

s = 14 TeV as a function of pseudorapidity at the
LHC [81]. The green bands represent the coverage of different detector components.

2.3 Regge phenomenology

The quark model assumes that hadrons are bound states of quarks, called constituent or
valence quarks. In this picture, baryons are formed by three valence quarks qqq and mesons
by one quark and one antiquark qq̄. Most hadron properties and quantum numbers can be
explained by this model. However, hadrons are formed by the valence quarks and a large
number of gluons and quarks with low momentum. These gluons and quarks, known as
sea quarks, are short-lived fluctuations of qq̄ pairs produced in the color field of the bound
hadron and contribute significantly to the overall momentum and spin of a hadron.
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The masses of the quarks in the Standard Model, called current quark masses, do not give
the whole mass of the hadrons. The masses of hadrons are mainly generated dynamically
by interaction with low momentum exchanges. So, it is not possible to use the perturbative
QCD framework. Effective potentials for quark interactions or lattice gauge theory can be
used to model hadron masses.

An important empirical observation is that hadrons with the same quantum numbers
only differ in the orbital momentum of the quarks, hence their spins J are different and their
masses can be described by

m2(J) ≈ a · J + m2
0 (2.11)

where a and m0 are constants related to the quantum numbers of the hadron group. Plots
of this relation are called Chew–Frautschi plot [82]. As an example the masses of the excited
states of the ρ(770) are shown in Fig. 2.2.

Figure 2.2: Chew–Frautschi plot for the resonances belonging to the ρ(770) trajectory (isospin
I=1, natural parity) [83].

From eq. 2.11, J is easily solved to be J = α(m2) = m2−m2
0

a , where α(m2) is called the Regge
trajectory of the corresponding group of hadrons. Regge trajectories do not have to be linear
functions of m2 though in most cases this is a good phenomenological approximation, so it
is usually parameterized as

α(t) = α(0) + α′(0) t (2.12)

where t = m2 and α(0) is called Regge intercept. From these trajectories and based on gen-
eral assumptions such as unitarity and maximum analyticity of scattering amplitude, the
framework of Regge theory of hadronic scattering is formulated and an efficient parameteri-
zation of hadronic cross sections at intermediate energies is obtained. The elastic scattering
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between particles a and b by the exchange of particles of the Regge trajectory αk is given by
the Regge amplitude

Ak(s, t) =

(
−1 + τe−iπαk(t)

sin(παk(t))

)
βa,k(t)βb,k(t)

(
s
s0

)αk(t)

(2.13)

where τ is the parity of the Regge trajectory and the first bracket is called the signature factor
of the Regge trajectory k, which determines whether the contribution to the total cross section
of the Regge term is positive or negative. Ak describes the contributions of all exchanged
particles of a Regge trajectory, which is equivalent to the exchange of a quasi-particle of
non-integer spin, called reggeon, with the angular momentum α. The functions βa,k(t) and
βb,k(t) can be interpreted as coupling constants of the reggeon k to the incoming particles a
and b. Fig. 2.3 shows diagrams of Reggeon exchange.

Figure 2.3: Reggeon exchange diagrams [83]. The Regge amplitude is interpreted as a coupling
constant together with a reggeon propagator (left) or multiple reggeon exchanges (right).

The differential elastic cross section can be written as

dσ

dt
=

1
16π

∣∣∣∣∣∑k
Ak(s, t)

s0

s

∣∣∣∣∣
2

. (2.14)

The energy dependence of the total cross section at high energy is determined by the
largest Regge intercept αk(0)

σtot =
1
s

lim
t→0

Im ∑
k

Ak(s, t) ∝ βa,k(t) βb,k(t) sαk(0)−1. (2.15)

The intercepts of all known Regge trajectories are αk(0) � 1. The existence of another
Regge trajectory with intercept α(0) ≈ 1 was postulated by Pomeranchuk. The correspond-
ing quasi-particle is called pomeron. The pomeron has vacuum quantum numbers, which
means that it couples to all hadrons in a similar way. It is assumed that glueballs are the
bound states of the pomeron trajectory but experimental searches for glueballs have been
inconclusive until now. The parameters of the pomeron trajectory are estimated from cross
section data at high energy [83]:

αP(t) ≈ αP(0) + α′P(0)t ≈ 1.08 + 0.25 GeV−2 t (2.16)

The Regge theory allows a simple parameterization of a large variety of hadronic cross
sections at intermediate and high energy [84]:

σtot(s) = Xsε + Ys−η (2.17)
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with exponents ε = 0.0808 and η = 0.4525, corresponding to pomerons and reggeons
respectively, and particle-dependent constants X and Y. The total elastic cross section is then
given by

σela ≈ (1 + ρ2)
σ2

tot

16πBela
(2.18)

where ρ is the ratio of the real part to the imaginary part of the signature factor in eq. 2.13
for t→ 0. Assuming a Gaussian profile for the impact parameter amplitude:

Im a(b = 0, s) =
σtot

8πBela
=

2

1 + ρ2
σela

σtot
. (2.19)

In the 1970s, motivated by the observation of an approximately constant ratio σela/σtot
at intermediate energies (10 .

√
s . 100 GeV), it was thought that the scattering amplitude

satisfies geometric scaling [85]. Consequently, one gets σine ∝ σtot. It is now known that the
opacity of the scattering amplitude is increasing and latest measurements show that the
black disk limit has been reached for central collisions at LHC energies.

The simple parameterizations of cross sections given by eq. 2.17 work well at intermedi-
ate and high energies, but cannot be extrapolated to very high energies. This is due to the
unitarity constraint on individual partial waves in the model of the Gaussian impact param-
eter amplitude. So, it is expected that corrections become important well before this bound
is saturated. In terms of Regge theory this means that multi-pomeron exchange becomes an
important factor.

An intuitive understanding of the expected high-energy behavior of hadronic cross sec-
tions can be developed with a generic model for the impact parameter amplitude that ac-
counts for the short-range character of hadronic interactions. An upper bound estimation of
the cross section at high energy can be calculated considering that any elementary interac-
tion amplitude cannot grow with energy faster than a power law. A rigorous calculation in
scattering theory gives

σtot ≤
π

m2
π

ln2(s/s0), (2.20)

which is known as the Froissart or Froissart–Martin bound [86,87]. Here s0 = m2
π

√
2/(17π3/2)

is an energy scale [88]. The total p-p and p-p̄ cross sections measured rise proportionally to
ln2s, but they are numerically lower than the Froissart bound [89].

2.4 Particle production mechanism

Particle production mechanisms are different at low, intermediate and high interaction en-
ergies. Interactions at very low energy, in the called resonance region, are dominated by the
formation and subsequent decay of hadronic resonances. The energy range goes from the
particle production threshold to about

√
s . 2 GeV.

The cross sections and distributions of secondary particles can be described by isobar
models [90], which are based on conservation of isospin and angular momentum. An advan-
tage of isobar models is the detailed description of the hadronic final state as a superposition
of different decay distributions. However, the number of resonances that should be included
in the calculations grows very fast with energy, so that an extension to higher energies is not
feasible.
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At higher energies, follows the so-called region of scaling and extends to
√

s . 100 GeV.
The scaling law proposed by Feynman says that the differential cross sections in hadron
collisions at high energies satisfy the so-called Feynman scaling:

E
d3σ

d3 p̄
= f (xF, p⊥) (2.21)

This scaling law is violated at xF ' 0 but it is expected to be valid at xF ' 1 in the so-
called fragmentation region. One important characteristic of interactions at these energies is
the leading particle effect. Almost half of the total momentum is carried by the most energetic
secondary particle. This leading particle also has the same or almost the same quantum
numbers as the interacting particle.

The Regge theory can be used to calculate cross sections for a planar interaction topology,
which corresponds to the exchange of a meson. However, a pomeron exchange implies
a cylinder topology since the pomeron interacts with all hadrons with a similar strength.
Fig. 2.4 (left) shows these topologies. The optical theorem relates the color flow topology of
the elastic scattering amplitude to that of inelastic final states. Taking the imaginary part of
the amplitude corresponds to putting particle propagators on mass shell. This is typically
visualized as a unitarity cut, see Fig. 2.4 (right). Unitarity cuts of reggeon and pomeron
amplitudes lead to one and two chains of hadrons in the final state, respectively. On the
basis of the phenomenology described here, the very successful dual parton model [91] (DPM)
and the quark gluon string model [92] (QGS) were constructed.

These hadron chains are taken to be the fragmentation products of color strings in Monte
Carlo event generators. The only unknown quantity is then the flavor and the momentum
distribution of the quarks and diquarks at the string ends, for which different assumptions
are made in different models.

Figure 2.4: Color flow topologies of elastic scattering due to reggeon (top left) and pomeron (bot-
tom left) exchange and the expected particle distributions (right) for inelastic interactions [83].

At energies higher than
√

s & 100 GeV, hadronic interactions are most efficiently de-
scribed by perturbative QCD in terms of asymptotically free partons and their interactions.
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The production of partonic jets of a few GeV in transverse momentum, called minijets, be-
comes the dominating process. In the perturbative picture, sea partons in a hadron are quan-
tum fluctuations with an average lifetime larger than the typical hadronic interaction time.
So, an interacting hadron can be considered as a frozen-in configuration of independently
acting partons as long as the parton virtuality is not too high.

In this context, it is necessary to extend the definition of the cross section to particle
distributions for the beam and the target hadrons. The impact parameter amplitude can be
written using the eikonal function χ(b) :

a(b, s) =
i
2
(1− e−χ(b)) (2.22)

In the Monte Carlo models EPOS [93,94] and QGSJet [95,96], the expansion of the impact
parameter amplitude of eq. 2.22 is used to identify the different terms explicitly with multi-
pomeron exchange amplitudes that include highly virtual states that correspond to hard
scattering after unitarity cuts are applied. Multi-pomeron amplitudes can be calculated
within Gribov’s reggeon field theory [97], leading to eikonal-like expressions [98].

Another approach is followed by the Monte Carlo event generator Sibyll [99] where
different interaction processes have to be added up linearly in the eikonal function

χ(b, s) =
1
2
(σinc,1A1(b) + σinc,2A2(b) + . . .) (2.23)

2.5 Phase diagram for QCD matter

Quantum Chromodynamics (QCD) is a solid quantum field theory of the strong interactions
and essential in the understanding of a large variety of phenomena at hadron colliders as
the LHC. The description of proton-proton interactions at LHC energies is widely accepted,
however it is not clear how nucleus-nucleus interactions should be described taking into
account the knowledge of small systems. For example, hadronization and jet formation do
not necessarily have to be same. In fact, the physics of heavy-ion collisions at relativistic
energies explore regimes of QCD under extreme conditions where the matter is highly
compressed and becomes a thermal bath. In this situation it can still be ordinary nuclear
matter or phase transition into new states of matter.

QCD describes the strong interactions in an SU(3)c gauge theory framework, where
its strength αs runs with the energy scale according to a wide range of experiments as in
Fig. 2.5. It is formulated in terms of elementary fields, quarks and gluons, whose interactions
obey the principles of a relativistic quantum field theory (QFT) with non-abelian gauge
invariance. The color potential between quarks is particular because it increases linearly
with distance. Consequently, hadrons combine to zero net color charge hadrons given the
so-called confinement of quarks. This confinement can be seen as a direct consequence of the
gluon self-interaction.

The strength of the strong interactions is characterized by the coupling constant αs =

g2
s /4π. Its running can be shown by experiments, asking that all relevant observablesO(Q2, αs)

constructed with QCD should be renormalization scale independent. This is satisfied by the
Renormalization Group Equation:(

µ2 ∂

∂µ2 + β(αs)

)
O(αs, Q2/µ2) = 0 (2.24)

where the beta function is defined as

β(αs) =
d αs

d log Q2/µ2 . (2.25)
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Figure 2.5: Measurements of αs as a function of the energy scale Q [100]. The levels of QCD
perturbation theory used to calculate αs by each experiment is indicated in brackets.

The beta function can be obtained perturbatively in the high energy regime, where coupling
values are small. At lowest order,

β(αs) = −b0α2
s (2.26)

with b0 = 1
2π

11
6 NC − 1

3 N f , Nc = 3 and N f are the number of color and flavour degrees of
freedom of the theory, respectively. Eqs. 2.25 and 2.26 can be solved, since b0 > 0, giving the
famous running of αs:

αs(µ
2) =

1

b0log(µ2/Λ2)
(2.27)

The parameter Λ describes the boundary condition of the first order differential equation
and corresponds to the scale at which the coupling becomes infinity. Since αs is not an observ-
able, it can contain all the terms that are µ dependent, in order to achieve a µ-independent
observable O that has a power-series representation in terms of αs .

If ΛQCD is defined as a small enough transferred momentum such that the coupling goes
to infinity, then

Λ2
QCD = µ2e

− 1
b0αs(µ

2) (2.28)

where ΛQCD is the intrinsic scale in QCD and a renormalization scheme dependent quantity.
In the MS scheme and for three active flavors, its value is of order ΛQCD ∼ 200 - 300 MeV.

In heavy-ion collisions at relativistic energies the confinement of quarks is broken becom-
ing a medium of thermally equilibrated hadronic matter where now the quarks and gluons
can move freely. The main parameters that describe this new behavior are the temperature
T and the baryon number density nB or its conjugate variable, the baryon chemical potential
µb. The partons-to-hadrons phase transition is expected around T ' ΛQCD ∼ 200 MeV and
nB ∼ Λ3

QCD ∼ 1fm−3. The phase diagram for QCD matter is shown in Fig. 2.6-left, where the
Hadron Gas phase and the Quark-Gluon plasma phase are separated by a phase transition
line that ends at the critical end point (CEP). Going down to smaller µb values the transition
disappears and it becomes a continuous crossover around ΛQCD.
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Figure 2.6: Phase diagrams for QCD matter. Left: in the temperature (T) and baryon chemical
potential (µB ) plane [101]. Right: in the temperature (T) and baryon density (n) normalized to
the cold nuclei baryon density n0 plane [102].

Phase transition and CEP location studies are not possible at RHIC and LHC since the
QGP created at high energies contains almost equal amounts of matter and antimatter. So
the corresponding experimental scan stays close to the vertical axis: low µb or nB and high
T. For that reason, colliders as FAIR and NICA are designed to create a QGP with excess of
matter over antimatter to explore the bulk of the phase diagram. Taking the last heavy-ion
collision experiments and results from effective models and lattice QCD calculations into
account, the phase diagram becomes more complex as is shown in Fig. 2.6(right), where
there is a new phase called quarkyonic phase. These three phases are separated by a chiral
phase transition, a deconfinement transition and a pseudocritical crossover line.

2.6 Relativistic heavy-ion collisions

Heavy-ion collisions at relativistic energies can be thought of as the collision of two thinning
disks due to the Lorentz contraction. Since the volume of nuclei is proportional to the
mass number, the nuclei length over the motion direction at high energies is of the order of
A1/3/γ Fm. Typical sizes of Pb and Au nuclei are 14 fm and the γ factor is of the order of
100 at RHIC and 2500 at LHC. So, a nuclei collision is in fact the collision of two disks of size
0.14 Fm at RHIC and 0.006 Fm at LHC. When the Lorentz contracted heavy-ions collision
occurs, a region of high temperature and energy density is created. Then the system expands
and cools down, eventually fragmenting into hadrons. Fig. 2.7 shows the stages of a heavy-
ion collision. The interacting heavy ions are thin discs of color fields and have on average
more quarks than antiquarks with color charges, so that they become sources of colored
gluons. When the nuclei pass through each other, long color fields fill the space between
the receding two Lorentz contracted ions, which makes them loose energy and then they
gradually decay into q-q̄ pairs and gluons.

According to lattice QCD, QCD matter in thermal equilibrium at T ≈ 300 MeV has
an energy density ε ≈ 12 T4 = 12.7 GeV/fm3. On the other hand, in heavy-ion collisions
〈ε〉 ≈ 12 GeV/fm ≈ 20εhadron at the LHC with

√
(sNN) = 2.76 TeV. This implies that

the medium formed after the collisions cannot be described just as a collection of distinct
individual hadrons, rather it has to be made out of a high density of quarks and gluons.
Another feature is the quick increase of entropy after the collision, since final states can
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Figure 2.7: Stages of a heavy-ion collision [103]: (a) the Lorentz contracted heavy ions move
towards each other; (b) they travel across each other; (c) a volume of high temperature and
energy density is generated; (d) the system expands and cools down, eventually fragmenting
into hadrons

be formed with more than 104 particles while initial particles have almost null entropy.
Furthermore, the ions may collide head-on or may only partially overlap at the collision
stage as in shown Fig. 2.8, so in the overlap region there are conditions that facilitate QGP
formation.

Figure 2.8: A schematic representation of the collision centrality [103].

2.7 Quark-Gluon-Plasma (QGP)

The QGP is made of strongly coupled quarks and gluons. They form a collective medium
that expands and flows as a relativistic hydrodynamic fluid, with a low viscosity to entropy
density ratio η/s ≥ 1/4π. In heavy-ion collisions (see Sec. 2.6), a QGP fluid is formed and it
flows hydrodynamically. In the last decade, the nuclear physics community has converged
towards an initial consensus on a model with marked epochs in the time evolution of heavy-
ion collisions. The main features of this model of the stages in the evolution of heavy-ion
collisions are as follows [103, 104]

1. The Lorentz-contracted nuclei collide in a short time ∆t � 1 fm/c. The energy de-
posited into the medium mainly through gluon field interactions, creates an inhomo-
geneous initial condition in the transverse plane.

2. Matter expands at almost the speed of light trying to reach the equilibrium.
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3. When matter is almost in equilibrium, it behaves like a fluid and shows collective
modes. Viscous relativistic hydrodynamics and an equation of state from lattice QCD
is commonly used to describe the QGP. The small deviations from equilibrium happen
because of the shear/bulk viscous medium.

4. The fluid temperature decreases and when the cross-over temperature of T∼ 170 MeV
is reached, the fluid breaks up into hadrons.

5. Finally, the hadrons scatter inelastically until no more decays or secondary production
is possible, reaching a chemical freeze-out. Particles continue to scatter elastically until
their momentum distribution is set, reaching the kinetic freeze- out. Now particles can
be considered in a final-state with momenta as measured experimentally.

This model of particle production in heavy-ion collisions with an intermediate epoch
during which a hydrodynamic fluid forms and expands, is quite different from the ones used
for particle production in elementary hadron collisions in which only a few new particles
are created. In fact, the question of whether QGP is created in p + p collisions has caused a
big excitement and the possibility to have collective effects in relativistic collisions of small
systems is now being pursued with both theoretical and experimental approaches. See Ch. 4
for more details about it.

2.8 QCD Topological expansion and String Fragmentation Models

Soft hadronic interactions are characterized by momentum transfers Q . ΛQCD. In these
cases, perturbative calculations in powers of αs cannot be used since the coupling constant
is of the order of unity. This led to the development of different approaches to understand
non-perturbative phenomena in QCD.

In 1970s, ’t Hooft analyzed the importance of different diagrams in QCD for processes
with low momentum transfer but in the limit Nc → ∞ and g2

s Nc=const with Nc the number
of colors and gs the coupling constant [105]. The extension of this approach where Nc → ∞
and Nc/N f =const, with N f the number of flavors, is called topological expansion of QCD.
In this limit, quarks are represented by a color line and gluons by two color lines, and
diagrams can be drawn without crossing lines. The topological importance of these diagrams
is related to the genus of the surface. Diagrams with the lowest genus are the leading terms
in the expansion and each increase of the genus is suppressed by a factor of 1/N2

c . This
classification of diagrams is expected to be approximately valid for Nc = 3.

In the topological expansion of QCD, the effective degrees of freedom in interactions are
described by strings. An open string connects two valence quarks and represents a meson.
The movement of these strings in space-time produces two-dimensional surfaces because
planar diagrams are dominating. Fig. 2.9 shows some examples. The description of baryons
is not straightforward [106]. However, a simple approach is the diquark model where the
valence partons of a baryon are taken to be a quark and a diquark.

Interaction and propagation of quarks and gluons are understood for large momentum
transfers within perturbative QCD. However, their transition to hadronic particles in the
final state of a process is a non-perturbative process called hadronization. Some approaches
to describe hadronization for particular cases use the asumption of local parton–hadron du-
ality [107] or universal fragmentation functions. Monte Carlo methods can be used within
phenomenological fragmentation models giving a better description of final states. A very
successful model of this kind is the Lund string fragmentation model [108], which is imple-
mented in Monte Carlo event generators for hadronic interactions of cosmic-ray air showers.
The basic principle of the string fragmentation and hadronization is shown in Fig. 2.10.
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Figure 2.9: Examples of planar diagrams [83]. Left: meson propagation in time. Right: me-
son–meson interaction.

The kinetic energy of a high energy quark–antiquark pair is converted to energy stored
in the color string stretched between the two particles, which form a color-neutral system.
Quantum fluctuations, as quark–antiquark pairs, lead to a break-up of the string once the
stored energy density is high enough. Baryon–antibaryon pairs are also produced in string
break-ups involving diquarks. The process of subsequent string break-ups continues until
the energy stored in the strings is too small to materialize further quantum fluctuations.
The remaining color-neutral objects are then identified as hadrons and hadronic resonances
according to their flavor content and invariant mass.

A different approach is chosen in statistical fragmentation or hadronization models [109,110]
(see Sect. 2.9). In this model, final state hadrons are assumed to originate from hot fireballs of
a hadron gas at thermal and partial chemical equilibrium. The hadron abundances and other
interactions can be described using canonical statistics with a small number of universal
parameters, one of which is the critical transition temperature T ≈ 170 MeV, which depends
on the energy density produced in the collisions.

2.9 Statistical Hadronization Model

The study of hadron production by the Statistical Hadronization Model (SHM) is motivated
by its application to heavy ion collisions. The picture of a high energy collision in this model
is that of a non-perturbative QCD process, eventually giving rise to the formation of mas-
sive colorless extended objects called clusters or fireballs. These clusters are formed at some
critical energy density or another parameter, to decay later coherently into multihadronic
states [111]. The decay rate into any state compatible with the cluster quantum numbers is
only given by its phase space, in the so-called phase space dominance. So, the clusters decay
statistically into hadrons, since all accessible states are equally likely.

The statistical equilibrium would be the effect of equal quantum transition probabilities
from a cluster to all accessible final states instead of a collisional thermalization process
between formed hadrons. A distinctive feature of the statistical model in comparison with
other cluster models is that clusters have a finite spatial extension. Probably, the best known
model with relativistic extended massive objects is the bag model [112] and indeed the SHM
can be considered as a model for the strong decays of bags.

The statistical ensemble to use in a single cluster hadronization should be the microcanon-
ical one. This ensemble is defined as the set of states with fixed energy-momenta, angular
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Figure 2.10: Illustration of string fragmentation of a quark–antiquark pair [83].

momenta, parity and internal charges. Although, the set of states with only fixed energy-
momentum and internal charges is commonly called with the same name.

However, almost all data analysis using the statistical model has been done in the frame-
work of the canonical or the grand-canonical ensemble. In these ensembles the conservation
of energy-momentum and angular momentum are taken only on average, and the source
is described in terms of a temperature. The reason for their use is that in high energy colli-
sions many clusters are produced and their fluctuations of masses and volumes reduce the
importance of exact conservation of energy and momentum. The canonical ensemble is a
better approximation of the microcanonical one for larger values of mass and volume of the
cluster. But their values are taken just to be in agreement with the data. On the other hand,
an explicit calculation of the microcanonical ensemble is needed for energies close to the
resonance region (see Sect. 2.4), where conservation laws have a larger impact.

In the high energy physics community, there are several discussions about the meaning
of the statistical model. The main reasons (given in [113]) are related to the use of thermody-
namical quantities, as the temperature, even in systems with small volumes and masses, or
the fact that statistical equilibrium is not derivable from QCD, indeed when the hadroniza-
tion temperature is really close to the estimated critical temperature of QCD. One of the
fundamental assumptions in the SHM is that the statistical equilibrium must be an inherent
property of hadronization itself instead of a thermal process after the hadronization through
inelastic collisions. The results of the statistical model can be obtained from other models
but using supplementary assumptions or the use of many free parameters.

Moreover, the use of the statistical and thermal words as synonymous is under discussion.
In [113] the author argues that the word statistical means equal probability in phase space,
which is appropriately measured with d3xd3 p for any particle and a volume is involved, then
statistical and thermal should be taken as synonymous. But other authors [114] make a clear
distinction between the temperature determined in the SHM by fitting particle abundances
and a proper temperature which would be achieved through inelastic reinteractions of formed
particles.
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2.9.1 SHM and Data

Among all heavy-ion collision hadronization models, SHM is a unique phenomenological
approach linking the production of hadrons to the QCD phase diagram [115]. The model is
based on simple assumptions, but is very powerful considering its small set of parameters,
i.e. temperature T, baryochemical potential µB and cluster volume V. In order to make
calculations, all hadron states should be taken into account. All currently known hadrons
are considered, but missing states could in principle still have an effect on T.

In the commonly used grand canonical approach, chemical potentials µB ensure con-
servation of the average of additive quantum numbers such as baryon number, isospin
and strangeness, which are fixed by initial conditions. The standard implementation of the
model was successfully used to describe hadron production in heavy-ion collisions over a
wide range of collision energies (for example [116, 117]). Several versions with an extended
set of parameters have been proposed [118, 119]. In particular, the possible departure of
equilibrium of hadrons containing strange quarks [117] and the flavor-dependent freeze-
out [120–122] were studied. Also the possible repulsive interactions among hadrons are
modeled in a hard-sphere excluded-volume approach. However, the measurements do not
seem to require any of these extensions [123]. For small systems and/or low energies, a
canonical treatment is needed [124], usually implemented only for strangeness. Such re-
cent studies in p–Nb and Ar–KCl collisions [125] and in pp collisions [126–128] lead to
values of T comparable to (or even larger than) those in (central) Au–Au or Pb–Pb collisions.
The studies performed by ALICE in p–Pb [129] and p− p [130] collisions revealed that in
high-multiplicity events hadron production in these small systems resembles that in Pb–Pb
collisions.

In [123] a model based on the statistical operator for the hadron resonance gas is used
and it leads to an equation of state in good agreement with lattice QCD calculations. This
model describes the LHC data in central (0-10%) Pb–Pb collisions at s = 2.76 TeV as Fig. 2.11
shows. The best fit values and their uncertainties are: T = 156.5 ± 1.5 MeV, µB = 0.7 ± 3.8
MeV, V∆y=1 = 5280 ± 410 fm3.

The value of the (pseudo-)critical temperature, Tc , at vanishing baryochemical potential
(µB ) is currently calculated in lattice QCD [131,132] to be 155±9 MeV. Remarkably, at low µB
chemical freeze-out coincides with Tc, indicating hadron formation from deconfined matter.
The agreement between the results from several independent analyses [133–136] is very
good.

2.10 The core-corona effect in heavy ion interactions

Experimental data at RHIC for
√

s = 130 GeV and 200GeV demonstrated the formation of
a thermalized system in Au + Au collisions, since it was found that thermal spectra with
collective transverse flow component are well described by ideal fluid dynamics. The particle
production per participant in heavy-ion collisions at RHIC energies was found significantly
larger than in p+p or d+Au collisions [137–140], and it deviates from a simple superposition
of independent production from all participant nucleons. That was no surprise, since for a
high enough density of elementary collisions a phase transition with a complete chemical
equilibrium to the quark-gluon plasma was expected, which would behave as an ideal fluid
if the plasma was strongly interacting near the critical temperature. In the boundaries of
the interaction region the density of participants and therefore the density of the deposited
energy is not high enough to have a fast thermalization. These results of heavy-ion collisions
at RHIC energies drove to the picture of a thermalized source in the region with the largest
density, the so-called core and outer mantle or corona.
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Figure 2.11: Hadron multiplicities in central (0-10%) Pb–Pb collisions at the LHC and best fit [123].
The lower panels show the ratio of data values to the fit and the difference between data and the
model fit in units of the experimental uncertainty.

The first study with this approach was done by Bożek [141] who analyzed the core depen-
dence on the centrality of collisions. Later, Werner [142] parameterized the core-corona con-
tributions with global parameters so as to reproduce the density of charged particles, based
on string density before hadronization within the EPOS model. The effects of the core-corona
separation were also estimated using the UrQMD hybrid model [143]. From these initial
works, further studies using the core-corona approach were done: The strangeness produc-
tion at SPS and RHIC and their centrality dependence were well described in a core-corona
model framework [144–147]. Also the centrality dependence of the elliptic flow was quanti-
tatively described for SPS to RHIC energies in a very simple core-corona model [148–150]. In
addition, another recent core-corona approach was implemented in the dynamical core–corona



38 CHAPTER 2. HADRONIC INTERACTIONS

initialization (DCCI) model [151], where the fluids that are in local thermal and chemical equi-
librium form the core, while the corona is the system of nonequilibrated partons traversing
the fluids or the vacuum.

The core-corona model was fully implemented in the event generator EPOS 3 [152],
where small and large systems are described by a hydrodynamical evolution. In that work
the simulated transverse momentum pt distribution of several kinds of hadrons are mostly
in good agreement with collider measurements as ALICE, ATLAS and CMS. In a further
work [153], resonance production was studied for different collision systems. As an example,
the contribution of the core-corona to the particle ratio as a function of multiplicity is shown
in Fig. 2.12. The use of the core-corona model improves the agreement with ALICE data
considerably. It is worth noting that the core yield and corona yield do not depend on multi-
plicity. What changes is the fraction of particles produced by the core and the corona leading
to a smooth transition from corona yield to core yield with multiplicity. This feature is taken
into account in the core-corona approach presented in Sect. 4.3 using the tool presented in
Sect. 3.3.
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Figure 2.12: Particle to pion ratio for different particle species versus multiplicity, for different
contributions for EPOS 3.210 simulations and for the systems pp, pA, AA (slim, medium and
thin lines) [153]. ALICE data is also plotted for the same systems pp, pA, AA (open circles, open
squares, open stars). The contribution co-co is for core-corona and full is the core-corona with
hadron-hadron rescatterings.
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CHAPTER 3

Cascade Equations and CONEX

Nowadays, Monte Carlo (MC) simulation is the most common method used to describe in
detail the extensive air shower (EAS) development. However, full MC simulations of ultra-
high energy EAS require very large computing time. Some interesting tools have been devel-
oped to deal with this problem. One of them is the so-called thinning algorithm [154] which
follows a small number of particles and assigns each particle a weight factor. Maximum
weights must be constrained to avoid significant artificial fluctuations of EAS observables,
so this method at high energies still needs a considerable computing time.

A different approach is to describe the EAS development numerically, based on the
solutions of the corresponding cascade equations (CE) [155–157]. Shower simulation with an
explicit MC treatment for high energy particles and a numerical development for low energy
particles gives accurate results for average showers and their fluctuations. The air shower
simulation program CONEX [158] implements this hybrid approach. The MC treatment for
particles with energies above a given threshold is carried out in the standard way similar
to the implementation in CORSIKA [159]. The numerical description of lower energy sub-
cascades is based on the solution of hadronic and electomagnetic CE. This type of air shower
calculation is ideal to test modifications of hadronic properties to study the muon puzzle
because it is fast and modifications can be done at all energies and not only in the first
interaction.

There are two kinds of CE necessary to describe EAS: one of them is hadronic and the
other one is electromagnetic (EM). The particles considered in the hadronic CE by CONEX,
i.e. their interactions and propagation, are protons, neutrons, charged pions, charged and
neutral kaons. In this context, these particles are called projectile particles. The only species
of particles produced in a projectile-air interaction are protons, neutrons, charged pions,
charged and neutral kaons, photons, muons and electrons. These produced particles are
called secondary particles. Other kinds of hadrons produced by decay or through interaction
are assumed to decay immediately into secondary particles. Muons are treated as hadrons,
but all possible high energy interactions are neglected in cascade equations. When photons
and electrons are produced, they are transferred directly to the EM CE.

Air showers are simulated by CONEX as follows: The hadronic and EM cascades are sim-
ulated by an explicit MC, until all produced secondaries have an energy below the threshold
Ethr. All sub-threshold particles form the source terms of the CE, giving the initial conditions
for the numerical analysis. The hadronic and EM cascades at energies below Ethr are calcu-
lated by solving their corresponding CE for each depth level in a sequential order. First, the
hadronic cascade is solved starting at the first depth level with the initial conditions given
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by the source terms. The result of this is a discretized energy spectrum of all hadrons for
the next depth level. EM particles are also produced, which are added to the corresponding
EM source term and then the EM CE are solved. All hadrons produced in the EM cascade
by photonuclear interaction and all pair-produced muons are added to the hadronic source
term at its next depth level. This procedure is repeated for the following depth levels, each
time using the hadronic and EM source terms of the previous level.

3.1 Hadronic cascade equations

The hadronic cascade equations take account of all possible processes in the following
integro-differential equation:

∂ha(E, X)

∂X
=− ha(E, X)

λa(E)
− ha(E, X)

τa(E) ρair(X)
+

∂

∂E
βion

a ha(E, X)

+ ∑
d

∫ Emax

E
dE′ hd(E′, X)

(
Wd→a(E′, E)

λd(E′)
+

Dd→a(E′, E)
τd(E′) ρair(X)

)
+ Shad(E, X) (3.1)

where ha(E, X) is the differential energy spectrum of the hadron of type a, with energy E
at depth position X along a given straight line trajectory, βion

a = −dEa/dX is the ionization
energy loss per depth unit, λa = mair/σa−air

inel is the mean free path and τa is the life time in
the laboratory system (related to the proper life time by τa = τ0E/m). Wd→a and Dd→a are
the inclusive secondary spectra for interactions and decays respectively. Muons are treated
as hadrons but without interaction term. The five terms in Eq. 3.1 describe the variation
in the hadron number due to: interactions with air nuclei, particle decays, ionization loss,
hadron production from higher energy parents and source terms, respectively. The particle
decay term comes from the decay rate dha = −hadL/τa and dL/dX = ρ−1

air (X).
The source term Shad

a (E, X) defines the initial conditions and is determined during the
MC simulation of above-threshold particle cascading. It consists of contributions of all sub-
threshold hadrons produced at that stage

SMC→had
a (E, X) = ∑

i
δa

di
δ(E− Ei)δ(X− Xi) (3.2)

with di, Ei, Xi being type, energy, and depth position of the source particle i. The photopro-
duction of hadrons is taken into account via a source term, where the particle production
distributions are approximated by those of π0-air interaction

Sem→had
a (E, X) =

∫ Emax

E
dE′ lγ(E′, X) W

π0→a(E′, E) σ̃photonuclear
γ (E′) (3.3)

where lγ is the energy spectrum of photons. Moreover, the photoproduction of muon pairs
gives another contribution to the hadronic source term:

Sem→µ
a (E, X) =

∫ Emax

E
dE′ lγ(E′, X) Wγ→µ(E′, E) σ̃µ−pair

γ (E′). (3.4)

Therefore the total source term is given by

Shad
a (E, X) = SMC→had

a (E, X) + Sem→had
a (E, X) + Sem→µ

a (E, X). (3.5)
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3.2 Electromagnetic cascade equations

The EM cascade development can be described by the following system of integro-differential
equations

∂ le−(E, X)

∂X
=− σ̃e−(E) le−(E, X) +

∂

∂E
βion

e− le−(E, X)

+
∫ Emax

E
dE′

[
le−(E′, X) We−→e−(E′, E) + le+(E′, X) We+→e−(E′, E)

+ lγ(E′, X) Wγ→e−(E′, E)
]
+ Sem

e− (E, X) (3.6)

∂ le+(E, X)

∂X
=− σ̃e+(E) le+(E, X) +

∂

∂E
βion

e+ le+(E, X)

+
∫ Emax

E
dE′

[
le+(E′, X) We+→e+(E′, E) + lγ(E′, X) Wγ→e+(E′, E)

]
+ Sem

e− (E, X) (3.7)
∂ lγ(E, X)

∂X
=− σ̃γ(E) lγ(E, X) +

∫ Emax

E
dE′

[
le−(E′, X) We−→γ(E′, E)

+ le+(E′, X) We+→γ(E′, E) + lγ(E′, X) Wγ→γ(E′, E)
]
+ Sem

γ (E, X) (3.8)

where le− , le+ and lγ are the energy spectra of electrons, positrons and photons. The cross
section in units of area/mass σ̃i = σi−air/mair takes into account the particle interaction
processes Bremsstrahlung, Bhabha, Moeller, annihilation, electron and muon pair produc-
tion and photonuclear production and Wa→b are the inclusive production cross sections of
secondary particles in units of area/(mass energy).

3.3 Tool development: Modification of the CONEX secondary par-
ticle spectra

In this section a technique that we developed to implement any type of modification of
the hadronic interactions in the CONEX framework is presented. The goal is to study new
solutions for the muon puzzle.

CONEX implements the latest updated high energy hadronic interaction models: EPOS
LHC, QGSJetII.04 and SIBYLL 2.3d. For the numerical analysis, the same models are used to
pre-calculate the spectra of secondary particles. This means that for each hadronic interaction
model there is a spectrum for each secondary particle, for each projectile particle and for
each projectile energy.

As already explained, CONEX considers in the cascade equation analysis five different
projectile particles (p, n, π±, Kl , and K±) and eleven secondary particles (p, n, π±, π0, Kl ,
K±, γ, µ+, µ−, e+ and e−). The projectile energy is discretized in 20 logarithmic energy
bins per decade from 1 GeV to 1010 GeV. This means thus CONEX has 11000 secondary
particle spectra for each high energy hadronic model. For example, Fig. 3.1(left) shows all
the energy spectra of secondary particles for an interaction between a proton at 1019 eV and
air. Fig. 3.1(right) shows the charged pion energy spectra for all proton energies in proton-
air interactions for the EPOS-LHC model where each line corresponds to different proton
energy.

Any change in these spectra has an impact on the air shower simulation means of the CE.
So it is possible to implement modifications in particle interactions through changes in the
secondary particle spectra. In order to do that, we developed a tool which allows to make
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Figure 3.1: Energy spectra in CONEX for EPOS LHC. Left: Spectra of secondary particles in
p+air interactions at 1019 eV. Right: π± spectra in p+air interactions for all proton energies.

several kinds of modifications over the particle spectra ensuring energy conservation. These
secondary particle spectra are discretized in CONEX. Here, the function ppj(j, i, n2, n1) is
defined to manage all spectra in an easy way. This function gives the spectrum value, where
n1 is the projectile particle identification number, n2 is the secondary particle identification
number, i is the energy bin of the projectile particle and j is the energy bin of the secondary
particle.

Each projectile type has different secondary particle spectra depending on its energy.
The first step is to select an energy range of the projectile particle, where the corresponding
secondary particle spectra will be changed. This is done following these steps:

1. Set the secondary particle type over which the changes will be implemented. This
particle is called the reference particle.

2. Set the energy range of the reference particle spectra where the changes will be imple-
mented.

3. Set the amount of energy ES that will be transferred from the selected range to another
particle spectrum.

4. Set how this energy will be taken from the selected energy range through a given
predefined transfer function.

5. Set how this energy will be shared among other secondary particles, i.e. the energy
range of the chosen secondary particles and the transfer function.
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In figure 3.2 a schematic picture of this procedure is shown. Consider two energy spectra
of the secondary particles B and C, which are the result of the interaction of the projectile
particle A and air. The addition of their integrated spectra gives the total energy E of the
interaction (Fig. 3.2-a). In Fig. 3.2-b (left) the spectrum B is shown where the hatched region
corresponds to the region from where energy will be taken. The energy ES is taken using a
triangular function (Fig. 3.2-b,center). Afterwards, ES is transferred to the spectrum C into
its hatched range (Fig. 3.2-c, left) using another function (Fig. 3.2-c, center). At the end of
these steps, the total energy of both spectra is the same as at the beginning, E, which means
that the energy is conserved.

Figure 3.2: Scheme of the procedure used to modify the secondary energy spectra of CONEX.

In order to modify the spectra consistently, this tool needs an input file like the following:

Input InputName

Output OutputName

Projectile n1 E0 E1 Efunction TypeTransfer

Secondary n2 -E RangeType Ei Ef functionName coef1 coef2

Secondary n2 E RangeType Ei Ef functionName coef1 coef2

Secondary n2 E RangeType Ei Ef functionName coef1 coef2

...

The parameter InputName is the input filename which contains all the spectra. Usually
it is the default file created by CONEX. The OutputName is the output filename where the
modified spectra will be saved.
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The third line sets which spectra will be modified. n1 is the projectile type. E0 and E1 are
the lower and higher limits of the energy range of n1, where the corresponding secondary
particle spectra will be changed.

Efunction sets how the projectile energy dependence of the changes is. Efunction can
be set as constant applying the same changes at all spectra of the projectile energies ranging
from E0 to E1. Otherwise it can be logE applying no change at E0 and increasing linearly
with the logarithm of the energy reaching the maximum change at E1.

The fourth line sets how the spectrum of the reference particle will be modified. n2 is
the secondary particle type. Ei and Ef are the lower and higher limits of the energy range
where the changes will be applied. This limit can be expressed in absolute energy values
or relative to the projectile energy setting RangeType as abs or rel, respectively. A negative
energy -E indicates the reference particle, where E is the percentage of the energy contained
in the energy range that will be transferred. The parameters functionName,coef1 and
coef2 give the kind of function that will take this energy. The total energy Es taken from
the reference particle in terms of the function ppj is defined as

Es = E
i f

∑
j=i0

Ej ppj(j, i, n2, n1) (3.9)

The fifth and following lines set how Es is shared between the other particles.
The parameter TypeTransferhas to be set as in (or out) if the energy Es is taken from (or

added to) the reference particle.

Constant Energy Distribution

The simplest way to transfer energy is using a constant energy distribution. In a spectrum
the way to take an energy Es from the energy bin Ei0 to Ei f

using a constant function is given
by

Es =

i f

∑
j=i0

a Ej ⇒ a =
Es

∑
i f
j=i0

Ej

So the spectrum is modified by

ppj(j, i, n2, n1) = ppj(j, i, n2, n1) ± a

Fig. 3.3 shows how this constant energy distribution in a small range (3.3-a) and in the
whole range (3.3-b) is implemented. In the small-range case the spectrum is not continuous,
for that reason its implementation alone has no physical motivation. On the other hand the
whole-range case can be understood as an increment in the total number of particles with
no change in the shape of the energy spectrum.

In the whole range case this option has a problem with energy conservation due to the
first and last bins which have small values. The spectrum which transfers energy could have
negative values in the first and last bins. The first bin does not imply a considerable problem
because the impact on the energy conservation is negligible but the last bins have a big
impact and should be taken into account. To avoid this problem the trapezoid function is
useful.

Fig. 3.4 shows how the proton and charged pion spectra change after a trivial modifica-
tion using the constant function. These changes are implemented with the following input
file:
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Figure 3.3: Schematic picture of spectra change using a constant function.

Projectile 1 1e5 1e10 constant out

Secondary 2 -40 rel .4 .7 constant 0 0

Secondary 1 100 rel .7 .8 constant 0 0

This file has to be read as follow: The particle spectra of the projectile id=1 (proton) with
energy from 105 GeV to 1010 GeV have to be modified with a constant energy evolution (line
1). 40% of the energy contained in the relative energy range (0.4; 0.7) have to be taken in a
constant way from the spectra of the secondary particle id=2 (pions) (line 2). All this energy
has to be added to the spectra of secondary particle id=1 (proton) in the relative energy
range (0.7; 0.8) in a constant way (line 3).

Scale factor Energy Distribution

Another simple way to take energy from a spectrum is using a scale factor.

Es =

i f

∑
j=i0

a Ej ppj(j, i, n̂2, n1)⇒ a =
Es

∑
i f
j=i0

Ej ppj(j, i, n̂2, n1)
.

So the spectrum is modified by a:

ppj(j, i, n̂2, n1) = ppj(j, i, n̂2, n1) (1± a).

Trapezoidal Energy Distribution

The problem of the constant and scale factor functions is the non-continuity when the range
is not the whole spectrum. In order to ensure continuity the trapezoidal function must be
used, see Fig. 3.5:

Es =
i1

∑
j=i0+1

a1 (i− i0) Ei +
i2

∑
j=i1+1

a2 Ei +
i3

∑
j=i2+1

a3 (i− i3) Ei.
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Figure 3.4: Trivial spectra modification by the constant function. The energy taken from the
spectra on the right is added to the spectra on the left. Five spectra at different energies are
shown. Low energy spectra are not modified.

Figure 3.5: Schematic picture of the trapezoidal function.

Requiring continuity

a1 = Es (
j1

∑
j=j0+1

(j− j0) Ej +
j2

∑
j=j1+1

(j1 − j0) Ej +
j3

∑
j=j2+1

j1 − j0
j2 − j3

(j− j2) Ej)
−1

a2 = a1
j1 − j0
j2 − j3

a3 = a1 (j1 − j0)

Photon spectra from π
0 spectra

In the electromagnetic development, CONEX uses the photons spectra which are obtained
from the neutral pion spectra. Hence, if neutral pion spectra are modified, it is necessary to
calculate the new photon spectra.
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Consider a π0 which propagates along the +z axis and that the angle of the photon to
the z axis in the rest frame is θ∗: The decay π0 → γγ is isotropic in the rest frame, so the
distribution is flat as a function of cos θ∗

dN
d cos θ∗

=
1
2

. (3.10)

The distribution of photon energies is

dN
dEγ

=
dN

d cos θ∗
d cos θ∗

dEγ

=
1
2

d cos θ∗

dEγ

. (3.11)

The energy distribution of photons from a π0 with momentum pπ is obtained from the
transformation between rest and laboratory frame.

dN
dEγ

=
2

pπ

(3.12)

The number of photons with energy Eγ is then:

Nγ(Eγ) =
∫ ∞

Eγ

2
pπ

dpπ (3.13)

The spectra in CONEX are discrete and have a log energy spacing, so the number of photons
in the energy range (Ei,Ei+ ∆Ei) is

Nγ(Ei) ≈
jmax

∑
j=i

2
Ej

∆Ei Nπ(Ej). (3.14)

The last step is to apply a scale factor to the new photons spectra in order to have energy
conservation. The photons spectra obtained with this procedure are compared with the
original spectra in Fig. 3.6. The differences at the highest energy bins between both spectra
produce a little change in Xmax by ±2 g cm−2, which is corrected in all shower simulations.

Particle ratio modification

One interesting application of this tool is to modify the secondary particle ratios. The particle
ratios are given by the hadronization model implemented in the hadronic interaction model.
Consequently it is possible to modify the hadronization in an effective way just changing
the particle ratios of secondary energy spectra. The hadronic models consider two types of
hadronization in hadronic interactions, one for the central part of the collision and another
one for the remnants. The standard string fragmentation is commonly used by the hadronic
models to describe the central part, see Sec. 2.8. This kind of hadronization produces par-
ticles in different parts of the energy spectrum. The string fragmentation produces most
particles at mid-rapidity which corresponds to the broad peak in the center of the spectra
in Fig. 3.1(left). The remnant hadronization has its main contribution when the secondary
particle is the same as the projectile particle. This is the already mentioned leading particle
effect, see Sec. 2.4. When the projectile and secondary particles are the same, their spectrum
has a diffractive peak at xF ' 1 , i. e. at the maximum energy. Fig. 3.7 shows the spectra with
the leading particle contribution. If one wants to modify a given hadronization model the
other one must remain untouched.

In this tool, it is possible to modify the particle ratios by the following procedure: the
spectra of all particles, except the spectra with leading particle contribution (i.e. protons in
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Figure 3.6: Photon spectra calculated from the π0 spectra in linear scale (left) and log scale
(right).

proton-air, kaons in kaon-air interactions, and so on), are modified by a scale factor. And in
the last step, the spectra with the leading particle contribution change in order to maintain
energy conservation. In Fig. 3.8 an example is shown where the spectra are modified lin-
early with logE at three different projectile energies and where the neutral pion spectrum is
modified by a scale factor as well as for the other particles. At the end, the proton spectra
are modified in order to preserve energy conservation. The leading particle contribution is
not modified.
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Figure 3.7: Spectra with leading particle contribution.
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CHAPTER 4

Collective hadronization and muon
production in air showers

The muon production in air showers depends strongly on the amount of energy ending up
in the electromagnetic channel in hadronic collisions. Therefore, the parameter R = Eem

Ehad
is useful to describe the muon content in air showers [160–162]. This parameter, in turn, is
closely related to excited partonic system hadronization.

In this chapter, the newly developed tool presented in Sect. 3.3 is used in order to im-
plement the core-corona model in the CONEX framework where R is expected to change
significantly.

4.1 Introduction

In the hadronic interaction models used to simulate air showers, the hadronization is mainly
done using a string fragmentation model (see Sect. 2.8), which was successfully developed to
describe the hadron production in e+-e− collisions and low energy proton-proton collisions.
In systems with higher energy densities, such as heavy ion collisions, a statistical hadroniza-
tion (see Sect. 2.6 and 2.9) of a fluid is expected, where the production of heavy particles is
favored, reducing the fraction of π0 compared to other types of particles. In the early 2000s,
collective effects have been observed in heavy ion collisions, often referred to as large systems,
at RHIC [163–166]. Similar effects have been predicted [167–172] for proton-proton collisions
(aka small systems) and were eventually discovered at the LHC [173] (see Refs. [174, 175] for
detailed reviews).

While a fluid-like behavior (referred to as collective effects in the following) is confirmed
in both large and small systems, their origin is still unclear. In large systems the existence of a
quark-gluon-plasma (QGP) is commonly assumed as a phase of parton matter (see Sect. 2.7).
This QGP will evolve according to the laws of hydrodynamics and eventually decay statisti-
cally. There are various expected consequences of such a scenario, such as long-range two-
particle correlations, the so-called “ridge” phenomenon [173,176], jet quenching [177,178], or
enhanced production of strange hadrons [130]. It was initially a surprise when such effects
were also discovered in small systems. While it was argued that also in central collisions
of small systems the energy densities may be high enough to allow for the formation of
a QGP [167], other recent studies have shown that collective effects can be achieved by
alternative mechanisms such as microscopic effects in string fragmentation [179] or QCD

53
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interference [180]. The possibility of collective effects in smaller systems opens the door to
study the impact of a different hadronization scheme in high energy interactions also within
air showers. Air shower cascades are driven by collisions of hadrons and light nuclei at
ultra-high energies.

The following sections shows that statistical hadronization in collisions of hadrons and
nuclei can play a so far underestimated importance in the understanding of muon produc-
tion in air showers [181, 182].

The underlying mechanism responsible for the production of these effects is expected
to produce characteristic observables in the final state of hadron collisions. In particular,
the statistical hadronization affects the energy fraction contained in electromagnetic versus
hadronic particles, R, which has important possible implications for the muon production
in cosmic ray air showers.

4.2 The muon problem and the R observable

The dominant mechanism for the production of muons in air showers is via the decay of
light charged mesons. The vast majority of mesons are produced at the end of the hadron
cascade after typically five to ten generations of hadronic interactions (depending on the
energy and zenith angle of the primary cosmic ray). The energy carried by neutral pions,
however, is directly fed to the electromagnetic shower component and is not available for
further production of more mesons and subsequently muons. The energy carried by hadrons
that are not neutral pions is, on the other hand, able to produce more hadrons and ultimately
muons in following interactions and decays. Using a simple Heitler type toy-model [183]
based on [26], the neutral pion fraction c = N

π0 /Nmult, defined as the number of neutral pions
N

π0 divided by the total number of final-state particles Nmult in a collision, was found to
have a strong impact on the muon number and in particular on the slope of the energy
dependence of the muon production. Indeed in this model

Nµ =

(
E0

Edec

)β

with β = 1 +
ln(1− c)
lnNmult

, (4.1)

where E0 is the energy of the primary cosmic ray particle and Edec is the typical energy
at which mesons decay in the cascade (see Sect. 1.2). So the muon number Nµ increases
strongly with decreasing c, which is understandable since more hadrons are available to
produce muons. A second quantity with a strong impact on the muon number is the hadron
multiplicity Nmult.

The value of c is very important for the muon production. Unfortunately, it is difficult
to measure both N

π0 and Nmult experimentally (for example at the LHC) since neutral par-
ticles cannot be counted easily individually. In general, secondary particle identification is
unavailable at large pseudorapidities η where the energy flow is large enough to become
relevant for the air shower development.

The ratio of the electromagnetic to the hadronic energy density has been proposed
in [184] as a new observable sensitive to properties of the hadronization and can be directly
related to c. This observable is given by

R(η) =
〈dEem/dη〉
〈dEhad/dη〉 . (4.2)

where the energy densities 〈dE/dη〉 are obtained by summing the energy of all final-state
particles except for neutrinos in bins of η and averaging over a large number of collisions.
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The neutral pion fraction c can be easily related to the energy ratio R, since both are very
similar kinematic aspects of final state distributions. If all particles have the same energy
such as in the generalized Heitler model, then R = c/(1 − c). But R is experimentally
much easier to measure, since, using a calorimeter, the signals deposited by electromagnetic
particles and by hadrons are characteristically different.

The influence of various effective parameters in interaction models (like R, c, or Nmult)
on the main air shower observables was investigated in a previous study [160], in which
the behavior of hadronic interaction models in air shower simulations was modified in an
energy-dependent way during full air shower cascade simulations within CONEX [158].
The correlated impact of R and Nmult on Xmax and lnNµ were analized in [184] in full air
shower simulations, where the change of Nmult is not enough to close the gap to the data,
but modifications of R mainly affect the muon number and leave Xmax unchanged. So it is
possible to make the simulations compatible with the air shower data at 1019 eV.

Furthermore, in Sect. 1.4 it was established that the muon discrepancy in simulations
increases smoothly with energy. Thus, the slope of the energy dependence introduced in
eq. (4.1) is also affected, pointing to a too small value of β. This may be related to a too large
π0 production. This energy dependence is explored in more detail in the next section.

4.3 Core-corona Implementation

The discussion in the previous section suggests that a change of R (or c, equivalently) is a
potential way to reduce the discrepancy between measurements and air shower simulations.
Nevertheless, R is quite well constrained by theory as well as laboratory measurements
and, thus, cannot be changed entirely arbitrarily. In a naive model like Ref. [26] where only
pions are considered as secondary particles, R = 0.5. In a more realistic approach based on
string fragmentation R ≈ 0.41. But as shown in Ref. [130], particle ratios such as K/π, p/π
or Λ/π change with increasing secondary particle density, saturating to the value given
by a thermal/statistical model with a freezeout temperature of 156.5 MeV [123] yielding
R ≈ 0.34. Such a behavior can be explained in terms of a core-corona picture presented in
Sect. 2.10. This approach has been used in the framework of realistic simulations [142, 153],
but also in simple model calculations [144, 146, 149, 185]. The basic idea is that some fraction
of the volume of an event (or even a fraction of events) behaves as a quark gluon plasma
and decays according to statistical hadronization (core), whereas the other part produces
particles via string fragmentation (corona). The particle yield Ni for particle species i is then
a sum of two contributions

Ni = ωcore Ncore
i + (1−ωcore) Ncorona

i , (4.3)

where Ncore
i represents statistical (grand canonical) particle production, and Ncorona

i is the
yield from string decay. Crucial is the core weight ωcore. In order to explain LHC data [130]
the weight ωcore needs to increase monotonically with the multiplicity, starting from zero
for low multiplicity pp scattering, up to 0.5 or more for very high multiplicity pp, reaching
unity for central heavy ion collisions (PbPb).

In the following, a straightforward core-corona approach is employed, based on eq. (4.3),
for the different hadronic interaction models in CONEX air shower simulations. The particle
yield from the chosen interaction model is by definition considered to be the corona yield,
whereas the standard statistical hadronization is used (also referred to as resonance gas)
for the core part. So ωcore = 0 would be the “normal" simulation with the default interac-
tion model. Choosing ωcore > 0 amounts to mixing the yields from the interaction model
according to the core-corona superposition shown in eq. (4.3). The core will certainly help
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concerning the “muon problem", because statistical hadronization produces more heavy par-
ticles and less pions compared to string fragmentation, and therefore R is smaller [181, 182].

Technically, we directly modify individual particle ratios of the secondary particle spectra
dNi/dEj, for particle species i and energy bins dEj, of hadronic interactions with air nuclei
used by CONEX for numerical air shower simulations based on cascade equations. More
details about CONEX and its secondary particle spectra are given in Sect. 3.3. So, knowing
the initial ratios π0/π±, p/π±, K±/π±, p/n, K0/K± (taking into account strange baryon
decays) from a corona type model and the value of the same ratios from the core model, we
compute new spectra in which the particle yields include both, core and corona according to
ωcore and the preservation of the leading particle spectra as explained in Sect. 3.3. The particle
ratios from the core are taken from Fig. 2.11. But as CONEX decays all strange baryons
and only consider nucleons, pions and kaons, the particle ratios become p/π± = 0.0951,
K±/π± = 0.167, p/n = 1.17, K0/K± = 0.98, π0/π± = 0.504 where p = p + p̄, n = n + n̄
and K0 = K0 + K̄0.

The core weight ωcore is expected to increase with energy in a logarithmic way, so the
energy-dependent factor is defined as:

F(Elab; Eth, Escale) =
log10(Elab/Eth)

log10(Escale/Eth)
for Elab > Eth, (4.4)

representing the assumption that models are well constraint by accelerator data at lower
energies (below Eth), where F(Elab) = 0, while they become logarithmically unconstrained
going to higher energies. Typical threshold values are Eth ' sTevatron/(2mp) ≈ 1 PeV, us-
ing the center-of-mass energy of the Tevatron accelerator. However, in particular particle
production, in the important forward phase space, may be largely unconstrained by both
Tevatron and LHC data, allowing much lower values of Eth to be explored. In order to do
that, the energy threshold is fixed by Eth = 100 GeV for fixed-target energies. The parameter
Escale is the reference energy scale. Different energy dependencies are explored by changing
Escale from 100 GeV (corresponding to a step function), to 106 GeV, and 1010 GeV. In addition
F(Elab; Eth, Escale) = 1 is required for all Elab ≥ Escale. It is a key point of the application of
eq. (4.4) inside CONEX that a significant fraction of the air shower cascade is consistently
modified during the simulations. Thus, to model the energy dependency

ωcore(Elab) = fω F(Elab; Eth, Escale) (4.5)

is used, where the fω scale is varied by 0.25, 0.5, 0.75 and 1.0 as depicted in Fig. 4.1. Each
ωcore(Elab) gives a different R = R(Elab). As an example, the default R = R(Elab) in Fig. 4.2
is compared with the case fω = 1 at mid-rapidity and forward.

4.4 Assumptions and limitations

The core-corona implementation presented in the previous section has some theoretical
limitations. One of them is that in this CONEX approach there is no information about
the η distribution of the core and the corona. This could be a problem because the core
could be limited to low η values. For example, Fig. 4.3 shows the different core and corona
contributions at different rapidity values for EPOS LHC which has a very conservative core-
corona model properly implemented. In the forward region the density of particles is low
and the core is not expected to form there.

However, the particle density at which the core is formed is unknown (underestimated
in EPOS LHC for instance) and other processes like the saturation of the remnants could lead
to core hadronization forward. As a consequence the rapidity at which the core contribution



4.4. ASSUMPTIONS AND LIMITATIONS 57

102 103 104 105 106 107 108 109 1010

Elab / GeV

0.00

0.25

0.50

0.75

1.00

1.25

ω
co

re

fω = 1.00 ,Escale = 102 GeV

fω = 1.00 ,Escale = 106 GeV

fω = 1.00 ,Escale = 1010 GeV

fω = 0.75 ,Escale = 1010 GeV

fω = 0.50 ,Escale = 1010 GeV

fω = 0.25 ,Escale = 1010 GeV

Figure 4.1: Different energy evolutions probed for ωcore. The solid lines represent changes in the
scale fω of the effect, while the dashed lines also indicate the effect of changing Escale.
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Figure 4.2: R values as a function of the projectile energy Elab at mid-rapidity (left) and forward
0.03 ≤ xF ≤ 0.3 (right) for the default models (solid line) and the modified one with fω = 1.00
and Escale = 1010 GeV (dashed lines) where R reaches the value given by the statistical model at
the maximum energy.

becomes negligible is unknown from the theoretical point of view and there is no data
available to give further information. Thus for simplicity, we assume that the core and the
corona have the same rapidity distribution in order to take this approach as an upper limit
of the core-corona model that could be later implemented in a Monte-Carlo model.

Furthermore, as presented in Sect. 4.3 the relative fraction of core and corona contribu-
tions in a general core-corona model depend on the interaction multiplicity event-by-event.
Fig. 4.4 shows how the core contribution increases with multiplicity at a given energy in
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Figure 4.3: Fractional contribution of particles originating from different production mechanisms
to the total energy density dE/dη as predicted by EPOS LHC as function of |η| [184].

EPOS LHC. CONEX spectra as used to solve cascade equations are averages of thousand of
events, so the event-by-event multiplicity cannot be used as a parameter to determine the
core fraction in our approach. But since the average multiplicity increases with the interac-
tion energy as shown in Fig. 4.5, it is reasonable to assume that the average fraction of the
core contribution also increases with the energy. As a consequence, the scenarii chosen to
test different core-corona fraction evolution with energy are arbitrary but realistic enough
to set an upper limit of what can be expected from such a model.

Last but not least, the minimum energy at which the modification is gradually applied is
as low as 100 GeV in the lab system. This is given by the minimum energy in the tables for
the high energy models. Again the minimum value is chosen to get the maximum impact to
set an upper-limit. On the one hand, if simulations with the hadronization parameters from
a QGP are not able to reproduce the observed number of muons in such favorable conditions,
it could be excluded as a possible solution to solve the muon puzzle. On the other hand, if
simulations are close to observed air shower data, it would justify further development in
hadronic interaction models to implement such scenario in a realistic way.

4.5 Results

All the scenarios of Fig. 4.1 have been used to simulate full air showers with CONEX, using
cascade equations from the first interaction to the ground, for proton and iron primary
particles at E0 = 1019 eV. In Fig. 4.6 the results are shown in the Xmax-lnNµ plane for the
models EPOS LHC, QGSJETII .04 and SIBYLL 2.3D. Lines in this figure show all possible
resulting mean values of Xmax and lnNµ for any mass composition of cosmic rays between
pure proton (bottom right end of lines) and pure iron (top left end of lines). The resulting
values of Xmax and lnNµ are located on a straight line because the mean values for both
are linear functions of the mean-logarithmic mass of cosmic rays [187, 188] given a fixed air
shower energy. The line-shape is universal, but its location, and to a lesser degree the slope
and length, depend on the hadronic interaction model. Current hadronic interaction models
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Figure 4.4: Fractional contribution of particles originating from different production mechanisms
to the total energy density dE/dη as predicted by EPOS LHC as a function of the charged
particle density at η = 0 [184].

Figure 4.5: Averaged multiplicity as a function of center of mass energy. Lines are simulations
and points are data [186].

predict lines which are too low compared to experimental data from air showers, as indicated
by the vertical gap between the representative data point from the Auger [51] and the model
line. This discrepancy is the expression of the muon problem outlined above. These examples
illustrate that it is well possible with modified hadronization in air shower cascades to
describe the data of the Auger Observatory. As expected, more core-like contributions are
needed compared to what is currently provided by the models. This means QGP-like effects
also in light colliding systems and starting in central collisions at much lower center-of-mass
energies may play a decisive role.
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Figure 4.6: Comparison of different core-corona mixing scenarios, as described in the text, on
air shower simulations at 1019 eV using EPOS LHC (top-left), SIBYLL 2.3D (top-right) and
QGSJETII .04 (bottom) in the Xmax-lnNµ plane. The solid lines represent changes in the scale fω ,
while the dashed lines also indicate the effect of changing Escale. The default model corresponds
to the corona-only simulations. The datum is from the Auger Observatory [51]. Each model line
represents all values that can be obtained for any mixture of cosmic nuclei from proton (bottom
right) to iron (top left).

In order to study the effect of the core-corona model on the muon production as a func-
tion of the shower energy, the different scenarios with the compilation of experimental data
presented in Sect. 1.4 can be compared using the z-scale defined in Eq. 1.11. In this way,
z-scale allows a direct comparison between different muon observables. For instance, Auger
SD+FD data at 1019 eV and SD+MD data at 1017.5 eV are compared in the Xmax-z plane in
Fig. 4.7, where MD data seems to show that more core-like hadronization is needed to have
compatible simulations.

Considering the energy dependence of z, there is an implicit dependence on the cosmic-
ray mass A given by Eq. 1.13. As pointed out in Sect. 1.4, ∆z = z− zmass is zero for the case
of full consistency between all experimental observables and the simulations based on a
valid reference model. This means, plotting ∆z for experimental data, ∆z = 0 implies the
reference model is perfect, whereas ∆z > 0 implies a muon deficit in the simulations.
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Figure 4.7: Comparison of different core-corona mixing scenarios on air shower simulations at
1017.5 eV (top) and 1019 eV (bottom) using EPOS LHC (left) and QGSJETII .04 (right) in the
Xmax-z plane. The solid lines represent changes in the scale fω, while the dashed lines also indi-
cate the effect of changing Escale. The default model corresponds to the corona-only simulations.
The z-scale value of data are taken from [189]. Each model line represents all values that can be
obtained for any mixture of cosmic nuclei from proton (bottom right) to iron (top left).

Fig. 1.15 shows that for all models the data have a positive ∆z showing a significant loga-
rithmic increase with the primary energy, indicating an increasing muon deficit in the simula-
tions. The effect of the different energy evolution of ωcore for EPOS LHC and QGSJETII .04
on ∆z are shown in Fig. 4.8. Here, the new simulations are treated like data and the z-scale
is calculated using the original (quoted) models as a reference such that the new ∆z can be
compared to the data points directly. The positive ∆z of the lines indicate a larger muon
production when ωcore increases and the positive slopes mean that the slope of the muon
production as a function of the primary energy is larger when ωcore increases. By including a
consistent core-like hadronization, it is possible to reproduce the energy evolution as found
in the data. This is even possible for values ωcore < 1.

The possibility to see the effect of a core hadronization (QGP or similar more exotic
phenomena) on air shower physics have already been studied in the literature [190–193].
Changes in the muon production because of a change of R under either extreme or exotic
assumptions (which were not yet observed at the LHC) are usually assumed. Furthermore,
it was shown that the production of a core only in very central, high-density, collisions is
not sufficient to significantly change the muon numbers in air shower simulations [194].
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Figure 4.8: Evolution of the mass corrected z-scale, ∆z = z− zmass, as a function of the primary
energy. z values are taken from [72] and the updated Auger data from [189]. Overlayed are
predictions obtained from changing the scale fω (solid lines) and Escale (dashed and dotted lines)
obtained with EPOS LHC (top) and QGSJETII .04 (bottom) air shower simulations.

In contrast to the new results presented here, in previous studies the core-like produc-
tion does not cover sufficient phase space to change the muon production in air showers
significantly. We demonstrate that core-like effects potentially starting at much smaller col-
liding systems, and at much lower center-of-mass energies as studied here, have an im-
portant impact on muon production in air showers. There are various indications at the
LHC in pp and pA collisions that such a scenario is compatible with current data [130, 173],
or even suggested, at energy densities as those reached by cosmic rays interacting with
the atmosphere [182]. Studying LHC data at mid-rapidity it is found that for events with
〈dNch/dη〉|η|<0.5 ∼ 10 (corresponding to typical proton-air interactions) ωcore is already
≈ 50–75%. Since this study is based on the simple assumption that the full phase space has
a modified π0 ratio, it remains crucial for cosmic ray physics to conduct further dedicated
measurements at the LHC to better understand π0 production relative to other particles.
The phase space for the formation of core-like effects is potentially significantly larger than
previously studied, and in particular may extend towards larger rapidities.



CHAPTER 5

Auger Muon and Infill For the Ground
Array (AMIGA)

In Ch. 4 the muon content of EAS was analyzed and compared with the Core-Corona model
predictions. That was done by means of the z factor which allows to compare several experi-
ments at the same time. However, almost all of these experiments obtain the muon content
of EAS in an indirect way from the measurement of the lateral distribution. In contrast,
the Underground Muon Detector (UMD) of the Pierre Auger Observatory presents a great
opportunity to directly measure the muon lateral distribution function (MLDF). The UMD
working principle is presented in detail in this chapter, and the corresponding data analysis
including the Core-Corona predictions is presented in Ch. 6.

5.1 Underground Muon Detector

The layout of the UMD stations was presented in Sect. 1.3.5. Each UMD is located close
to a WCD and consists of three 10 m2 modules segmented into 64 plastic-scintillator strips
with wavelength-shifting (WLS) optical fibers to collect the light produced by particles. The
optical fibers transport the light toward an array of 64 SiPMs. Modules are buried 2.3 m
underground to shield them from the electromagnetic component of air showers, so the
muonic component can be measured in isolation. A module under construction is shown
in Fig. 5.1. Finished modules are cover with a PVC container to protect them from the
environment.

5.1.1 Scintillators

Organic scintillators emit photons by means of the fluorescence mechanism. When particles
pass through the scintillator, they transfer energy to the medium generating electronic tran-
sitions from the ground state S0 to vibrational levels of the singlet S1. As the characteristic
times of the vibrational states are smaller than the radioactive transitions ones, molecules
reach their thermal equilibrium before the backward transition (S1 to S0). A diagram of the
characteristic energy levels of a plastic scintillator is shown in Fig. 5.2. The absorption and
emission spectra is not the same, because the electrons lose part of the energy in the back-
ward transition. The shift between both spectra is known as Stoke’s Shift [195]. This feature is
necessary to avoid the re-absorption of fluorescence photons. Once the scintillator is excited,

63



64 CHAPTER 5. AUGER MUON AND INFILL FOR THE GROUND ARRAY (AMIGA)

Figure 5.1: Pictures of a UMD module under construction. The optical connector with WLS
optical fibers is shown at the top and the module before closing the PVC casing at the bottom [37].

it emits the maximum of light at a given time. Then, it continues to emit photons for longer
times with a decreasing probability that decays exponentially in time. This is important to
understand the measured signals.

The scintillation bars used in the UMD modules are extruded plastic scintillators pro-
duced at Fermi National Accelerator Laboratory [196]. Each scintillator strip is 4 m long,
4 cm width and 1 cm height, built with polystyrene doped with fluor and it has a 0.25 mm
polystyrene reflective layer with 12% TiO2 which prevents the light from leaving the scin-
tillator. The core of the scintillation strip consists of a compound of Dow Styron 663W
polystyrene as the base material doped with PPO (at 1% by weight) and with POPOP (0.03%
by weight). The polystyrene base absorbs the incident radiation and emits photons in the
ultraviolet spectrum. The first dopant re-emits ultraviolet photons with a larger attenuation
length. And the second one absorbs the photons and re-emits 420 nm photons which are
transparent for the scintillator. Therefore, most of these photons are not absorbed and they
are transmitted towards the optic detection system. The composition of the scintillator used
in the AMIGA UMDs is presented in Fig. 5.3. In addition, these strips have a middle groove
to glue the WLS optical fiber (see Sect. 5.1.2).
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Figure 5.2: Schematics of the fluorescence mechanism in organic scintillators [37].
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Figure 5.3: Diagram of mechanisms inside a plastic scintillator [37]. Two dopants are mixed
homogeneously in a plastic base.

5.1.2 Optical fiber

While the mean attenuation length of photons produced in the scintillator is between 5 and
25 cm, the scintillator strip length is 4 m. To solve this problem a WLS optical fiber is used to
collect the scintillation light, re-emit photons with longer wavelengths, and conduct it to a
photodetector. These optical fibers have a radius of 1.2 mm and are coupled to the scintillator
strip with optical cement.

Fig. 5.4 shows the schematics of the scintillator and optical-fiber system. Blue photons
of 420 nm produced in the scintillator are reflected by the TiO2 layer and eventually are
absorbed by the optical fiber and re-emitted as green photons with∼ 500 nm in typical decay
times between 3 - 10 ns. In this way, light can propagate several meters through the optical
fiber until it is collected by a photodetector. However, optical fibers produce attenuation,
so the amount of light that arrives at the photodetector depends on how far away from the
photodetector the particle enters the fiber.

The optical fiber used in UMDs is the Saint-Gobain BCF-99-29AMC multi-clad WLS
fiber [197]. It consists of a polystyrene core doped with a fluorophore, and cladded with a
thin transparent film (2-5 µm) of PMMA. Photons can travel several meters through this fiber
thanks to the total internal reflection at the interface between the core and the cladding. The
efficiency to capture photons is ∼ 6% since the refractive index of the core and first cladding
is 1.60 and 1.49 respectively. This value is improved up to ∼ 10% using a second EMA
cladding with a refractive index of 1.42. In Fig. 5.5 a diagram of the WLS fiber is presented.
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Figure 5.4: Schematics of the UMD scintillator with embedded optical fiber. Blue photons em-
mited by the scintillators are absorbed with the WLS optical fiber and re-emitted into green
photons that are propagated towards a photo-detector [198].
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Figure 5.5: WLS optical fiber diagram [37].

5.1.3 From photomultiplier tubes to silicon photomultipliers

In the engineering phase, UMDs were operated with multi-anode PMTs Hamamatsu H8804-
200MOD. The first AMIGA physics results were published [199, 200] using more than a
whole year of calibrated PMT data. After several considerations, it was decided to replace the
PMTs by arrays of SiPMs. The main reasons were that SiPMs consume ten times less power
and are up to four times cheaper than PMTs. The SiPM array has no crosstalk between pixels
and its photodetection efficiency (∼ 40%) [201] is higher than PMT’s quantum efficiency (∼
20%) [202] at the emission peak (∼ 492 nm). However, the use of SiPM has other kind of
problems to consider. For example, SiPMs have a high thermal noise which can be filtered
with the read-out electronics and the data analysis. Also, the SiPM gain strongly depends on
on the SiPM temperature, thus a self-calibration and temperature compensation are needed.

The first station equipped with SiPM was deployed in December 2016 and the deploy-
ment of SiPMs in the whole AMIGA engineering array was completed in January 2018

5.1.4 Silicon photomultipliers

SiPMs are arrays of avalanche photodiodes (APDs) operated in Geiger mode (G-APDs).
They are based on the working principle of p-n junctions, where the n-type dopant is rich
in free charge carriers (e−) and the p-type dopant is rich in holes. A typical APD consists
on two p-type regions (p and a lightly doped π) between a heavy doped p-type (p+) and
a heavy doped n-type (n+) as shows Fig. 5.6-top. At the p-n interface, the n-type becomes
positively charged while the p-type becomes negatively charged. This produces an accumu-
lation of charge and a strong electric field, forming a depletion layer. If a reverse bias voltage
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is applied at the side of the junctions, very little current flows until it reaches a critical level
where the diode breaks down. Once the electric field intensity increases beyond a critical
level, corresponding to the breakdown voltage Vbr, the p–n junction depletion zone breaks
down and current begins to flow, usually by an avalanche breakdown process. The electric
field in an APD after applying a reverse bias is shown in Fig. 5.6-bottom. There are two
different regions: the absorption region Rabs produces electron-hole pairs, which are acceler-
ated by the electric field. And the multiplication region Rmult, also called avalanche region,
generate a macroscopic current due to the exponential generation of electron-hole pairs.

APDs can be operated in different modes depending on the applied reverse bias Vbias
[203] as is shown in Fig. 5.7. If Vbias < VAPD the device behaves as a photodiode and the gain
is 1. It means that a single electron is collected for each electron-hole pair created. This mode
is useful to measure high-levels of light. If VAPD < Vbias < Vbr, the detector runs in a linear
mode, commonly called APD mode. For every electron-hole pair produced in the depletion
region, a finite multiplication is generated. A higher Vbias results in a higher gain. This mode
can be used for detecting low level of light but not for photon counting due to the large gain
fluctuation. When Vbr < Vbias, the APD is on Geiger-mode. A charge carrier generated in the
depletion region can trigger a diverging avalanche multiplication of carriers. This avalanche
does not stop by itself and must be quenched by the voltage drop across a high-ohmic serial
resistor or by an active quenching circuit. Geiger mode provides a uniform output, which
mainly depends on the applied Vbias and the equivalent quenching resistor.

SiPMs are arrays of G-APDs, which can be triggered once within its recovery time. There-
fore, the SiPM output depends on the number of triggered cells and not on the number of
electron-hole pairs produced by the incident radiation. The number of triggered cells is
commonly refer as photon-equivalents (PEs). SiPMs used in the UMDs have a total of 1584
cells [201], so each SiPM can detect a maximum of 1584 simultaneous photons. However, the
probability of photons hitting more than once on the same cell increases with the number of
incident photons and the SiPM saturation can be produced by photons that pile up in the
same cell.

Other relevant characteristics of SiPM are the following: The probability for a SiPM to
detect an incident photon is called photodetection efficiency (PDE) and depends on the direc-
tion of the incident light and voltaje applied. Optical crosstalk between cells may occur when
electrons are recombined during the avalanche emitting photons, which hit a neighbor cell
producing a simultaneous avalanche giving two PEs instead of one. Afterpulsing by electrons
may be produced when electrons in an avalanche are trapped into silicon impurities and
get released after the avalanche was quenched giving a second avalanche. A dark count can
also originate an afterpulsing event or crosstalk. Once a cell breaks down, the time that takes
for detection efficiency to recover is known as recovery time.

5.1.5 Read-out electronics

The readout electronics of the UMD modules implements both binary and integrator modes.
In this thesis only the binary mode is considered because it is used for data analysis in Ch. 6.

The binary mode independently handles the 64 SiPM signals through a pre-amplifier, fast-
shaper and a discriminator, built within each channel of two 32-channel Application-Specific
Integrated Circuits (ASICs), in this case CITIROCs [205] furnished by WEEROC. The dis-
criminator signal is sampled at 320 MHz (3.125 ns sample time) with a Field-Programmable
Gate Array (FPGA) into 64 2048-bit traces, giving a trace length of 6.4µs. In this way, SiPMs
pulses are converted into binary traces. In each trace, a “1”-bit is set if the signal is above the
discriminator threshold and a “0”-bit otherwise. The discriminator threshold is set at 2.5 PE
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to reject most of the SiPM dark rate [206]. Muons can be identified as sequences of “1”s in
the binary traces. A simulated single-muon trace is shown in Fig. 5.8.

It is worth noting that the binary mode is limited by the detector segmentation since two
muons arriving at the same strip simultaneously will be counted as a single particle. This
effect limits the number of muons that can be detected at the same time.
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Figure 5.8: Example of a simulated single-muon trace in the binary mode [37]. The FPGA outputs
a “1”-bit in the binary trace when the fast-shaper output is above the discriminator threshold.

5.2 Calibration

The calibration of the binary channel [206] consists of determining each SiPM Vbias and dis-
criminator threshold to obtain an equalized response in the whole SiPM array. By measuring
the photo-equivalent peak (PEpeak) as a function of Vbias, the Vbr of each SiPM is obtained.
The final Vbias is set to be 3.5 V larger than the the Vbr and the discriminator threshold is
set to 2.5 PE. During operation, the Vbias is re-adjusted to compensate for the temperature
fluctuations.

Dark-rate pulses can be used to calibrate SiPM thanks to their well-defined PE spectrum.
The PE amplitude spectrum can be obtained by measuring the dark rate as a function of
an amplitude threshold. The presence of a plateau corresponds to the transition between
PE peaks as shown in Fig. 5.9-left. On the other hand, the transition between plateaus
corresponds to the PE amplitude that can be obtained by means of the derivative curve. In
Fig. 5.9-right the measured dark-rate curve (blue) and its derivative (green) with a high-
voltage of 55.54 V is shown.

5.3 Signal characterization and counting strategy

In Sect. 5.1.3 was mentioned that the UMD engineering array has been operating with SiPMs
since January 2018. To analyze this newly acquired data, it is necessary to find proper count-
ing strategies to maximize the signal-to-noise ratio. By employing laboratory measurements
with a setup similar to a UMD module and using a muon telescope to trigger the signal,
the generated data and noise were analyzed [206]. An example of an event output in this
setup is shown in Fig. 5.10. Once the T1 trigger is received, the muon signal is outputted as
a sequence of positive samples.

SiPM muon signals are expected to have no structure and be compact, meaning they have
no 0s in between its positive samples [206]. For this reason, the muon width is defined as



70 CHAPTER 5. AUGER MUON AND INFILL FOR THE GROUND ARRAY (AMIGA)

the distance (in samples) between the first and last positive sample. The number of positive
samples (“1”s) in the binary traces as a function of the signal width along with the signal
width histograms are shown in Fig. 5.11. The signal from the strips is shown in black, while
the signals from the passive channels (SiPM noise) and the ones from the strips outside the
trigger scope are shown in red and blue, respectively. Most of the strip signals are distributed
along an identity function. However, data points away from the identity are also found and
correspond to muon signals with noise at the beginning or end of the trace. The signal mean
widths (µ) and standard deviations (σ) are also shown. The muons signal widths is µ = 7.8
samples (24.4 ns) and σ = 1.5 samples (4.7 ns). An inhibition window of 12 samples (37.5 ns)
contains more than 99% of the signals. On the other hand, the signal width at the passive
channels is µ = 3.0 samples (9.4 ns) and σ = 0.7 samples (2 ns). Therefore, identifying a
muon as a signal with more than three positive samples will reject more than 95% of the
SiPM noise. In addition, with these counting patterns, wide signals such as those produced at
the beginning of the strips do not introduce over-counting as they need 16 positive samples
to be counted twice.

5.4 Binary mode optimization

There are two types of bias sources in the binary mode: one is related to the timing of particles
in the shower and the other one related to the shower geometry.

Pile-up

In order to reconstruct the number of muons, it is necessary to define an inhibition window
to avoid counting the same muon more than once. However, when two particles reach the
same scintillator strip within the inhibition window, the second particle will not be detected
and the number of muons will be under-estimated. This effect is known as muon pile-up.

Given 64 strips hit by k muons, the probability of missing the k+1 muon within the same
inhibition window is k/64. Therefore, the probability of under-counting depends on the
number of impinging muons. This can be considered in the reconstruction with a maximum-
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Figure 5.9: Left: Schematic of the dark-rate curve as a function of an amplitude threshold (blue);
its derivative (green) shows the PE amplitude spectrum. Right: Dark-rate curve measured as a
function of the discriminator threshold (blue). The derivative of this rate curve (green) readily
identifies the PE amplitude spectrum. [37]
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likelihood approach assuming a binomial distribution [207]. In a 6.4 µs trace and assuming
an inhibition window of 37.5 ns (12 samples) (see Sect. 5.3), there are ∼ 170 windows.
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Figure 5.12: Left: Schematic of frontal view of two scintillator strips and an impinging muon
depositing energy in both. An example of the binary output for this event is also shown. Right:
Schematic of the geometric dependency of corner clipping muons, θ and ∆ϕm [37].

The total number of muons is estimated by summing over all time windows and it is
given by:

µ̂ = −64
170

∑
i=1

ln
(

1− ki
64

)
. (5.1)

where ki is the number of muons counted for the ith window.

Corner clipping muons

Corner clipping muons are muons that deposit energy in more than one scintillator strip.
These muons may produce under- or over-counting and therefore might be interpreted as 0
(not enough energy in either channel), 1 (enough energy in a single channel) or 2 (enough
energy in both channels) muons. The probability of corner clipping depends on the direction
of the shower axis as Fig. 5.12 shows.

The reconstruction bias is determined by two parameters. The first one is the muon
inclination angle, which is relative to the zenith angle of the shower axis. The second one
is the difference in azimuth between the direction of the shower and the orientation of
the module in the ground plane (∆ϕm = ϕ − ϕm) . A muon cannot pass through two
neighboring strips in the only case when both θ and ∆ϕm are zero. Maximal corner clipping
occurs when the muon momentum is perpendicular to the orientation of the scintillator
strips (∆φm = 90◦) and increases with θ.

Reconstruction analysis

In order to verify the UMD reconstruction, a comparison of the mean muon lateral distri-
bution function (MLDF) of CORSIKA showers at the UMD depth, before and after UMD
reconstruction is done. The inputs are 120 full Monte Carlo proton showers at 1017.5 eV and
θ = 0◦ from the KIT server. As CORSIKA showers give particles at ground, each muon was
propagated underground d = 2.3 m through soil with an average density of ρ = 2.38 g cm−3

and considering only ionization losses by dE
dX = −1.815 MeV cm2 g−1. The underground

energy Eug for a muon with energy at ground Eg and an angle φ between its momentum
and the vertical is given by

Eug = Eg +
dE
dX

ρ
d

cos(φ)
(5.2)

On the other hand, the same showers are passed through the Auger detectors, the SD
and UMD arrays, where the detector reconstruction was done by Offline reconstruction
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software and each shower was used ten times changing the core position inside the array.
Fig. 5.13 shows the underground MLDF obtained directly from the Corsika showers and the
reconstructed MLDF by the UMD array. There are significant differences at short distances
and over 1000 m where statistical fluctuation increases, so these distances are not used in
the further analysis presented in Ch. 6.
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Figure 5.13: MLDF of full MC showers at UMD depth (blue line) and after UMD reconstruction
(red line).
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CHAPTER 6

Muon Lateral Distribution Analysis

In this chapter, data from the UMD is analyzed in Sect. 6.1 and the corresponding muon
lateral distribution function (MLDF) is obtained for several primary energy and zenith angle
bins. Then, in Sect. 6.2, the constant intensity cut (CIC) method is applied to data. The
comparison of these MLDFs with simulations and Core-Corona cases is done in Sect. 6.3
and 6.4.

6.1 UMD data analysis

The Underground Muon Detector (UMD) is part of the AugerPrime upgrade of the Pierre
Auger Observatory and its main feature is the direct measurement of the muon compo-
nent of EAS. Each station is composed of modules of 10 m2 with 64 scintillation plastic bars
buried beneath about 2.3 m of soil. The muon measurements were performed by the opera-
tional UMD stations equipped with SiPMs. The muon counting strategy, by which the muon
density was obtained from the binary traces, was based on the recognition of the pattern
"1111" [208] with a veto window of 56.25 ns (18 time bins). This veto window has been ob-
served to provide a more accurate estimation of the number of muons when considering
the time distribution of muons in the shower front. Lastly, muon measurements performed
with saturated UMD stations are not considered in the analysis. A detailed explanation of
the UMD is presented in Ch. 5.

The event reconstruction was performed with the official Auger software Offline, in par-
ticular the trunk revision 33890, using the low energy threshold TOTd-MOPS (see Sect. 1.3.3).
The input data set was comprised of reconstructed events with at least one triggered water-
Cherenkov detector (WCD) paired with an operational UMD station from January 1st 2018
to August 31st 2020. Events were selected according to the primary energies between 1016 eV
and 1020 eV, with a zenith angle below 45 degrees and without any low-gain saturated SD
station. The events are required to have at least a T4 trigger. After these cuts more than 67000
events were accepted.

The number of events over time is shown in Fig 6.1. This figure shows almost a constant
number of events over 2018 since at that time the engineering array (EA) was deployed,
which is a hexagon of seven UMDs. The data acquisition over 2019 was affected by a major
problem in the communication system of the stations, which was completely solved in the
beginning of 2020. The deployment of new UMDs over 2020 produced a notable increase in
the number of events being its first eight months comparable to the previous two years.

75
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Figure 6.1: Number of events with UMD measurements as a function of days from January 1
2018 to August 31 2020.
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Figure 6.2: Current UMDs deployed and core’s positions. Red squares are the UMDs of the EA.

This increase is partially explained because of the larger exposure but the main reason
is that the number of hexagons of UMDs increased from one in 2019 to five on August 2020.
That is because the number of hexagons is closely related to the number of T4 triggered
events. The UMDs and the event core’s position of selected events are shown in Fig. 6.2,
where the red squares are the UMDs of the EA while the orange squares are new UMDs.

The number of events as a function of primary energy is shown in Fig. 6.3. The maximum
number of events is found at log(E/eV)=17.0. However, from Fig. 6.5 the full efficiency of
the trigger is only for events with a zenith angle θ < 30◦. In order to get a full efficiency
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Figure 6.3: Number of UMD events as a function of primary energy. Subset of events of the years
2018-2019 and 2020 are also plotted.

trigger for all analyzed zenith angles, i.e. θ < 45◦, only events with energy larger than
log(E/eV)=17.2 are considered in the analysis. Fig. 6.3 also shows that for log(E/eV)≈18.5
the number of events is around ten, so the analysis at these energies is dominated by large
fluctuations.

The impact of the full trigger efficiency can be seen in Fig. 6.4 where the number of events
as a function of zenith angle is shown. In the case where all energies are considered, the
number of events increases with θ due to the larger exposure area up to θ < 30◦. For larger
θ values the number of events decreases due to lower trigger efficiency. Taking the subset
of events with an energy such that log(E/eV)>17.2 the number of events increases up to
θ = 45◦. The subset of events with energies such that log(E/eV)>17.5 is also shown. That
energy was the lowest full efficiency energy used by the old triggers. Both cases show the
same profile, as is expected.

The reconstructed events are divided into primary energy bins of 0.15 in logarithmic
scale and in ten equal-exposure zenith bins. The muon density measured by each UMD and
its distance to the shower axis r give the muon density ρµ(r). The muon density ρµ(r) is
averaged over each bin (E, θ), where r is discretized in bins of 30 m. These bin widths are
roughly in accordance with the reconstruction resolution of the SD-750 [210]. The average
profile ρµ(r|E, θ) is fitted through a χ2 minimization of the function

ρmodel
µ (r|E, θ) = ρ0

( r
r∗
)−α (

1 +
r
r∗
)−β

(
1 +

( r
10r∗

)2
)−γ

(6.1)

which is known to suitably represent the MLDF measured by the UMD [211]. To reduce the
fit uncertainty, fixed values were assigned to some of the parameters, namely r∗ = 320 m,
α = 0.75 and γ = 3.0, thus leaving ρ0 and β as free parameters. A set of requirements is
imposed to select only bins with a valid MLDF: the fitting process must converge with a non-
null number of degrees of freedom (ndf), with positive values for the two free parameters
and with a p-value larger than 0.01. If the MLDF does not satisfy any of these conditions,
the fitting process is repeated changing the fitting range (rmin; rmax). The minimization is
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Figure 6.4: Number of UMD events as a function of zenith angle for all events and for two energy
cuts.

Figure 6.5: T4 trigger efficiency for proton and iron showers for EPOS LHC in a zenith angle
vs energy plot. Plot by F. Gesualdi from [209].

performed extracting the first bin with entries to avoid fluctuation due to saturated stations,
and successively the last bins to avoid large fluctuations due to low entries. Each accepted
MLDF is fully expressed by ρ0 and β with the associated uncertainties rising from the fitting
procedure. As an example, one accepted MLDF is displayed in Fig. 6.6.

The fitting results show that rmin increases with shower energy from 120 m for the energy
bin (1017.2;1017.35) eV to 240 m for the bin (1018.1;1018.25) eV. And rmax is 600 m for the energy
bin (1017.2;1017.35) eV and 990 m for the largest bins where the muon density is around the
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UMD resolution, i. e. one muon detected by the 10 m2 detector gives 0.1 muon m−2. Taking
these ranges, all zenith bins are accepted from 1017.2 eV to 1018.1 eV as Fig. 6.7 shows, while
several larger energy bins are rejected due to the lack of statistics. The reduced χ2 value of
almost all the accepted MLDFs is between 0.5 to 2 as Fig. 6.8 shows. As an example, some
of the accepted MLDFs for a given zenith angle bin are shown in Fig. 6.9 and some of the
accepted MLDFs for a given energy bin are shown in Fig. 6.10.
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Figure 6.6: One of the accepted MLDFs, corresponding to E = (1017.5 eV - 1017.65 eV) and θ =
(0◦ − 13◦) . Black (red) dots represent single events (averaged over distance bins), while the red
line corresponds to the fitted model of Eq. 6.1.
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Figure 6.7: The number of selected bins with valid MLDFs in terms of the primary energy bin.
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Figure 6.8: The reduced χ2 value of the selected MLDFs in terms of the primary energy.
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Figure 6.9: Accepted MLDFs of the energy bin E = (1017.5 − 1017.65) eV.

Fig. 6.9 shows how the MLDFs depend strongly on the scale parameter ρ0 while β
changes slightly. This behavior is confirmed in Fig. 6.11 and 6.12, which show that ρ0 in-
creases linearly with the logarithm of the energy while β is almost constant for a given
angular band. The zenith angle dependence of ρ0 reflects a well-known attenuation feature
of the atmosphere and the soil shielding of the muonic EAS component.
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Figure 6.10: Some of the accepted MLDFs of the zenith angle bin θ = (36◦ − 39◦).
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Figure 6.11: The normalization ρ0 of the MLDF in terms of primary energy in different angular
bands.

In fact, from Fig. 6.12, β has no dependence with energy at first order considering the
fluctuations. This assumption allows to parameterize the β dependence with θ following the
Linsley’s elongation rate theorem

β(θ) = b0 + b1sec(θ). (6.2)
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Figure 6.12: The evolution of the weighted average MLDF slope β as a function of primary
energy considering all zenith angles together and discriminating by angular bands.
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Figure 6.13: The evolution of the weighted average MLDF slope β in terms of the secant of the
zenith angle considering the selected bins with energies between 1017.2 eV and 1018.1 eV. The
red line represents the fitted model of Eq. 6.2.

The parameters are obtained by fitting the β values of all the accepted MLDFs for energy
bins between 1017.5 eV and 1018.1 eV . From Fig. 6.13 the parameters are b0 = 4.03± 0.07 and
b1 = −1.24± 0.06
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On the other hand, Fig. 6.10 shows that the MLDFs of different zenith angle bins for a
given energy bin have a similar muon density around r = 450 m while the β value changes.
For that reason the average MLDF is commonly parameterized as

ρmodel
µ (r, E, θ) = ρ450(E, θ) f (r, θ) (6.3)

where the normalization parameter is taken at a radial distance of 450 m since the fluctua-
tions are reduced at this value and the average structure function f (r, θ) is normalized at
r = 450 m

f (r, θ) =
( r

r∗
)−α (

1 +
r
r∗
)−β

(
1 +

( r
10r∗

)2
)−γ

. (6.4)

6.2 Constant intensity cut method

The value of the average MLDF at 450 m from the shower axis, ρ450(E, θ), is linked to the
primary energy and composition. Since muons are partially absorbed in the atmosphere and
in the soil shielding the detector, there is an intrinsic modulation dependent on the zenith
angle acting on any muon estimator. Specifically, ρ450 can be factorized into an energy-
dependent estimator ρref(E) and the mentioned angular dependence fatt(θ) as

ρ450(E, θ) = ρref(E) fatt(θ). (6.5)

The magnitude of the angular component can be found with the well-known constant
intensity cut method (CIC) [212] which is based on the assumption that the CR flux is
isotropic. This requirement is vastly verified considering that no significant anisotropies
in the CR arrival directions have been identified below 1018 eV [213]. The CIC method is
applied to correct each value of ρ450(E, θ) as if the EAS were coming with a reference zenith
angle of θref = 35◦ as for the SD-750 [210].

For the CIC correction all events are reconstructed a second time by means of the MLDF
defined in Eq. 6.3 using the β parameterization from Eq. 6.2. The values of ρ450 for each event
are estimated in the standard Offline reconstruction by minimizing a likelihood function
where all UMDs are taken into account, including those saturated and non triggered.

Then, the events are divided into the same ten zenith bins of equal exposure used before.
If these values for all MLDFs in each zenith bin are sorted in decreasing order, a fixed
numbered position (i.e. constant intensity) should represent the same average muon density
or, likewise, the muonic component of EAS generated by the integral CR flux, if no zenith
dependence were present.

The number of events with a ρ450 value greater than a certain threshold ρcut
450 is defined

as intensity n and is shown in Fig. 6.15. A larger number of events is observed at low values
of ρcut

450 for smaller zenith angle bins. This is due to the attenuation of low-energy and non-
vertical events. As the cut value is increased, all profiles show a consistent drop with similar
rates. A horizontal cut at a constant intensity ncut corresponds to different ρcut

450 values in each
zenith bin since the profiles do not lie on top of each other. If no attenuation effect were in
play, ρcut

450 would be independent of the zenith angle at a fixed ncut. From Fig. 6.15, the ρcut
450

value for each ncut and zenith angle bin is calculated and shown in Fig. 6.16.
The correction factor fatt(θ) can be modeled with a quadratic function of x = cos2(θ)−

cos2(35◦):

fatt(x) = 1 + f1x + f2x2. (6.6)
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Figure 6.14: The muon density at 450 m from the shower axis obtained from the reconstructed
event-wise MLDF using the slope parameterization from Eq. 6.2.
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Figure 6.15: The intensity n, i. e. the number of events with values of ρ450 above a given threshold
ρcut

450, for the ten equal-exposure zenith angle bins.

Fig. 6.17 shows the threshold ρcut
450 fitted with a function proportional to fatt(θ) for differ-

ent values of ncut. To obtain the attenuation function, the fitted function is normalized by its
value at θ = 35◦.

The parameter values as functions of ncut are shown in Fig. 6.18 where the first parameter
monotonically increases while the second one has a range of almost constant values in the
interval ncut = (800; 1200). The p-values corresponding to the fits are presented in Fig. 6.19.
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cos235◦ .

They are practically one for ncut > 500. Hence, a weighted average of the parameters in
ncut = (800; 1200) is performed. From Fig. 6.16, these ncut values correspond to ρcut

450 ∼
0.4 m−2, and this threshold corresponds to shower energies E ∼ 1017.4 eV. So the attenuation
function is optimized to this energy. The values obtained for the parameters are f1 = 0.322±
0.005 and f2 = −1.25± 0.03. The comparison of these values to those found in the EA phase,
f1 = 0.54± 0.1 and f2 = −1.02± 0.69, is easier to understand by plotting the attenuation
curve in Fig. 6.20. This new data analysis presents a smaller attenuation than the previous
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study and it has a larger impact on large zenith angles. The attenuation curve is between
0.97 to 1.02 for all zenith angles below ∼ 39◦.

Once the attenuation function is obtained, it is possible to calculate the reference muon
density ρ35(E) for all the accepted MLDFs ρµ(r; E, θ) of Fig. 6.7 by:

ρ35(E) =
ρµ(r = 450 m; E, θ)

fatt(θ)
=

ρ450(E, θ)

fatt(θ)
(6.7)
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Figure 6.20: Comparison of the attenuation curve obtained in this study and in the EA phase.
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Figure 6.21: The reference ρ35 value as a function of the mean zenith angle bin for different
primary energy bins.

Fig. 6.21 shows no zenith angle dependence of ρ35 which is expected. Only fluctuations
are observed for larger energy bins. On the other hand, the ρ35 values as a function of energy
are shown in Fig. 6.22. A power law dependence with energy is expected from Monte-Carlo
simulations if mass composition was constant. So in the same figure ρ35 is averaged and
fitted through a χ2 minimization of the function:
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Figure 6.22: Muon densities ρ35 as a function of energy fitted by Eq. 6.8.

ρ35(E; A, B) = A
(

E

1018eV

)B

. (6.8)

The best-fit parameter values are A = 1.44 ± 0.03 m−2 and B = 0.89 ± 0.002. These
values can be compared with the previous study [189] in the engineering array phase where
the UMDs were equipped with photo-multiplier tubes (PMTs) instead of the current silicon
photo-multipliers (SiPMs). In that study the reported values were A = (1.75± 0.05(stat.)±
0.05(sys.))m−2 and B = 0.89± 0.04(stat.)± 0.04(sys.). The values of the logarithmic gain
B are compatible. But the values of A, the average muon density at E = 1018 eV, have a
significant difference. In this study the muon content is 18% lower than in previous analysis.
This relatively large difference can be explained partly by the differences in the detector itself,
but most likely by the technique to fit the LDF. In our analysis we focus on the intermediate
distance range to avoid the problems due to saturated stations while for the EA, the full
range was used. In that case a larger normalization as observed is expected. The comparison
with EAS simulation is done in the next section.

6.3 Shower simulations

The muon content measured by the UMDs can be analyzed in terms of mass composition or,
if the mass is fixed by another technique (like fluorescence), can be used to test the hadronic
interaction models. In that case it is necessary to compare it with shower simulations. A
set of showers at some of the energy and angle bins used in the last section are simulated
using the CORSIKA event generator software. Proton and iron showers in energy ranges
(1017.2, 1017.35) eV, (1017.5, 1017.65) eV and (1017.8, 1017.95) eV and zenith angle ranges (0◦, 13◦),
(27◦, 30◦) and (39◦, 42◦) are used. For every setting, 400 showers are available resulting from
200 simulated showers with EPOS LHC that were tossed two times on the SD-750 array
each. This number of showers ensures low fluctuations due to detector simulation. The
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showers are simulated with an energy spectrum index γ = −3.27 reported by Auger in the
energy range (1017 − 1018) eV.

While the Monte Carlo method gives the best description of the shower development,
the numerical development by means of the cascade equations, already explained in Ch. 3,
is used to simulate the showers, because it allows to implement the Core-Corona scenarios
presented in Sect. 6.4 and reduce the simulation time considerably. An average shower,
corresponding to a very large number of individual showers, can be obtained in only five
minutes at 1017.5 eV. CORSIKA has to be compiled with the CONEX option and the most
important flags used for the simulation are CONEX 111 to describe the shower using cascade
equations from the first interaction and CASCADE TFF to have an accurate description of
the muon and EM shower components. Fig. 6.23 compares full MC and CONEX simulations
after detector reconstruction. There are some statistical fluctuations but the ratio shows a
difference lower than 10%.

Simulated showers are reconstructed by Offline repeating the same procedure as in the
previous section. Fig. 6.24 shows the flat energy evolution of the weighted average MLDF
slope β and the parameterization of β in Fig. 6.25 is in agreement with that found in Fig. 6.13.
The attenuation function is calculated for simulations simply by fitting the ρ450 by Eq. 6.6.
The comparison of the attenuation curves for proton and iron showers with data is shown in
Fig. 6.26. The data curve is between the proton and iron curves as expected. The ρ35 values
as a function of energy are fitted by Eq. 6.8 for proton and iron showers in Fig. 6.27 and
6.28. The slopes are similar to the slope found for data.
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Figure 6.23: MLDF of full MC (blue line) and CONEX (red line) showers, both at UMD depth.

6.4 UMD data comparison with simulations and Core-Corona sce-
narios

The UMD data analyzed in Sect. 6.1 can be compared with shower simulations presented in
Sect. 6.3. Fig. 6.29 shows the MLDF of UMD data and for simulated proton and iron showers
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Figure 6.24: The evolution of the weighted average MLDF slope β as a function of primary
energy considering all zenith angles together and discriminating by angular bands for simulated
proton showers.

)θsec(
1 1.1 1.2 1.3 1.4

β

2

2.5

3

3.5

 0.15±Intercept: 4.14 
 0.13±Slope: -1.29 

ChiSquare 3.05 - ndf: 3 - p-value: 0.38

Single energy bin

Weighted mean

Figure 6.25: The evolution of the weighted average MLDF slope β in terms of the secant of the
zenith angle. The red line represents the fitted model of Eq. 6.2 for simulated proton showers.

for the energy range (1017.5 − 1017.65) eV and zenith angle range 0◦ − 13◦. These MLDFs are
parameterized by Eq. 6.1 where the β values are very similar while the normalization values
are different. The curve of UMD data falls between the proton and iron curves, which is
the first test of consistency between simulation and data. Looking at the ratio plot, UMD
data is around 37% larger than the result for proton showers. On the other hand, shower
simulations of the core-corona case with fω = 1 and Escale = 1 of Fig. 4.1 show in Fig. 6.30
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Figure 6.26: Comparison of the attenuation curve obtained in the UMD data analysis and those
corresponding for proton and iron simulations.
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Figure 6.27: Muon density ρ35 as a function of energy for proton showers.

that UMD data is around 23 % larger. The MLDF of proton and iron simulation have a larger
normalization parameter than the default case. In particular, the proton MLDF increases
more than the iron one because iron showers are, by the superposition model, 56 proton
showers with lower energy so that the core-corona mix is less evident for these showers. The
β values are more similar than in the default case but it could be due to fluctuations.
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Figure 6.28: Muon density ρ35 as a function of energy for iron showers.

In order to compare these results with observables sensitive to mass composition mea-
surements, the expected ratio of UMD data ρ̃450 and proton simulations ρ

p
450 can be calculated

from Eq. 1.11 as follows:

ρ̃450

ρ
p
450

=

(
ρFe

450

ρ
p
450

)z̃

(6.9)

where z̃ is the measured z-scale for a given observable. Measurements of the mean depth
of shower maximum Xmax by the FD give z̃ ∼ 0.35 at energies around 1017.5 eV. The expected
ratio obtained by Eq. 6.9 is shown in the lower plots of Fig. 6.29 and 6.30 for all distances as a
reference. In the former case where proton and iron showers are simulated with the default
EPOS LHC model the ratio of data and protons is∼ 1.37 while the expected value is∼ 1.21.
It means that data has ∼ 13% more muons than expected from simulations. On the other
hand, when simulations are done with EPOS LHC with the conservative Core-Corona
model, the ratio of data and protons is ∼ 1.23 while the expected value is ∼ 1.18. In this case
the data muon content is just∼ 4% larger than the one expected from simulations. Hence, the
muon density by the Core-Corona model with the parameters fω = 1 and Escale = 1 shows
to be in agreement with the measurements in terms of mass composition. It is interesting to
notice that in Fig. 6.30, the core-corona MLDF seems to be more parallel to the data compared
to the default model. It could be due to fluctuations in the fit, but with more statistic it could
be an interesting point to be studied in further analysis.

The superposition of Fig. 6.22, 6.27 and 6.28 in Fig. 6.31 make it possible to compare
the muon content of data and simulation in terms of ρ35 as a function of energy. Data and
simulations have the same slope, which means no change in mass composition over these
energies. Data curves are close and below the iron curve. The blue line represents, as previ-
ous plots, the expected data ratio taking into account mass composition measurements. The
ratio of data and protons is ∼ 1.35 while the expected value is ∼ 1.14. It means that data
has ∼ 18% more muons than expected from simulations. Fig. 6.32 is the analogous plot for
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Figure 6.29: MLDF of proton and iron showers for default EPOS LHC model, i.e. fω = 0, with
UMD reconstruction and UMD data. Blue line in the bottom plot is the expected data ratio from
mass composition measurements.

the core-corona case, where the data has ∼ 6% more muons than simulations. These results
confirm the previous result obtained in the vertical zenith bin at 1017.5 eV.

The result at 1017.5 eV can also be compared with the Xmax measurement by Auger. In
order to do that the z-scale of Eq. 1.11 is used together with the muon-density estimator ρ35.
The z-scale found at E = 1017.5 eV is z = 0.82± 0.37 where a systematic error of 10% is taken
for ρ35 from the EA study. This error includes the uncertainty due to the soil density, MLDF
and the calibration of SiPM and is applied for both data and simulations to be conservative
since it is related to the detector simulation. Fig. 6.33 is Fig. 4.7 including the new result of
this analysis. The previous UMD result in the EA phase was z = 1.04± 0.3, so both results
are in agreement, but the mean of the new result is lower. The conservative core-corona case
is now very close to the data point.

At this point it is necessary to emphasize that we cannot conclude that the core-corona
model actually solves the muon puzzle or not. The core-corona implementation by means of
CE and their energy spectra modification gives the flexibility to be used with any hadronic
interaction model in an easy way. However, the method is not dependent on the pseudo
rapidity or multiplicity distribution of particles from the core or the corona. Hence, the
results presented in the last chapter should be taken as an indication to investigate further
this model in a full Monte-Carlo analysis.
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Figure 6.30: Plot analogous to Fig. 6.29 where proton and iron showers are simulated with the
conservative core-corona scenario fω = 1 and Escale = 1010 GeV.
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Figure 6.31: Mean ρ35 as a function of energy for UMD data and shower simulations of proton
and iron with the default EPOS LHC model. the blue line in the bottom plot is the expected
data ratio from mass composition measurements.
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Figure 6.32: Mean ρ35 as a function of energy for UMD data and shower simulations of proton
and iron with EPOS LHC in a conservative core-corona mixing scenario. The blue line in the
bottom plot is the expected data ratio from mass composition measurements.
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CHAPTER 7

Conclusions

The understanding of the muon puzzle is one of the most challenging problems in high
energy physics. Several experiments measured the muon content of extensive air showers
(EAS). Each has a different muon energy threshold and the stage of the shower development
is not the same for all. The muon content obtained in simulations is significantly lower than
the one measured in most of these experiments. This fact implies that the hadronic compo-
nent of EAS has to retain in some way more energy than in current hadronic interaction
models. Exotic mechanisms proposed to explain the muon deficit in simulations have been
disfavoured by measurements at colliders. However, recent measurements at the LHC show
collective behaviour even in small systems. These collective effects are commonly related
to the existence of a QGP in high density regions where the hadronization mechanism is
purely statistical.

In this thesis, a novel approach was used to modify the hadronization mechanism sim-
ulated by the hadronic interactions models. This is achieved by modifying the part where
EAS are described numerically by CE in the framework of the CONEX event generator. This
was done by means of a tool developed to apply changes in the effective energy spectra of
secondary particles of hadron interactions. These spectra are closely related to the under-
lying particle production mechanisms, thus any change in the spectra implies a modified
hadronization mechanism in the EAS development. One feature of this tool is its versatility
since it can be applied to any hadronic interaction model. In addition, there is the possibility
to reproduce exotic models in an easy way.

In order to study the effects of collective hadronization in EAS muon production, this
tool was used to implement the Core-Corona model. In the Core-Corona model the particles
in large density regions behave as a quark gluon plasma and decay according to statistical
hadronization (core), whereas those in low density regions produce particles via string
fragmentation (corona). Both mechanisms produce different particle ratios, so the secondary
particle spectra of the hadronic interaction models were shifted from the default ratios in
the corona to the ratios expected in the core. The modified particle ratios correspond to the
particles produced at mid-rapidity while the leading particle effect in the forward region is
not modified. These changes increase with the interacting energy in a logarithmic way and
a transition from full Corona to full Core was analyzed. The number of produced muons
increases when there are more particles in the core because the ratio of the electromagnetic
to the hadronic energy density R is lower in core hadronization.

It was found that the muon deficit observed by the Pierre Auger Observatory is lower
when more Core hadronization is taken into account. In adittion, the comparison of sev-
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eral cosmic-ray based experiments by means of the z-scale is presented, which allows a
direct comparison between different muon observables. This shows that more Core-like
contributions are needed compared with what is currently provided by the models. Even
conservative Core-Corona scenarios seem to be enough to reproduce the data. This means
that QGP-like effects also in light colliding systems and starting in central collisions at much
lower center-of-mass energies than what was considered until now may play a decisive role
in muon production. The most important results of this analysis were published in [184].

In the second part of this thesis, direct muon measurements were included into the
analysis and compared with full end-to-end simulations in the context of the Pierre Auger
Observatory. The Underground Muon Detector (UMD), as part of the upcoming upgrade of
the Observatory, gives a unique and straight-forward opportunity to directly measure high-
energy muons of extensive air showers. Thus, the first two and a half years of data acquired
with the production array of the UMD have been reconstructed and analyzed. In particular,
a data driven analysis was built on average muon lateral distributions (MLDF) in bins of
energy and zenith angle. The constant intensity cut method was applied to compensate the
shower attenuation at different zenith angles. The observable ρ35 was used to calculated the
muon content of EAS. It was found 18% less than the previous result in the engineering
array (EA) phase. However, the muon deficit is still observed when data is compared with
mass composition measurements. Data results were compared with full detector simulations
where the muon deficit in simulation for EPOS LHC model was found ∼ 18%. Applying
the conservative Core-Corona to the same hadronic interaction model the muon deficit
decreased to∼ 6%. UMD data was compared with full detector simulations and the obtained
z-factor is 0.82± 0.37 which is compatible with the result observed in the EA phase. Also
this result shows to be compatible with a conservative Core-Corona scenario.

Despite of these encouraging results, this implementation of the Core-Corona model is
mostly to test the hypotheses that the ratio of electromagnetic and hadronic particles R for
QGP is low enough to increase the muon content of EAS as it is needed from data mea-
surements. It is worth emphasizing that the changes done in the hadronization mechanism
are implemented in the numerical description of the EAS and not in the Monte-Carlo one.
Hence, as an outlook, detailed studies on complete MC simulations of EAS need to be done
to confirm these results. However, the analyses presented in this thesis seem to go in the
right direction to understand the muon deficit helping to reconcile the present observations
with the predictions of post-LHC hadronic interaction models.
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Acronyms

This is a list of acronyms used sorted alphabetically.

AERA Auger Engineering Radio Array
AMIGA Auger Muon Detectors for the Infill Ground Array
APD avalanche photo diode
BLS Balloon Launching Station
CDAS Central Data Acquisition System
CE cascade equation
CEP critical end point
CMB Cosmic Microwave Background
CR cosmic ray
EA engineering array
EAS extensive air shower
EMA ethylene methacrylate
FD Fluorescence Detector
G-APD geiger mode avalanche photo diode
GPS Global Positioning System
GZK Greisen–Zatsepin–Kuzmin
HEAT High Elevation Auger Telescopes
MLDF Muon Lateral Distribtuion Function
PE photon-equivalent
PMMA poly(methyl methacrylate)
PMT photomultiplier tube
PVC polyvinyl chloride
QGP Quark Gluon Plasma
SD Surface Detector
SHM Statistical Hadronization Model
SiPM Silicon photo-multipler
UHECR ultra-high-energy cosmic ray
UMD Underground Muon Detector
WCD water-Cherenkov detector
WLS wavelength shifter
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