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Abstract

Recent years have seen the widespread adoption of Artificial Intelligence techniques in several domains, including healthcare, jus-
tice, assisted driving and Natural Language Processing (NLP) based applications (e.g., the Fake News detection). Those mentioned
are just a few examples of some domains that are particularly critical and sensitive to the reliability of the adopted machine learning
systems. Therefore, several Artificial Intelligence approaches were adopted as support to realize easy and reliable solutions aimed
at improving the early diagnosis, personalized treatment, remote patient monitoring and better decision-making with a consequent
reduction of healthcare costs. Recent studies have shown that these techniques are venerable to attacks by adversaries at phases of
artificial intelligence. Poisoned data set are the most common attack to the reliability of Artificial Intelligence approaches. Noise,
for example, can have a significant impact on the overall performance of a machine learning model. This study discusses the
strength of impact of noise on classification algorithms. In detail, the reliability of several machine learning techniques to distin-
guish correctly pathological and healthy voices by analysing poisoning data was evaluated. Voice samples selected by available
database, widely used in research sector, the Saarbruecken Voice Database, were processed and analysed to evaluate the resilience
and classification accuracy of these techniques. All analyses are evaluated in terms of accuracy, specificity, sensitivity, F1-score
and ROC area.
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1. Introduction

Nowadays, the continuous connection of millions of devices led to an increase in cyber attackers, which has resulted
in the need for fast and accurate detection of those attacks. Data is collected in staggering amounts these days and
comes from an amazing variety of sources such as the internet, social media cell phones, multimedia applications,
business archives, geolocation tools and online payments. The capability to process these great amounts of data using
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big data analytics tools in reliable and faster way can contribute to realise solutions able to detect and predictive
intrusions, attacks and system vulnerabilities improving security solutions. While big data analytics is an indispensable
component of any effective cybersecurity solution due to the need to process large amounts of data quickly process
large amounts of data in a short time to detect possible anomalies and/or attack patterns limiting the vulnerability of
such systems, on the other hand the same artificial intelligence techniques are subject to possible attacks that could
compromise their reliability.

Machine and deep learning techniques are widely used in various sectors, including computer vision, natural lan-
guage processing (NLP), speech recognition or healthcare anomalies detection. Many techniques built models using
appropriate training data. The trained model is able to predict particular conditions, such as possible anomalies [21].
The ability to create models using training data provides hackers with the opportunity to attack learning algorithms by,
for example, providing malicious inputs that could alter the efficiency and performance of the algorithm, poisoning
the system. In order to have a reliable classification system, training the model with great amount of data is necessary.
Having a wide data distribution, collecting training data came from several countries of the world, for example, can
be useful in many applications. But opening the system to the public to provide input data means opens the system up
to malicious input created by hackers to ”poison” the system. But opening up the system to the public to provide input
data also equates to opening up the system to malicious input created by hackers to ”poison” the system. The episode
in which numerous racist and sexist tweets were sent into Microsoft’s twitter chatbot Tay in less than 24 hours after
it was opened to the public is well known [27]. Furthermore, also the rampant phenomenon of Fake News can take
advantage from adopting ML and DL techniques, since it strongly relies on NLP strategies. In such a scenario, it is
not uncommon to train language models to perform analysis such as stylometric. Word Embeddings Models [9, 5] are
typically trained over large data set or provided as publicly available pre-trained models, by private users and/or com-
panies, as the models provided by Facebook1, for example. Recently, the number of attacks on NLP-based systems
has significantly increased; more precisely, most of the attacks recorded in this field were Data Poisoning attacks,
performed against Deep Learning and Machine Learning models and pursued by the poisoning of Word Embeddings
[39, 36].

Moreover, especially in deep learning, pre-trained models are often used. However, this practice can pose a potential
security risk, as publicly available pre-trained models can be attacked as backdoors. An attacker could manipulate the
model to classify special inputs as a default class, while keeping the model’s performance on normal samples nearly
unaffected [39]. Backdoor attacking episodes are known in computer vision area, as well as in NLP. A poisoned
dataset, in which it has been added a fixed pixel perturbation or a rare word, respectively in computer vision [15] or
in NLP [8], is substituted to the clean dataset altering the performances of the model.

Due to different forms of attacks, it is desirable to make these classifiers robust and resilient against such attacks,
specially in healthcare sector where AI techniques are used as a valid support to early detection of possible anomalies.
To improve the robustness of a classifier, one could, for example, not assign too much weight to a single feature. To
distribute the weight of each feature more evenly, a regularization could be used. Several approaches were discussed
in literature. A feature reweighting algorithm, useful for improving the performance and robustness of classifiers, is
proposed Kolcz and Teo [19]. They also proposed a method for finding the lower bound of classifier robustness useful
to evaluate each classifier. Another algorithm for reducing overweighting of each feature was proposed by Globerson
and Roweis [14]. It is tested to analyse the classifiers used for handwritten digit recognition and spam filtering.

In this work, we evaluate the reliability and resilience of several machine learning (ML) techniques, able to detect
voice disorders by analysing appropriate acoustic features extracted by voice samples, when data are ”poisoned”. In
detail, ML approaches are capable to distinguish healthy from a voice suffering from psychogenic dysphonia. This is
an alteration of the voice self-produced by the patient, unconsciously and involuntarily, in response to psychological
distress. Psychogenic dysphonia is essentially characterized by the sudden or abrupt disappearance of vocal sound,
by the involuntary appearance of a very breathy or whispered voice, or by an aphonic voice alternating with stretches
of pressed and hyperacute voice. At the origin of the onset of symptoms, patients frequently report an inflammatory
episode (real or presumed), or a negative event (illness, surgery, death of a relative), and only rarely is spontaneously
linked to psychological problems; in fact, often family problems and/or work are identified [29]. Several ML technique
are used to detect voice alterations. These process appropriate acoustic features to classify a voice as healthy or
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such systems, on the other hand the same artificial intelligence techniques are subject to possible attacks that could
compromise their reliability.

Machine and deep learning techniques are widely used in various sectors, including computer vision, natural lan-
guage processing (NLP), speech recognition or healthcare anomalies detection. Many techniques built models using
appropriate training data. The trained model is able to predict particular conditions, such as possible anomalies [21].
The ability to create models using training data provides hackers with the opportunity to attack learning algorithms by,
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in which numerous racist and sexist tweets were sent into Microsoft’s twitter chatbot Tay in less than 24 hours after
it was opened to the public is well known [27]. Furthermore, also the rampant phenomenon of Fake News can take
advantage from adopting ML and DL techniques, since it strongly relies on NLP strategies. In such a scenario, it is
not uncommon to train language models to perform analysis such as stylometric. Word Embeddings Models [9, 5] are
typically trained over large data set or provided as publicly available pre-trained models, by private users and/or com-
panies, as the models provided by Facebook1, for example. Recently, the number of attacks on NLP-based systems
has significantly increased; more precisely, most of the attacks recorded in this field were Data Poisoning attacks,
performed against Deep Learning and Machine Learning models and pursued by the poisoning of Word Embeddings
[39, 36].

Moreover, especially in deep learning, pre-trained models are often used. However, this practice can pose a potential
security risk, as publicly available pre-trained models can be attacked as backdoors. An attacker could manipulate the
model to classify special inputs as a default class, while keeping the model’s performance on normal samples nearly
unaffected [39]. Backdoor attacking episodes are known in computer vision area, as well as in NLP. A poisoned
dataset, in which it has been added a fixed pixel perturbation or a rare word, respectively in computer vision [15] or
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an alteration of the voice self-produced by the patient, unconsciously and involuntarily, in response to psychological
distress. Psychogenic dysphonia is essentially characterized by the sudden or abrupt disappearance of vocal sound,
by the involuntary appearance of a very breathy or whispered voice, or by an aphonic voice alternating with stretches
of pressed and hyperacute voice. At the origin of the onset of symptoms, patients frequently report an inflammatory
episode (real or presumed), or a negative event (illness, surgery, death of a relative), and only rarely is spontaneously
linked to psychological problems; in fact, often family problems and/or work are identified [29]. Several ML technique
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pathological. In this study we evaluate the robustnsess not only of the main ML techniques in the case poisoned data
are processed, but also of each acoustic features used as inputs of these algorithms.

The remaining sections of paper are organized as follows. Section ?? presents the main studies about the application
of ML techniques to assess voice quality. The dataset, acoustic features and the analysed ML techniques are, instead,
described in Section 3. Section 4 discusses the obtained results, while the conclusions are presented in Section 5.

2. Related works

Clinical voice quality evaluation is performed by using several procedures, such as the laryngeal examination, com-
pletion of self-assessment questionnaires or acoustic analysis. This consists of an estimation of appropriate acoustic
parameters estimated from voice signal useful to evaluate any possible alterations of the vocal quality. Various acous-
tic parameters can be extracted by voice sound, such Fundamental Frequency (F0), jitter, shimmer, Harmonic to Noise
Ratio (HNR) or Mel-Frequency Cepstral Coefficients (MFCC). Appropriate tools can be used to estimate automati-
cally these parameters, such as Multi-Dimensional Voice Program (MDVP) [2] or Praat [4] (its name deriving from
the imperative form of ”praaten”, ”to speak” in Dutch), the principal systems used in clinical practice.

The acoustic features can constitute the input data of several ML algorithms able to evaluate the voice quality
[35, 1]. Several ML techniques were used for voice signal processing. Among these, there are many studies in literature
that identify the Support Vector Machine (SVM) as one of the main approach used to assess voice quality. The SVM
algorithm was the approach used in [33] to evaluate the voice quality. MFCC constitute the input data, after to have
reduct the dimensionality of data by using the Linear Discriminant Analysis (LDA), of SVM algorithm. Selvakumari
et al. propose a SVM architecture to estimate possible voice alterations. Various variables like transmission energy,
pitch, Silence removal, Windowing, Mel consistency and occurrence Cepstrum, and Jitter are considered [31]. The
performances of SVM, Stochastic Gradient Descent (SGD) and Artificial Neural Network (ANN) classifiers are,
instead, evaluate in [13]. A unified wavelet based framework is proposed to evaluate the voice quality. Energy and
statistical features extracted from signals constitute the input data of these techniques.

Hidden Markov Models (HMM), Gaussian Mixture Models (GMM) and SVM are ML techniques able to classify
voice samples collected in the Busan National Uni-versity Hospital by Wang et al. in [37]. As well as various machine
learning techniques, that is SVM, GMM, HMM and Vector Quantization (VQ) were implemented for automatic
classification of voice alterations in [23]. The Artificial Neural Network (ANN) is, instead, the technique indicated in
[28] to estimate the voice quality of samples captured at the Christie and Withington Hospitals in Manchester. While
the K-nearest neighbours algorithm and linear discriminant analysis is the approach proposed in [6].

Several acoustic features and ML techniques were proposed in literature for voice quality assessment. In many
cases, these algorithms were trained and tested using clear datasets. In this study, we want to analyse the reliability of
these techniques using poisoned data.

3. Materials and Methods

In order to evaluate the robustness of various ML techniques when data are poisoned, appropriate healthy and
pathological voice samples were selected. The main acoustic parameters were exctracted, these constitutes the input
data of the analysed ML algorithms.

In the following subsections, more details about the dataset, features and ML approaches were described.

3.1. Dataset

To explore the resiliency of ML techniques when data to analyse are poisoned, voice signals were selected from
appropriate database, the Saarbruecken Voice Database (SVD) [25]. Voice sounds of this database were recordings
at the Caritas clinic St. Theresia in Saarbruecken by the Institute of Phonetics of the University of Saarland together
with the Department of Phoniatrics and Ear, Nose and Throat (ENT). It consists of more 2000 recordings of sustained
/a/, /i/ and /u/ vowels and a speech sequence. Samples, freely available [26], come from subjects afflicted by several
voice disorders, including functional and organic pathologies.

4 Author name / Procedia Computer Science 00 (2021) 000–000

In this study, 91 healthy voices (mean age, 33.3 ± 17.3 years) and 91 ones come from subjects suffering from
psicogenic dysphonia (mean age, 49.6 ± 10.6 years) were selected. Only adult voices were selected, to limit possible
alterations and influences due to variabilities and instabilities of voice signals, typically of younger voices. Adult
voices are lacking of these uncertainties that can be influence the analyses and this study. Voice quality changes,
in fact, with the age. Adult voice is different from young one, due to the morphological modifications of organs
that composed the pneumo-phono articulatory apparatus, responsible for voice production. This influences the voice
quality providing possible alterations to our study. For this reason voices came from subjects under the age of 18 have
been excluded [30, 22].

Table 1 provides more details of voice signals used in this study. The number of selected voices for each age range
and gender, the percentage calculated for each group and for the complete dataset was reported.

In order to ”poison” voice samples a noise was added to sounds. The noise recording was selected by AURORA
database, a noise database widely used in literature [17]. It includes noises recorded at different places, such as
suburban train, crowd of people (babble), car, exhibition hall, restaurant, street, airport and train station. In this study
the noises of train and speech bubble with a SNR equals to 5 dB were added to clean voice sounds that compose our
dataset. in order to add noise to clean signals, Audacity tool was used. This is a free, easy-to-use, multi-track audio
editor and recorder that allows the process of audio signals [3].

Table 1: Details of the voice signals used in this study.

Category Gender Age Group # %for each group % on complete dataset

Pathological

Female
18-30 1 5.88% 0.55%
31-50 7 41.18% 3.85%
51+ 9 52.94% 4.95%

Male
18-30 5 6.76% 2.75%
31-50 29 39.19% 15.93%
51+ 40 54.05% 21.98%

Healthy

Female
18-30 46 62.16% 25.27%
31-50 12 16.22% 6.59%
51+ 16 21.62% 8.79%

Male
18-30 12 70.59% 6.59%
31-50 2 11.76% 1.10%
51+ 3 17.65% 1.65%

All

Female
18-30 47 51.65% 25.82%
31-50 19 20.88% 10.44%
51+ 25 27.47% 13.74%

Male
18-30 17 18.68% 9.34%
31-50 31 34.07% 17.03%
51+ 43 47.25% 23.63%

3.2. Features

The voice analysis represents a very valuable technique for voice quality assessment. It consists of estimation of
several parameters, able to describe objectively the characteristics of voice. The choice of feature is a fundamental
task that influence the analysis and classification. In this study, the main acoustic parameters used to evaluate the voice
quality were used as features for ML techniques.

In detail, the acoustic parameters evaluated are:
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cases, these algorithms were trained and tested using clear datasets. In this study, we want to analyse the reliability of
these techniques using poisoned data.

3. Materials and Methods

In order to evaluate the robustness of various ML techniques when data are poisoned, appropriate healthy and
pathological voice samples were selected. The main acoustic parameters were exctracted, these constitutes the input
data of the analysed ML algorithms.

In the following subsections, more details about the dataset, features and ML approaches were described.

3.1. Dataset

To explore the resiliency of ML techniques when data to analyse are poisoned, voice signals were selected from
appropriate database, the Saarbruecken Voice Database (SVD) [25]. Voice sounds of this database were recordings
at the Caritas clinic St. Theresia in Saarbruecken by the Institute of Phonetics of the University of Saarland together
with the Department of Phoniatrics and Ear, Nose and Throat (ENT). It consists of more 2000 recordings of sustained
/a/, /i/ and /u/ vowels and a speech sequence. Samples, freely available [26], come from subjects afflicted by several
voice disorders, including functional and organic pathologies.
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In this study, 91 healthy voices (mean age, 33.3 ± 17.3 years) and 91 ones come from subjects suffering from
psicogenic dysphonia (mean age, 49.6 ± 10.6 years) were selected. Only adult voices were selected, to limit possible
alterations and influences due to variabilities and instabilities of voice signals, typically of younger voices. Adult
voices are lacking of these uncertainties that can be influence the analyses and this study. Voice quality changes,
in fact, with the age. Adult voice is different from young one, due to the morphological modifications of organs
that composed the pneumo-phono articulatory apparatus, responsible for voice production. This influences the voice
quality providing possible alterations to our study. For this reason voices came from subjects under the age of 18 have
been excluded [30, 22].

Table 1 provides more details of voice signals used in this study. The number of selected voices for each age range
and gender, the percentage calculated for each group and for the complete dataset was reported.

In order to ”poison” voice samples a noise was added to sounds. The noise recording was selected by AURORA
database, a noise database widely used in literature [17]. It includes noises recorded at different places, such as
suburban train, crowd of people (babble), car, exhibition hall, restaurant, street, airport and train station. In this study
the noises of train and speech bubble with a SNR equals to 5 dB were added to clean voice sounds that compose our
dataset. in order to add noise to clean signals, Audacity tool was used. This is a free, easy-to-use, multi-track audio
editor and recorder that allows the process of audio signals [3].

Table 1: Details of the voice signals used in this study.

Category Gender Age Group # %for each group % on complete dataset

Pathological

Female
18-30 1 5.88% 0.55%
31-50 7 41.18% 3.85%
51+ 9 52.94% 4.95%

Male
18-30 5 6.76% 2.75%
31-50 29 39.19% 15.93%
51+ 40 54.05% 21.98%

Healthy

Female
18-30 46 62.16% 25.27%
31-50 12 16.22% 6.59%
51+ 16 21.62% 8.79%

Male
18-30 12 70.59% 6.59%
31-50 2 11.76% 1.10%
51+ 3 17.65% 1.65%

All

Female
18-30 47 51.65% 25.82%
31-50 19 20.88% 10.44%
51+ 25 27.47% 13.74%

Male
18-30 17 18.68% 9.34%
31-50 31 34.07% 17.03%
51+ 43 47.25% 23.63%

3.2. Features

The voice analysis represents a very valuable technique for voice quality assessment. It consists of estimation of
several parameters, able to describe objectively the characteristics of voice. The choice of feature is a fundamental
task that influence the analysis and classification. In this study, the main acoustic parameters used to evaluate the voice
quality were used as features for ML techniques.

In detail, the acoustic parameters evaluated are:
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• Fundamental Frequency (F0): this constitutes the rate of vibration of the vocal folds, index of laryngeal function;
• jitter: this represents the periodic variation from cycle to cycle influenced by the lack of control of vibration of

the vocal folds, typical of voice disorders;
• shimmer: this relates to the amplitude variation of the voice sound and changes with the reduction of glottal

resistance; and
• Harmonic to Noise Ratio: this represents the ratio of signal information over noise due to turbulent airflow,

resulting from an incomplete vocal fold closure in voice alterations.

Several algorithms were used to estimate these parameters [34, 11, 32]. In this study each acoustic parameter was
estimated by using Praat, a software widely used in clinical and research practice [4].

3.3. Machine Learning classifiers

In order to make an exhaustive comparison, we have chosen different ML techniques. Decision Tree is a category of
ML technique used to classify categorical data in which the learned function is represented by a decision tree. Decision
trees are easy to interpret,capable of working with missing values and categorical and continuous data, characteristics
of the medical field. Several DT approaches were analysed:

• Random Forest: this is an ensemble learning method for classification that operates by constructing several
decision trees at training time and outputting the class that is the mode of the classes. Random forests are
constructed by bagging ensambles of random treed [7];
• REPTree: this algorithm builds a decision tree using the information gain and prunes it using reduced-error

pruning. It is a fast decision tree learner, based on C4.5 algorithm [24];
• Random Tree: this is an ensemble supervised classifier able to generate many individual learners. A bagging

approach is used to realise a random set of data for constructing a decision tree [24];
• AdaBoost: this represents the acronym for ”Adaptive Boosting” and proposed by Freund and Schapire in 1996,

was the first highly successful boosting algorithm developed for binary classification. The initial classifier is
constructed from the original data set. more models come generated consecutively giving more and more weight
to the errors carried out in the previous models. the output of the classifier is given from the weighed sum of the
predictions of the single models [10].

All the experiments were performed using the Waikato Environment for Knowledge Analysis project (WEKA),
one of the most adopted framework used for classification in machine learning [12]. For each algorithm, the setting
parameters are Weka’s default values. A machine with 8 GB memory and Intel(R)Core(TM) i5-6200U CPU with 2.40
GHz was adopted to perform experiments.

4. Experimental phase

The performance of the several ML techniques were evaluated in terms of accuracy, sensitivity, specificity, pre-
cision and F-score, useful to determined the ability of these algorithms to classify correctly a subject as healthy or
pathological in presence or not of poisoning data.

4.1. Performance indicators of the classification

Defining the True Negatives (TNs) and Positives (TPs) the number of voice samples correctly classifies, respec-
tively, as healthy or pathological, and False Negatives (FNs) and Positives (FPs) represent the number of samples
incorrectly classifies, respectively, as healthy or pathological, the accuracy constitutes the number of correct predic-
tions over all dataset, calculated according to equation 1:

Accuracy =
T P + T N

T P + T N + FP + FN
(1)
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The sensitivity and specificity, instead, represents how many of the pathological or healthy cases the classifier
correctly predicted, over all the pathological or healthy cases in the dataset. These performance metrics were estimated
by using the following equations:

S ensitivity =
T P

T P + FN
(2)

S peci f icity =
T N

T N + FP
(3)

The harmonic mean of the sensitivity and precision, where the precision is the measurement of how many of
the pathological predictions are correct, is calculated by the F1-score. The precision and F1-score was calculated by
equations:

Precision =
T P

T P + FP
(4)

F1 − score = 2 ∗ precision ∗ sensitivity
precision + sensitivity

(5)

Finally, the performance of the ML techniques were evaluated considering the area under the ROC curve (AUC).
This evaluates the goodness of the algorithm, when the AUC is minimum (AUC=0), the technique incorrectly classify-
ing all samples, and when the AUC is maximum (AUC=1), the algorithm classifies perfectly healthy and pathological
samples.

4.2. Results and discussion

The voice samples were divided randomly into training (80% of samples) and testing (20% of the samples) sets.
We evaluated the reliability of Decision Tree techniques considering the same voice samples in two cases. In the first
case we evaluated the classification accuracy on clean signals in training and testing sets. In the second case, instead,
the performance of techniques were evaluated with a training set composed by clean signals, while the testing set
consists of poisoned data.

Table 2: Testing results obtained considering clean signals in the training and testing sets.

Classifier Sensibility(%) Specificity(%) Accuracy(%) Precision(%) F1-score(%) AUC
Random Forest 83.33 83.33 83.33 83.33 83.33 0.853
Random Tree 61.11 77.78 69.44 73.33 66.67 0.694

REPTree 100.00 66.67 83.33 75.00 85.71 0.833
Adaboost 88.89 72.22 80.56 76.19 82.05 0.83

Table 3: Testing results obtained considering clean signals in the training set and poisoned signals in testing set.

Classifier Sensibility(%) Specificity(%) Accuracy(%) Precision(%) F1-score(%) AUC
Random Forest 100.00 61.11 80.56 72.00 83.72 0.846
Random Tree 94.44 55.56 75.00 68.00 79.07 0.819

REPTree 94.12 68.75 81.82 76.19 84.21 0.833
Adaboost 83.33 66.67 75.00 71.43 76.92 0.821

Tables 2 and 3 report the results achieved, respectively, considering clean voice samples in training and testing sets
and clean samples in training set and poisoned samples in testing one. These results show,in most cases, a decrease
of specificity considering a poisoned testing set compared to a testing set composed by clean signals according to
a decrease of the number of true negatives, that is the number of healthy samples correctly classify as healthy. The
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constructed by bagging ensambles of random treed [7];
• REPTree: this algorithm builds a decision tree using the information gain and prunes it using reduced-error

pruning. It is a fast decision tree learner, based on C4.5 algorithm [24];
• Random Tree: this is an ensemble supervised classifier able to generate many individual learners. A bagging

approach is used to realise a random set of data for constructing a decision tree [24];
• AdaBoost: this represents the acronym for ”Adaptive Boosting” and proposed by Freund and Schapire in 1996,

was the first highly successful boosting algorithm developed for binary classification. The initial classifier is
constructed from the original data set. more models come generated consecutively giving more and more weight
to the errors carried out in the previous models. the output of the classifier is given from the weighed sum of the
predictions of the single models [10].

All the experiments were performed using the Waikato Environment for Knowledge Analysis project (WEKA),
one of the most adopted framework used for classification in machine learning [12]. For each algorithm, the setting
parameters are Weka’s default values. A machine with 8 GB memory and Intel(R)Core(TM) i5-6200U CPU with 2.40
GHz was adopted to perform experiments.

4. Experimental phase

The performance of the several ML techniques were evaluated in terms of accuracy, sensitivity, specificity, pre-
cision and F-score, useful to determined the ability of these algorithms to classify correctly a subject as healthy or
pathological in presence or not of poisoning data.

4.1. Performance indicators of the classification

Defining the True Negatives (TNs) and Positives (TPs) the number of voice samples correctly classifies, respec-
tively, as healthy or pathological, and False Negatives (FNs) and Positives (FPs) represent the number of samples
incorrectly classifies, respectively, as healthy or pathological, the accuracy constitutes the number of correct predic-
tions over all dataset, calculated according to equation 1:
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T P + T N

T P + T N + FP + FN
(1)
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by using the following equations:
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T P

T P + FN
(2)

S peci f icity =
T N

T N + FP
(3)

The harmonic mean of the sensitivity and precision, where the precision is the measurement of how many of
the pathological predictions are correct, is calculated by the F1-score. The precision and F1-score was calculated by
equations:

Precision =
T P

T P + FP
(4)

F1 − score = 2 ∗ precision ∗ sensitivity
precision + sensitivity

(5)

Finally, the performance of the ML techniques were evaluated considering the area under the ROC curve (AUC).
This evaluates the goodness of the algorithm, when the AUC is minimum (AUC=0), the technique incorrectly classify-
ing all samples, and when the AUC is maximum (AUC=1), the algorithm classifies perfectly healthy and pathological
samples.

4.2. Results and discussion

The voice samples were divided randomly into training (80% of samples) and testing (20% of the samples) sets.
We evaluated the reliability of Decision Tree techniques considering the same voice samples in two cases. In the first
case we evaluated the classification accuracy on clean signals in training and testing sets. In the second case, instead,
the performance of techniques were evaluated with a training set composed by clean signals, while the testing set
consists of poisoned data.

Table 2: Testing results obtained considering clean signals in the training and testing sets.

Classifier Sensibility(%) Specificity(%) Accuracy(%) Precision(%) F1-score(%) AUC
Random Forest 83.33 83.33 83.33 83.33 83.33 0.853
Random Tree 61.11 77.78 69.44 73.33 66.67 0.694

REPTree 100.00 66.67 83.33 75.00 85.71 0.833
Adaboost 88.89 72.22 80.56 76.19 82.05 0.83

Table 3: Testing results obtained considering clean signals in the training set and poisoned signals in testing set.
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Random Forest 100.00 61.11 80.56 72.00 83.72 0.846
Random Tree 94.44 55.56 75.00 68.00 79.07 0.819

REPTree 94.12 68.75 81.82 76.19 84.21 0.833
Adaboost 83.33 66.67 75.00 71.43 76.92 0.821

Tables 2 and 3 report the results achieved, respectively, considering clean voice samples in training and testing sets
and clean samples in training set and poisoned samples in testing one. These results show,in most cases, a decrease
of specificity considering a poisoned testing set compared to a testing set composed by clean signals according to
a decrease of the number of true negatives, that is the number of healthy samples correctly classify as healthy. The
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classifiers in presence of poisoned samples consider the healthy samples as pathological due to noise added to the
signals.

In order to individuate the features more relevant to classify correctly the voice sample, and so to detect voice disor-
ders suffering less from the effects of poisoned data, a feature selection was applied. Several feature selectors existing
in literature, such as InfoGainAttributeEval [38] and Relief [20] algorithms or Principal Component Analysis (PCA)
[18]. In this study a Correlation Feature Selector (CFS) was applied [16]. This estimated the predictive capability of
each feature, allow to select the set of features that are highly correlated with the class and less correlated with other
features, ignoring redundant and irrelevant features from the dataset. A cut-off equal to 0.20 was chosen in this study.
All features that achieved a correlation rank equal or higher than this cut-off value are chosen, others were removed.
Figure 1 shows the correlation rank achieved for each feature.

Fig. 1: Correlation rank obtained for each feature.

Considering only features that achieved a correlation rank higher than 0.20, new results obtained considering clean
signals in the training set and poisoned signals in testing set are reported in table 4. These show an improvement of
specificity considering the most relevant features. The best specificity value was achieved by using Random Forest
(about 78%). This value is higher than the result obtained by Random Forest when all features are considered (about
61%). This demonstrates the efficiency and resilience of the selected features to represent the voice quality.

Table 4: Testing results obtained considering clean signals in the training set and poisoned signals in testing set and only parameters selected with
the Correlation Feature Selector.

Classifier Sensibility(%) Specificity(%) Accuracy(%) Precision(%) F1-score(%) AUC
Random Forest 94.44 77.78 86.11 80.95 87.18 0.843
Random Tree 55.56 72.22 63.89 66.67 60.61 0.667

REPTree 100.00 72.22 86.11 78.26 87.80 0.889
Adaboost 94.44 66.67 80.56 73.91 82.93 0.873

5. Conclusions

Currently, Artificial Intelligence algorithms are widely adopted in several sectors, such as healthcare one. These
algorithms are, in fact, use to support the early detection of particular diseases or the decision support systems to
monitor patient’s state of health analysing great amount of data collected from numerous sensors worn by the subjects.
Unfortunately, these algorithms can be subject to attacks that may alternate their performance. This is crucial in a
sector as healthcare one where the reliability and accuracy of data processing is fundamental.

In this study, we investigated the vulnerability of some Machine Learning techniques, that are Random Forest,
Random Tree, REPTree and Adaboost, when poisoned data must be analysed and processed. Appropriate voices of
healthy subjects and subjects suffering from psychogenic dysphonia were selected from Saarbruecken Voice Database.
Acoustic features were extracted from these samples, and used as inputs of each algorithms. The aim of this study was
to examine the behavior of each technique in the presence of poisoned data: The obtained results show the decrease
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of specificity for each technique when poisoned data were tested. The presence of noise affects the ability of the
algorithms to correctly identify healthy voices.

Our future plans provides to deep the study, analysing the expanding the dataset of voice samples as well as the
number of features extracted from the signals to perform a more exhaustive investigation. Additionally, other machine
learning techniques will be analysed to compare the vulnerability and reliability of several algorithms. The study of
the vulnerability of the main ML models is useful to propose efficient defense methods necessary to safeguard the
safety of the use of these models and their reliability in correctly supporting the diagnosis of specific diseases as well
as the monitoring of the patient’s health conditions.
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ders suffering less from the effects of poisoned data, a feature selection was applied. Several feature selectors existing
in literature, such as InfoGainAttributeEval [38] and Relief [20] algorithms or Principal Component Analysis (PCA)
[18]. In this study a Correlation Feature Selector (CFS) was applied [16]. This estimated the predictive capability of
each feature, allow to select the set of features that are highly correlated with the class and less correlated with other
features, ignoring redundant and irrelevant features from the dataset. A cut-off equal to 0.20 was chosen in this study.
All features that achieved a correlation rank equal or higher than this cut-off value are chosen, others were removed.
Figure 1 shows the correlation rank achieved for each feature.

Fig. 1: Correlation rank obtained for each feature.
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monitor patient’s state of health analysing great amount of data collected from numerous sensors worn by the subjects.
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In this study, we investigated the vulnerability of some Machine Learning techniques, that are Random Forest,
Random Tree, REPTree and Adaboost, when poisoned data must be analysed and processed. Appropriate voices of
healthy subjects and subjects suffering from psychogenic dysphonia were selected from Saarbruecken Voice Database.
Acoustic features were extracted from these samples, and used as inputs of each algorithms. The aim of this study was
to examine the behavior of each technique in the presence of poisoned data: The obtained results show the decrease
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of specificity for each technique when poisoned data were tested. The presence of noise affects the ability of the
algorithms to correctly identify healthy voices.

Our future plans provides to deep the study, analysing the expanding the dataset of voice samples as well as the
number of features extracted from the signals to perform a more exhaustive investigation. Additionally, other machine
learning techniques will be analysed to compare the vulnerability and reliability of several algorithms. The study of
the vulnerability of the main ML models is useful to propose efficient defense methods necessary to safeguard the
safety of the use of these models and their reliability in correctly supporting the diagnosis of specific diseases as well
as the monitoring of the patient’s health conditions.
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