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#### Abstract

In the framework of multi-way data analysis, this paper presents symmetrical and non-symmetrical variants of three-way correspondence analysis that are suitable when a three-way contingency table is constructed from ordinal variables. In particular, such variables may be modelled using general recurrence formulae to generate orthogonal polynomial vectors instead of singular vectors coming from one of the possible three-way extensions of the singular value decomposition. As we shall see, these polynomials, that until now have been used to decompose two-way contingency tables with ordered variables, also constitute an alternative orthogonal basis for modelling symmetrical, non-symmetrical associations and predictabilities in three-way contingency tables. Consequences with respect to modelling and graphing will be highlighted.
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## 1. INTRODUCTION

In the literature of multi-way data analysis, the basic multi-way techniques have been mainly applied to continuous data (Kroonenberg, 2008, 2014, Smilde, Bro and Geladi, 2004). Here, we aim to deal with multi-way categorical data. The study of multi-way contingency tables takes place via the analysis of lower and higherorder associations (interactions) among variables. For this purpose, association models (Clogg, 1982, van der Heijden, de Falguerolles and de Leeuw, 1989, Kroonenberg and Anderson, 2006, Agresti and Gottard, 2007, Kateri, 2014) and partitions of the three-way chi-squared statistic have been proposed in some detail (Lancaster, 1951,

[^0]Choulakian, 1988, Beh and Davy, 1998, 1999, Loisel and Takane, 2016, Lombardo, Takane and Beh, 2020).
Carlier and Kroonenberg $(1996,1998)$ and Kroonenberg (2008, Chapter 17) developed a comprehensive approach to deal with three-way categorical data, that is, three-way correspondence analysis, which includes the Lancaster partitioning of the chi-squared (and phisquared) statistic (Lancaster, 1951), modelling of the global dependence in the three-way table and graphing of the global dependence via three-way correspondence analysis. Rather than using three-way correspondence analysis, it is more usual to examine sets of two-way tables and employ multiple correspondence analysis to an indicator matrix or a Burt matrix (Benzécri, 1973, 1977, Greenacre, 1984, Chapter 5, Greenacre, 1990, 2017, Greenacre and Blasius, 2006), thereby ignoring higherorder associations among variables (Beh and Lombardo, 2019).

Based on earlier versions of the papers by Carlier and Kroonenberg (1996, 1998), Lombardo (1994) discussed a variant of three-way correspondence analysis, called non-symmetrical three-way correspondence analysis for the analysis of a dependence relationship among the categorical variables, published as Lombardo, Carlier and D'Ambra (1996). Non-symmetrical three-way correspondence analysis is a generalisation of the two-way technique introduced by Lauro and D'Ambra (1984) and

D'Ambra and Lauro (1989), in which a dependence structure is assumed such that the row variable is predicted by the column variable, or vice versa. A practical description of two-way non-symmetrical correspondence analysis is given by Kroonenberg and Lombardo (1999).

### 1.1 Three-Way Correspondence Analysis for Ordinal Data

In this paper, we propose variants of symmetrical and non-symmetrical three-way correspondence analysis to analyse ordinal three-way contingency tables, whereby an 'ordinal table' means that the three variables have ordinal categories. These variants use a novel decomposition, the trivariate moment decomposition, which has orthogonal polynomials as its basis. In contrast to much of the literature that deals with stochastically modelling ordered categorical data, but in line with the algorithmic modeling culture (Breiman, 2001), orthogonal polynomials are used for modelling the association among ordinal variables, including possible asymmetrical (or non-symmetrical) associations that exists among their categories (Beh and Lombardo, 2014, pages 91-100).

In order to analyse the association between the rows, columns and tubes ${ }^{1}$ of a three-way contingency table, various extensions or generalisations of the singular value decomposition have been proposed; see, for example, Tucker (1966), Harshman (1970), Carroll and Chang (1970), Kiers (1989) and Kroonenberg (1992, 2008, 2020). In this paper, we focus on the Tucker3 decomposition (Tucker, 1966, Kroonenberg, 1983, 2008, Smilde, Bro and Geladi, 2004) which can be used to derive three orthogonal sets of singular vectors (components), one for each way of the data array. The Tucker3 decomposition also consists of a three-way core array which contains the strengths of the links between these components. However, the Tucker3 components are not the only type of basis vectors that can be defined for component spaces. Orthogonal polynomials can serve as an alternative set of orthogonal components which span each of the spaces of the three ways. For high-dimensional problems, polynomial decompositions can be comparable to nonparametric analysis of variance models (Lin and Zhang, 2006, Wahba, 1990, Wahba et al., 1995). As will be discussed in detail in Section 3, the decomposition based on orthogonal polynomials is generally called the trivariate moment decomposition. When among the three variables, at least one is nominal, we define a hybrid decomposition that uses polynomial components for the ordered categorical variables and Tucker3 components for the nominal variables.

The main aim of this paper is to therefore acquire insight into the structure of variable dependence taking into account the ordered information of categorical variables.

[^1]As an example, we will examine the study of Van Herk and Van de Velden (2007) where three-way correspondence analysis is applied to study ratings and rankings of items in five European countries, but replacing the singular vectors of two ways by orthogonal polynomials. The findings of Van Herk and Van de Velden (2007) show that ratings and rankings are assessed quite similarly by people from different countries. Here, we show that the orthogonal polynomial components can serve to evaluate differences that can exist between the ratings and the rankings across the countries.

### 1.2 Organisation of the Paper

This paper is organised as follows. In Section 2, we provide a summary of basic three-way correspondence analysis, both its symmetrical and non-symmetrical variants. In Section 3, we describe how the basic correspondence models can be adapted to three variables with ordinal categories. In this case, we will primarily concentrate on the symmetrical variant in which the multidimensional spaces have orthogonal polynomials as their support. The symmetrical variant for unordered variables has already been described in detail in Carlier and Kroonenberg (1996) and part of their basic results can also be used for handling ordered variables in the non-symmetrical case. In Section 4, we will illustrate the technique and its interpretational aspects using the rating-ranking data previously analysed by Van Herk and Van de Velden (2007).

## 2. SYMMETRICAL AND NON-SYMMETRICAL THREE-WAY CORRESPONDENCE ANALYSIS

Symmetrical three-way correspondence analysis is conceptually a straightforward generalisation of two-way symmetrical correspondence analysis. While the singular value decomposition is the core of the two-way analysis, a variant of the three-way generalisation of the singular value decomposition is the central element of threeway correspondence analysis. In practice, Tucker's (1966) three-mode principal component analysis is the variant that is most commonly used and it is the one used here; see Carlier and Kroonenberg (1996, Section 2.5) and Kroonenberg (2008, Chapter 17), for further details.

### 2.1 Non-symmetrical Three-Way Correspondence Analysis

Suppose we have three categorical variables observed on a sample of $n$ subjects that are cross-classified to form a three-way contingency table. When one of the variables of a three-way contingency table, say the row variable, is a response variable predicted by the other two variables, then we speak of non-symmetrical three-way correspondence analysis (Lombardo, 1994, Lombardo, Carlier and D'Ambra, 1996, Beh and Lombardo, 2014, Chapter 11). In this case, it is not the deviation from independence of
the variables which is the focus of the analysis, but the increase in predictability of the row categories given the column and tube categories. The increase can be measured by using the Marcotorchino index $\tau_{M}$ (Marcotorchino, 1985) which is a three-way generalisation of the two-way $\tau$ index of Goodman and Kruskal (1954), used in two-way non-symmetrical analysis (Kroonenberg and Lombardo, 1999).

### 2.2 The Marcotorchino Index and the Pearson Statistic

To discuss the Marcotorchino index as well as Pearson's $\Phi^{2}$ statistic, we will use the standardised notation and terminology for three-way analysis (Kiers, 2000). Let $\underline{\boldsymbol{P}}=\left\{p_{i j k}\right\}$ be the $I \times J \times K$ array $^{2}$ of the observed joint relative frequencies, so that $\sum_{i j k} n_{i j k} / n=\sum_{i j k} p_{i j k}=1$ with $n_{i j k}$ being the absolute frequencies. For columns and tubes in symmetrical and non-symmetrical three-way correspondence analysis, $\boldsymbol{D}_{J}=\left\{d_{\bullet j \bullet}=p_{\bullet j \bullet}\right\}, \boldsymbol{D}_{K}=$ $\left\{d_{\bullet \bullet k}=p_{\bullet \bullet k}\right\}$ are the diagonal weight matrices containing the relative marginal frequencies of the column and tube variables, respectively. For the rows in the symmetrical variant, the diagonal weight matrix is $\boldsymbol{D}_{I}=\left\{d_{i \bullet \bullet}=\right.$ $\left.p_{i \bullet \bullet}\right\}$, but in the non-symmetrical case $\boldsymbol{D}_{I}=\left\{d_{i \bullet \bullet}=1\right\}$, that is, the diagonal weights are one, rather than $p_{i \bullet \bullet}$ (Marcotorchino, 1985).

Based on these definitions the deviation from the threeway independence model is defined as

$$
\underline{\boldsymbol{\Pi}}_{S}=\left\{\pi_{i j k}^{S}=\frac{p_{i j k}}{p_{i \bullet \bullet} p_{\bullet j \bullet} p_{\bullet \bullet k}}-1\right\}
$$

while the expression for the column-tube centered profiles in a three-way table with a dependence structure becomes

$$
\underline{\boldsymbol{\Pi}}_{M}=\left\{\pi_{i j k}^{M}=\frac{p_{i j k}}{p_{\bullet \bullet \bullet} p_{\bullet \bullet k}}-p_{i \bullet \bullet}\right\} .
$$

Therefore, $\pi_{i j k}^{M}$ indicates the difference between the value of category $i$, predicted based on the knowledge of the combined (or interactively coded) predictor category $(j, k), \frac{p_{i j k}}{p_{\bullet j} \cdot p_{\bullet 0 k}}$, and the marginal row proportion of category $i, p_{i \bullet .}$.

The inner product of the three-way array $\underline{\Pi}_{M}=\left(\pi_{i j k}^{M}\right)$ with itself in $\Re^{I \times J \times K}$ is equal to the squared norm or squared length of the array and, taking into account the diagonal weight matrices $\boldsymbol{D}_{I}=\left\{d_{i \bullet \bullet}=1\right\}, \boldsymbol{D}_{J}$ and $\boldsymbol{D}_{K}$, it can be defined as

$$
\begin{align*}
\left\|\underline{\boldsymbol{\Pi}}_{M}\right\|^{2} & =\left\langle\underline{\boldsymbol{\Pi}}_{M}, \underline{\boldsymbol{\Pi}}_{M}\right\rangle \\
& =\sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} p_{\bullet j \bullet} p_{\bullet \bullet k}\left(\pi_{i j k}^{M}\right)^{2} . \tag{1}
\end{align*}
$$

[^2]Equation (1) is the numerator of the Marcotorchino statistic (1985), $\tau_{M}$, which is a relative measure of predictability of the rows given the columns and tubes so that

$$
\begin{equation*}
\tau_{M}=\frac{\sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} p_{\bullet j \bullet} p_{\bullet \bullet k}\left(\pi_{i j k}^{M}\right)^{2}}{1-\sum_{i=1}^{I} p_{i \bullet \bullet}^{2}}=\frac{\tau_{M_{\mathrm{num}}}}{\tau_{M_{\mathrm{den}}}} \tag{2}
\end{equation*}
$$

Observe that the denominator is equivalent to the heterogeneity index (Gini, 1912) and measures the overall error in prediction and does not depend on the predictor categories. For this reason, the denominator can be neglected when analysing the predictability of a row given the column and tube categories (Beh and Lombardo, 2014, pages 459-461).

For symmetrical three-way correspondence analysis, the comparable measure is Pearson's $\Phi^{2}$ statistic in which, $\boldsymbol{D}_{I}=\left\{d_{i \bullet \bullet}=p_{i \bullet \bullet}\right\}$ rather than $\boldsymbol{D}_{I}=\left\{d_{i \bullet \bullet}=1\right\}$. This measure of deviation from independence may be written as

$$
\begin{equation*}
\Phi^{2}=\sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} p_{i \bullet \bullet} p_{\bullet j \bullet} p_{\bullet \bullet k}\left(\frac{p_{i j k}}{p_{i \bullet \bullet} p_{\bullet j \bullet} p_{\bullet \bullet k}}-1\right)^{2} \tag{3}
\end{equation*}
$$

### 2.3 Partitioning the Pearson and Marcotorchino Indices

The orthogonal projections of $\underline{\Pi}_{S}$ and $\underline{\Pi}_{M}$ onto the subspaces $\mathfrak{R}^{0}, \mathfrak{R}^{I}, \mathfrak{R}^{J}, \mathfrak{R}^{K}, \mathfrak{R}^{I J}, \mathfrak{R}^{I K}, \mathfrak{R}^{\overline{J K}}$ and $\mathfrak{R}^{I J K}$ can be written in an ANOVA-like fashion (Lancaster, 1951, Choulakian, 1988, Carlier and Kroonenberg, 1996, Lombardo, Carlier and D'Ambra, 1996). For simplicity, a generic element of the space $\Re^{I \times J \times K}$ will be written in ANOVA-form without the $S$ or $M$ superscript as follows:

$$
\begin{aligned}
\pi_{i j k}= & \left(\pi_{\bullet \bullet \bullet}\right)+\left(\pi_{i \bullet \bullet}-\pi_{\bullet \bullet \bullet}\right) \\
& +\left(\pi_{\bullet j \bullet}-\pi_{\bullet \bullet \bullet}\right)+\left(\pi_{\bullet \bullet k}-\pi_{\bullet \bullet \bullet}\right) \\
& +\left(\pi_{i j \bullet}-\pi_{i \bullet \bullet}-\pi_{\bullet j \bullet}+\pi_{\bullet \bullet \bullet}\right) \\
& +\left(\pi_{i \bullet k}-\pi_{i \bullet \bullet}-\pi_{\bullet \bullet k}+\pi_{\bullet \bullet \bullet}\right) \\
& +\left(\pi_{\bullet j k}-\pi_{\bullet j \bullet}-\pi_{\bullet \bullet k}+\pi_{\bullet \bullet \bullet}\right) \\
& +\left(\pi_{i j k}-\pi_{i j \bullet}-\pi_{i \bullet k}-\pi_{\bullet j k}+\pi_{i \bullet \bullet}\right. \\
& \left.+\pi_{\bullet j \bullet}+\pi_{\bullet \bullet k}-\pi_{\bullet \bullet \bullet}\right)
\end{aligned}
$$

Here a dot $(\bullet)$ indicates that the weighted mean has been taken over an index $i, j, k$, with respect to the associated weights $d_{i \bullet \bullet}, d_{\bullet j \bullet}$ and $d_{\bullet \bullet k}$, respectively. For example,

$$
\begin{aligned}
& \pi_{\bullet \bullet \bullet}=\sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} d_{i \bullet \bullet} d_{\bullet j \bullet} d_{\bullet \bullet k} \pi_{i j k}=0 \quad \text { and } \\
& \pi_{\bullet j k}=\sum_{i=1}^{I} d_{i \bullet \bullet} \pi_{i j k}
\end{aligned}
$$

In the partition given by equation (4) the terms are pairwise orthogonal. However, as the elements of $\underline{\Pi}_{M}$
and $\underline{\Pi}_{S}$ generally consist of the deviation from independence based upon the observed frequencies, the fixed term, $\pi_{\bullet \bullet \bullet}$, together with the one-way terms $\pi_{i \bullet \bullet}, \pi_{\bullet j \bullet}$ and $\pi_{\bullet \bullet k}$ in equation (4) are all zero leaving only the bivariate and trivariate associations in the model (see Loisel and Takane, 2016, Lombardo, Takane and Beh, 2020). Therefore, Pearson's $\Phi^{2}$ statistic can be partitioned as

$$
\begin{align*}
\Phi^{2} & =\left\|\underline{\boldsymbol{\Pi}}_{S}\right\|^{2}=\left\langle\underline{\boldsymbol{\Pi}}_{S}, \underline{\boldsymbol{\Pi}}_{S}\right\rangle \\
& =\Phi_{1,2}^{2}+\Phi_{1,3}^{2}+\Phi_{2,3}^{2}+\Phi_{1,2,3}^{2} \tag{5}
\end{align*}
$$

where the first three terms of equation (5) are the pairwise phi-squared statistics obtained by aggregating across the categories of each variable. That is, the row-column pairwise symmetric association is assessed through the term $\Phi_{1,2}^{2}$, and is (after multiplying it by $n$ ) asymptotically a $\chi_{(I-1)(J-1)}^{2}$ random variable with $(I-1)(J-1)$ degrees of freedom. Similarly, the pairwise row-tube symmetric term $n \Phi_{1,3}^{2}$ is asymptotically $\chi_{(I-1)(K-1)}^{2}$ and the column-tube association is assessed by the term $n \Phi_{2,3}^{2}$ which is asymptotically a $\chi^{2}$ random variable with ( $J-$ $1)(K-1)$ degrees of freedom. The last term, $n \Phi_{1,2,3}^{2}$, measures the trivariate association and is asymptotically $\chi_{(I-1)(J-1)(K-1)}^{2}$.

Similarly, we may orthogonally partition the Marcotorchino statistic, $\tau_{M_{\text {num }}}$ (Lombardo, Carlier and D'Ambra, 1996) into four association terms consisting of three two-way associations and one three-way association. The partition of $\tau_{M_{\text {num }}}=\left\|\Pi_{M}\right\|^{2}$ takes the form

$$
\begin{aligned}
\tau_{M_{\mathrm{num}}}= & \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} p_{\bullet j \bullet} p_{\bullet \bullet k}\left(\frac{p_{i j k}}{p_{\bullet j \bullet} p_{\bullet \bullet k}}-p_{i \bullet \bullet}\right)^{2} \\
= & \sum_{i=1}^{I} \sum_{j=1}^{J} p_{\bullet j \bullet}\left(\frac{p_{i j \bullet}}{p_{\bullet j \bullet}}-p_{i \bullet \bullet}\right)^{2} \\
& +\sum_{i=1}^{I} \sum_{k=1}^{K} p_{\bullet \bullet k}\left(\frac{p_{i \bullet k}}{p_{\bullet \bullet k}}-p_{i \bullet \bullet}\right)^{2} \\
& +\sum_{j=1}^{J} \sum_{k=1}^{K} \frac{1}{I} p_{\bullet j \bullet} p_{\bullet \bullet k}\left(\frac{p_{\bullet j k}}{p_{\bullet j \bullet} p_{\bullet \bullet k}}-1\right)^{2} \\
& +\sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} p_{\bullet j \bullet} p_{\bullet \bullet k}\left(\frac{p_{i j k}-{ }_{\alpha} p_{i j k}}{p_{\bullet j \bullet} p_{\bullet \bullet k}}\right)^{2},
\end{aligned}
$$

where ${ }_{\alpha} p_{i j k}=p_{i j \bullet} p_{\bullet \bullet k}+p_{i \bullet k} p_{\bullet j \bullet}+p_{\bullet j k} / I-p_{i \bullet \bullet} \times$ $p_{\bullet j \bullet} p_{\bullet \bullet k}-p_{\bullet j \bullet} p_{\bullet \bullet k} / I \quad$ (Lombardo, Carlier and D'Ambra, 1996). This can be expressed more succinctly as

$$
\begin{align*}
\tau_{M_{\mathrm{num}}} & =\left\|\underline{\boldsymbol{\Pi}}_{M}\right\|^{2}=\left\langle\underline{\boldsymbol{\Pi}}_{M}, \underline{\boldsymbol{\Pi}}_{M}\right\rangle  \tag{7}\\
& =\tau_{1,2}+\tau_{1,3}+\tau_{2,3}+\tau_{1,2,3}
\end{align*}
$$

The first three terms of this partition consist of the contribution to the increase in predictability of the bivariate associations, and the last term consists of the contribution of
the trivariate association. The first two terms are derived by summing over the other index and they are equal to the numerator of the Goodman-Kruskal $\tau$ index between the response (row) variable and each of the two predictor variables. They represent the increase in predictability of the $I$ row categories given the $J$ column categories and the $K$ tube categories, respectively. The third term is $1 / I$ times the Pearson phi-squared statistic for the $J \times K$ contingency table formed by aggregating over the row categories. This term represents the design interaction and is a measure of the symmetric association between the two predictor variables. The last term is the contribution to the increase in predictability of the three-way asymmetric association among the three variables.

### 2.4 Testing the Strength of the Association

An important property of the components from the partition of Pearson's phi-squared statistic (in the symmetrical case) and the numerator of Marcotorchino statistic (in the non-symmetrical case) is that they are orthogonal and approximately independent under proper conditions. Therefore, the relative contribution of the associations to the overall measures can be assessed with respect to each other both in absolute terms and with respect to their degrees of freedom. In the case of a symmetrical design the $\Phi^{2}$ contributions can be referred to using the $\chi^{2}$-distribution, as can the Marcotorchino index in the non-symmetrical case (equation (2)). In the latter case the associated test statistic is the generalisation of Light and Margolin's (1971) C-statistic, referred to as the $C_{M}$-statistic, and defined by

$$
\begin{equation*}
C_{M}=(n-1)(I-1) \tau_{M} \sim \chi_{\alpha, d f}^{2} \tag{8}
\end{equation*}
$$

Here $\chi_{\alpha, d f}^{2}$ is the $1-\alpha$ percentile of the chi-squared distribution with degrees of freedom $d f=I J K-I-J-$ $K+2$. Note that the left-hand side of equation (8) is an asymptotically chi-squared random variable under the sufficient, but not necessary condition, that $1-\sum_{i} p_{i \bullet \bullet}^{2} \approx$ $1 / I$. Furthermore, the $C_{M}$-statistic can be partitioned as follows:

$$
\begin{aligned}
C_{M}= & \frac{(I-1)(n-1) \tau_{1,2}}{1-\sum_{i=1}^{I} p_{i \bullet \bullet}^{2}}+\frac{(I-1)(n-1) \tau_{1,3}}{1-\sum_{i=1}^{I} p_{i \bullet \bullet}^{2}} \\
& +\frac{(I-1)(n-1) \tau_{2,3}}{I\left(1-\sum_{i=1}^{I} p_{i \bullet \bullet}^{2}\right)}+\frac{(I-1)(n-1) \tau_{1,2,3}}{1-\sum_{i=1}^{I} p_{i \bullet \bullet}^{2}} \\
= & C_{I J}+C_{I K}+C_{J K}+C_{I J K} .
\end{aligned}
$$

The first term, $C_{I J}$, is identical to the $C$-statistic of Light and Margolin (1971) for the response (row) and predictor (column) variables after aggregating across the tube categories. As discussed by Light and Margolin (1971), this measure is asymptotically a $\chi^{2}$ random variable with $(I-1)(J-1)$ degrees of freedom. Therefore, $C_{I J}$ can be used to determine whether there exists a significant
asymmetric association between the row and column categories. Similarly, the statistic $C_{I K}$ can be used to formally test for the association between the row and tube categories by comparing it with the $1-\alpha$ percentile of the $\chi^{2}$ distribution with $(I-1)(K-1)$ degrees of freedom. The $C$-statistic, $C_{J K}$, for the association between the two predictors is akin to the Pearson $\Phi^{2}$ statistic for the two-way contingency table formed by aggregating across each of the row categories. For further details on the $C_{M}$-statistic, see Beh, Simonetti and D'Ambra (2007) and Beh and Lombardo (2014, Section 11.5.2).

### 2.5 Modelling Association

The most common three-way generalisation of the singular value decomposition is the three-mode principal component model (Tucker, 1966) or the Tucker3 model, as it is now commonly referred to (Kroonenberg and de Leeuw, 1980). This three-way decomposition is used for both the symmetrical and non-symmetrical variants of three-way correspondence analysis in an analogous way to the use of the singular value decomposition in twoway correspondence analysis (see Carlier and Kroonenberg, 1996, Lombardo, Carlier and D'Ambra, 1996). The general form of the Tucker3 decomposition for the global association is

$$
\begin{align*}
\pi_{i j k}^{S} & =\hat{\pi}_{i j k}^{S}+e_{i j k} \\
& =\sum_{p=1}^{P} \sum_{q=1}^{Q} \sum_{r=1}^{R} g_{p q r} a_{i p} b_{j q} c_{k r}+e_{i j k} \tag{9}
\end{align*}
$$

where $P, Q$ and $R$ (with $P \leq I, Q \leq J$ and $R \leq K$ ) represent the number of columns in the component matrices $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}$ for the first (rows), second (columns) and third (tubes) way, respectively. The orthogonality of the vectors $\mathbf{a}_{p}=\left\{a_{i p}\right\}, \mathbf{b}_{q}=\left\{b_{j q}\right\}$ and $\mathbf{c}_{r}=\left\{c_{k r}\right\}$ is defined with respect to the weight matrices $\mathbf{D}_{I}, \mathbf{D}_{J}$ and $\mathbf{D}_{K}$, respectively. The orthogonality of the vectors ensures the orthogonality of core elements $g_{p q r}$ so that the Pearson $X^{2}$ statistic can also be expressed in terms of the sum-ofsquares of the elements $g_{p q r}$ from the core array $\underline{\mathbf{G}}$, since $X^{2}=n \sum_{p q r} g_{p q r}^{2}$.

The elements $g_{p q r}=\left\langle\underline{\widehat{\boldsymbol{\Pi}}}^{S}, \mathbf{a}_{p} \otimes \mathbf{b}_{q} \otimes \mathbf{c}_{r}\right\rangle$, where $\otimes$ is the Kronecker product, can be interpreted as the generalised, or three-way, analog of the singular values. The magnitude of $e_{i j k}$ indicates the error of the approximation between the observed $\pi_{i j k}^{S}$ and its predicted value, $\hat{\pi}_{i j k}^{S}$ (see Kroonenberg, 2008, Chapter 4).

### 2.6 Orthogonal Polynomials

Before discussing the modelling of variables with ordered categories using orthogonal polynomials (Section 3), we will briefly introduce these polynomials. Orthogonal polynomials arise in the literature in several
forms. Their basic form is such that the $i$ th-order polynomial includes as its highest-order term $x^{i}$.
In the present proposal the orthogonal polynomials are computed from the ordered categories and their related marginal proportions. These are defined in such a way that the zero'th-order polynomial is a constant, the firstorder polynomial is based on the means, the second-order polynomial is based on the variances, the third-order term is based on the skewness, etc. Polynomials with these characteristics can be obtained via recurrence formulae (Favard, 1935, Chihara, 1978, 1990) which were considered for categorical variables by Emerson (1968) and will be referred to as orthogonal polynomials; for further details see, for example, Beh (1997, 1998), Beh and Lombardo (2014, pages 94-96), Lombardo, Beh and Kroonenberg (2016) and Beh and Lombardo (2021).
Consider the ordered scores of an ordered variable. Scores are defined to reflect this ordered structure and are typically chosen to be consecutive integers, starting from unity (Beh, 1998). These sets of integers for the three variables are indicated by $i=1,2, \ldots, I$ for the rows, $j=1,2, \ldots, J$ for the column and $k=1,2, \ldots, K$ for the tube categories and are referred to as natural scores. By substituting the ordered scores and the marginal proportions into Emerson's (1968) recurrence formulae, the calculation of the orthogonal polynomials is similar for all ordered variables. Their meaning will be briefly described for the column categories; the vector of such column orthogonal polynomials will be denoted using the Greek letter $\boldsymbol{\beta}$.

- Zero'th-order polynomial: The zero'th-order polynomial, $\boldsymbol{\beta}_{0}$, is equal to 1 .
- First-order polynomial: The first-order polynomial, $\boldsymbol{\beta}_{1}$, indicates the variation in the mean of the categories.
- Second-order polynomial: The second-order orthogonal polynomial, $\boldsymbol{\beta}_{2}$, is a dispersion term as it is a function of the squared scores.
- Higher-order polynomials: Higher-order polynomials represent higher-order moments of the ordered categories.
The normalisations of the orthogonal polynomials are then carried out using the norm with respect to the metric of the marginal proportions. For example, for the columns, the norm is $\left\|\boldsymbol{\beta}_{v}\right\|_{\boldsymbol{D}_{J}}$ where the subscript $v$ indicates the order of the polynomial $v=0, \ldots, J-1$. Thus, the column polynomials are orthonormal with respect to the marginal proportions $p_{\bullet j \bullet}$ such that

$$
\sum_{j=1}^{J} p_{\bullet j \bullet} \beta_{j v} \beta_{j v^{\prime}}= \begin{cases}1, & v=v^{\prime} \\ 0, & v \neq v^{\prime}\end{cases}
$$

Similarly, the row $\left(\boldsymbol{\alpha}_{i}\right)$ and tube $\left(\boldsymbol{\gamma}_{k}\right)$ polynomials are orthonormal with respect to the marginal proportions $p_{i} \bullet \bullet$ and $p_{\bullet \bullet k}$, respectively.

## 3. ORDINAL THREE-WAY CORRESPONDENCE ANALYSIS

Both the standard symmetrical and non-symmetrical variants of three-way correspondence analysis use singular vectors for the orthogonal decomposition of the deviations. However, specific properties of the variables such as ordinality of their categories are not catered for, even though ordinality often features heavily in the interpretation. There are several contributions in the literature that provide ways of performing classical two-way correspondence analysis with order restrictions imposed on a set of categories. See, for example, Nishisato (1980, Chapter 2), Böckenholt and Böckenholt (1990), Takane, Yanai and Mayekawa (1991) and Takane and Jung (2009).

In this paper, we go one step further and incorporate the ordinality of the variables into the three-way modelling itself by replacing the singular vectors with the orthogonal polynomials (Emerson, 1968) described in the previous section. These are suitable for this purpose due to their orthogonality, their ease of computation and their interpretational qualities (see below for details). The decomposition technique will be referred to as the trivariate moment decomposition as it is an analogue of its two-way variant, bivariate moment decomposition (see, e.g., Beh, 1997, Beh and Lombardo, 2004, Sections 3.10, 3.11, Lombardo, Carlier and D'Ambra, 1996) and it assumes that all three variables are ordered. However, in a general framework for nonparametric multivariate function estimation, polynomial decomposition can be considered akin to the smoothing spline analysis of variance (SS-ANOVA) model (Lin and Zhang, 2006, Wahba, 1990) for categorical variables.

Since the essence of the symmetrical and non-symmetrical variants is the same with respect to the inclusion of orthogonal polynomials, we concentrate on the symmetrical case as it is the best known version.

When a row variable consists of $I$ ordered categories, we can compute $I$ orthogonal polynomials, using Emerson's (1968) recurrence formulae, the ordered row scores and the row marginal proportions. Each polynomial has a specific interpretation and measures of associations derived from them can be formally tested. As indicated above, we generate as many orthogonal polynomials as there are categories: the zero'th order orthogonal polynomial is trivial, the first-order polynomial is linear (respecting the ordinality of categories), the second-order polynomial is quadratic (describing the dispersion of categories), and so on, and all are centered and orthogonal to each other. Thus, in a visual display of the first and second orthogonal polynomials, the categories lie ordered on a parabola centred at the origin.

### 3.1 Modelling Ordinal Three-Way Polynomial Correspondence Analysis

In the trivariate moment decomposition for symmetrical and non-symmetrical correspondence analysis, the decompositions of the Pearson $\Phi^{2}$ statistic and of the Marcotorchino $\tau_{M_{\text {num }}}$ statistic are defined by replacing $\boldsymbol{a}_{p}, \boldsymbol{b}_{q}$ and $\boldsymbol{c}_{w}$ (see equation (9)) with their orthogonal polynomial equivalents. In particular, for the symmetrical case, $\pi_{i j k}^{S}$ is given by

$$
\begin{equation*}
\pi_{i j k}^{S}=\sum_{u=0}^{U} \sum_{v=0}^{V} \sum_{w=0}^{W} z_{u v w} \alpha_{i u} \beta_{j v} \gamma_{k w} . \tag{10}
\end{equation*}
$$

For the decomposition of equation (10), the row, column and tube orthogonal polynomials are weighted such that $\sum_{i=1}^{I} p_{i \bullet \bullet} \alpha_{i u}^{2}=1, \sum_{j=1}^{J} p_{\bullet j \bullet} \beta_{j v}^{2}=1$ and $\sum_{k=1}^{K} p \bullet \bullet k \gamma_{k w}^{2}=1$, respectively. Note that the indices $u$, $v, w$ run from 0 to $U, V$ and $W$, respectively, (where $U=I-1, V=J-1, W=K-1$ ) and correspond to the orders of the polynomials. The values $z_{u v w}$ in equation (10) are analogous to the core elements $g_{p q r}$ in the nominal case, hence they are also referred to as polynomial core elements and are defined by

$$
z_{u v w}=\left\langle\underline{\boldsymbol{\Pi}}_{S}, \boldsymbol{\alpha}_{u} \otimes \boldsymbol{\beta}_{v} \otimes \boldsymbol{\gamma}_{w}\right\rangle .
$$

For example, using the results from Section 2.6, the polynomial core element, $z_{111}$, is given by

$$
\begin{aligned}
z_{111}= & \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} \pi_{i j k}^{S} p_{i \bullet \bullet} p_{\bullet j \bullet} p_{\bullet \bullet k} \alpha_{i 1} \beta_{j 1} \gamma_{k 1} \\
= & \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} \pi_{i j k}^{S} p_{i \bullet \bullet} p_{\bullet j \bullet} p_{\bullet \bullet k} \\
& \times \frac{\left(i-\mu_{I}\right)}{\sigma_{I}} \frac{\left(j-\mu_{J}\right)}{\sigma_{J}} \frac{\left(k-\mu_{K}\right)}{\sigma_{K}},
\end{aligned}
$$

where $i, j$ and $k$ are the natural scores for the $i$ th row, $j$ th column and $k$ th tube category, respectively. Also, $\mu_{I}$, $\mu_{J}$ and $\mu_{K}$ are the weighted means of these scores, while $\sigma_{I}, \sigma_{J}$ and $\sigma_{K}$ are the corresponding standard deviations, respectively.
The term $z_{111}$ is akin to the magnitude of the generalised correlation between the linear polynomials of the ordered row, column and tube categories, respectively. A comprehensive discussion of generalised correlations for two-way contingency tables can be found in Rayner and Best (1996) and for three-way tables in Rayner and Beh (2009), and their interpretation extends naturally to the non-symmetrical case.
It is the decomposition consisting of orthogonal polynomials and polynomial core array elements as defined by equation (10) that is generally referred to as the trivariate moment decomposition of $\underline{\Pi}_{S}$. From Section 2.3 and
equation (5), it follows that the total inertia of the ordered three-way contingency table is equal to the Pearson $\Phi^{2}$ statistic, to the squared norm of the array $\underline{\Pi}_{S}$, and to the sum of the squared polynomial core elements, such that

$$
\begin{equation*}
\Phi^{2}=\left\|\underline{\Pi}_{S}\right\|^{2}=\sum_{u=0}^{U} \sum_{v=0}^{V} \sum_{w=0}^{W} z_{u v w}^{2} \tag{11}
\end{equation*}
$$

When analysing the association between the three variables using the orthogonal polynomials to yield each term of the $\Phi^{2}$ partition (equation (5), see also Tables 2, 3, 4, 5), we can also re-express the decomposition given by equation (10) as an additive polynomial model for the global symmetrical dependence measure as a function of the association terms such that

$$
\begin{aligned}
\pi_{i j k}^{S}= & \sum_{u=1}^{U} \sum_{v=1}^{V} z_{u v 0} \alpha_{i u} \beta_{j v}+\sum_{u=1}^{U} \sum_{w=1}^{W} z_{u 0 w} \alpha_{i u} \gamma_{k w} \\
& +\sum_{v=1}^{V} \sum_{w=1}^{W} z_{0 v w} \beta_{j v} \gamma_{k w} \\
& +\sum_{u=1}^{U} \sum_{v=1}^{V} \sum_{w=1}^{W} z_{u v w} \alpha_{i u} \beta_{j v} \gamma_{k w} .
\end{aligned}
$$

Here the $z_{u v 0}, z_{u 0 w}$ and $z_{0 v w}$-terms represent the marginal bivariate generalised correlations of the partition. For example, the first term is defined as $z_{u v 0}=\left\langle\underline{\boldsymbol{\Pi}}_{S}\right.$, $\left.\boldsymbol{\alpha}_{u} \otimes \boldsymbol{\beta}_{v} \otimes \boldsymbol{\gamma}_{0}\right\rangle$.

It should be noted that the computation of the terms $z_{u v 0}, z_{u 0 w}$ and $z_{0 v w}$ requires special attention. For example, $z_{u v 0}$ is computed using all the row and column polynomials while only the tube polynomial remains constant, at $w=0$. The terms $z_{u 0 w}$ and $z_{0 v w}$ are computed similarly; see Section 4. The definitions of the above terms can be used to show that the Pearson $\Phi^{2}$ statistic of equations (3) and (11) can also be expressed as

$$
\begin{align*}
\Phi^{2}= & \sum_{u=0}^{U} \sum_{v=0}^{V} \sum_{w=0}^{W} z_{u v w}^{2} \\
= & \sum_{u=1}^{U} \sum_{v=1}^{V} z_{u v 0}^{2}+\sum_{u=1}^{U} \sum_{w=1}^{W} z_{u 0 w}^{2}  \tag{13}\\
& +\sum_{v=1}^{V} \sum_{w=1}^{W} z_{0 v w}^{2}+\sum_{u=1}^{U} \sum_{v=1}^{V} \sum_{w=1}^{W} z_{u v w}^{2}
\end{align*}
$$

See Beh and Davy (1998) for more details on this partition.

### 3.2 Hybrid Decomposition for Nominal and Ordinal Variables

When the three-way contingency table consists of nominal and ordinal variables, the approximation of the global dependence, or total inertia, involves computing Tucker3
components for the nominal variables and orthogonal polynomials for the ordered variables (Lombardo and Beh, 2017). Two cases involving such a structure can arise: (1) two ordered variables and one nominal variable, or (2) two nominal variables and only one ordered variable. As an example of case 1 , after computing the polynomials for the two ordered variables, say the row and column variables, and the Tucker3 components for the tube variable, the hybrid decomposition takes on the form

$$
\begin{align*}
\pi_{i j k}^{S} & =\widehat{\pi}_{i j k}^{S}+e_{i j k} \\
& =\sum_{u=0}^{U} \sum_{v=0}^{V} \sum_{r=1}^{R} z_{u v r} \alpha_{i u} \beta_{j v} c_{k r}+e_{i j k} \tag{14}
\end{align*}
$$

where the $\boldsymbol{\alpha}_{u}$ and $\boldsymbol{\beta}_{v}$ are the row and column polynomials, respectively, and the $\boldsymbol{c}_{r}$ are the tube singular vectors (Tucker3 components). The values $z_{u v r}$ in equation (14) are defined by $z_{u v r}=\left\langle\underline{\boldsymbol{\Pi}}^{S}, \boldsymbol{\alpha}_{u} \otimes \boldsymbol{\beta}_{v} \otimes \boldsymbol{c}_{r}\right\rangle$.

While the number of the orthogonal polynomials for the rows and columns should always be equal to the number of categories in a variable (see Section 2.6), the number of Tucker3 components for the tube variable can be smaller ( $R \leq K$ ). Note that in the hybrid decomposition the solutions are not nested, in contrast to the trivariate moment decomposition (equation (10)) which allows for the definition of nested solutions. A complete orthogonal decomposition is always used when all the three variables are ordered, as it is for model (10), but is seldom used in practice when the variables are not all ordered.

### 3.3 Number of Components in Trivariate Moment Decompositions and in Hybrid Decompositions

To determine which polynomial components are important for approximating the data with the model, it is necessary to inspect the inertia that is accounted for. Unlike the singular vector based decomposition, one needs to evaluate all terms in the orthogonal decomposition because there is no decreasing order in the inertia that is accounted for.

The size of a polynomial triplet $(u, v, w)$ depends on how well its orthogonal polynomials approximate the association structures in a given set of data, and this may be a third-order cubic polynomial rather than the first-order linear one. The size of the squared core values indicate how well a certain triplet succeeds in accounting for the variability. Clearly, the higher the order of a polynomial, the more difficult its interpretation becomes. Therefore, a preference is given to those triplets of polynomials with lower-orders combined with large squared core values.
Note that if higher-order polynomials have large squared core values but none of the lower-order ones do, then the higher-order polynomial can generally be considered as an unexplainable source of variation due to the high frequency fluctuations between the categories. The higher-order polynomials, in most cases, are associated
with the unstructured information, showing the noise in the data and often cannot be interpreted sensibly. On the other hand, lower-order polynomials take care of smoothing the profiles of the categories over the other categories. They provide the analyst with insightful, parsimonious, and relatively smooth descriptions of the associations or increases in predictability in three-way tables. Therefore, the association structures can be modelled using constant, linear, quadratic and cubic orthogonal polynomials.

However when performing the hybrid decomposition we also need to compute generalised singular vectors. As a result, when assessing the dimensionality in a more formalised manner, it may be appropriate to consider various methods based on numerical and visual inspections (such as the convex hull or Pareto frontier); see, for example, Kroonenberg and Oort (2003), Ceulemans and Kiers (2006, 2009), Kroonenberg and Anderson (2006), Ceulemans, Timmerman and Kiers (2011) and LorenzoSeva, Timmerman and Kiers (2011). For more of a discussion on the interpretation of lower and higher order polynomials, refer to Rayner and Best (1996) and Beh and Lombardo (2014, Chapter 6).

Since our primary interest is in describing the utility of orthogonal polynomials as components, the number of dimensions to retain will be based upon the varying degrees of explained inertia by the different combinations of polynomials and generalised singular vectors (see Section 4).

### 3.4 Graphing the Trivariate Moment Decompositon: Polynomial Biplots

To visually portray the association structure between categorical variables in a three-way contingency table, Carlier and Kroonenberg (1996) and Kroonenberg (2008) discussed various types of biplots. Here, we focus on interactive biplots (also referred to as nested-mode biplots by Kroonenberg, 2008, Section 11.5.4), since they are the only ones that allow for a simultaneous representation of all row, column and tube categories in a single display (see also Gower, Le Roux and Gardner-Lubbe, 2016).

Therefore to depict graphically the symmetric structure of the ordered categorical variables, we consider threeway polynomial interactive biplots. Such biplots represent a generalisation to the three-way case of the polynomial biplots presented with respect to the two-way ordered variants of correspondence analysis (Lombardo, Beh and Kroonenberg, 2016). These three-way biplots essentially follow the construction of those for nominal variables proposed by Kroonenberg (2008, pages 273-280), but with the singular vectors replaced by the orthogonal polynomials. However for the non-symmetrical case, their interpretation is quite different since they portray the predictability of the response given the predictors rather than the mutual association. The non-symmetrical association between the three variables can be visualised using threeway polynomial interactive biplots by reflecting how the
column-tube category interactions impact upon the row categories.

As described in the following sections, three-way polynomial biplots can take two forms depending on whether the row coordinates or the column-tube coordinates are isometric. The isometry indicates which components are in principal coordinates and thus which distances between which categories can be determined and properly assessed.
3.4.1 Interactively-coded polynomial biplot. [rows: standard polynomial coordinates; column $\times$ tubes principal polynomial coordinates].
Following Kroonenberg's (2008, page 273) terminology for the interactively-coded isometric biplot, the reference mode is the variable (in our case, the row) visually depicted using standard coordinates and the interactivemode (column-tube category combination) is in principal coordinates. We consider the case where the reference mode is the row variable, while the pair consisting of the $j$ th column and the $k$ th tube categories will be coded interactively ( $j, k$ ) and will be represented by a single point. The coordinates of the two modes follow from

$$
\begin{aligned}
\pi_{i j k}^{S} & =\sum_{u=0}^{U} \alpha_{i u}\left[\sum_{v=0}^{V} \sum_{w=0}^{W} z_{u v w} \beta_{j v} \gamma_{k w}\right] \\
& =\sum_{u=0}^{U} \alpha_{i u} h_{j k, u} .
\end{aligned}
$$

Here $h_{j k, u}$ represents the interactively coded (columntube category) principal polynomial coordinates, that can be expressed as

$$
h_{j k, u}=\sum_{i=1}^{I} p_{i \bullet \bullet} \alpha_{i u} \pi_{i j k}^{S} .
$$

Each of the $I$ slices of the array $\underline{\Pi}_{S}$ is approximated by the linear combination of the matrices $\mathbf{H}_{u}=\left(h_{j k, u}\right)$ (for $u=0,1,2, \ldots, U)$ with the coefficients $\alpha_{i u}$. Therefore, the main aim of this plot is to explicitly code the columntube category $(j, k)$ and to join the points of the ordered categories.
For this biplot, we are dealing with a simple $U$ dimensional display space ( $U=I-1$ excluding the zero'th polynomial) where the coordinates for both the row and column-tube categories are displayed in the space defined by the $U$ row orthogonal polynomial axes, that is, the row standard polynomial coordinates. Along these axes we can investigate the association between the row categories and the column-tube categories by observing the trends of the rows and those of the interactively coded categories in a joint graphical display. For example, in a linear-by-quadratic biplot, we display the row standard coordinates $\alpha_{i 1}$ and $\alpha_{i 2}$, and the column-tube principal coordinates $h_{j k, 1}$ and $h_{j k, 2}$ where the scales for the two
axes are determined by the polynomial core values $z_{1} \bullet \bullet$ and $z_{2 \bullet 0}$, respectively. In the symmetric case, the percent of variability explained by the $u^{\prime}$ th axis is given by $z_{u \bullet \bullet}^{2} / X^{2} \times 100$.
3.4.2 Single-variable polynomial biplots. [rows: principal polynomial coordinates; columns $\times$ tubes: standard polynomial coordinates].
Such a biplot can be constructed when the coordinates for both the single-variable and the interactivelycoded variables are displayed in the space defined by the interactively-coded orthogonal polynomials (instead of in the space of the single-variable orthogonal polynomials). Therefore, the aim of this plot is to visually depict the association between the three variables such that the structure of the ordinal variable is preserved while reflecting the possibility that there exists a column-tube association. We define the single-variable isometric polynomial biplot. Here we are dealing with a space whose dimensionality is $V W=(J-1 \times K-1)$ (when excluding the zero'th polynomials). To obtain the single-variable biplot, the deviations from independence, given in $\pi_{i j k}^{S}$, are decomposed such that

$$
\begin{aligned}
\pi_{i j k}^{S} & =\sum_{u=0}^{U} \sum_{v=0}^{V} \sum_{w=0}^{W}\left[z_{u v w} \alpha_{i u}\right]\left[\beta_{j v} \gamma_{k w}\right] \\
& =\sum_{v=0}^{V} \sum_{w=0}^{W} f_{i, v w} h_{j k, v w} .
\end{aligned}
$$

Here $f_{i, v w}$ is the row principal polynomial coordinates, given by the product of the $i$ th row polynomial for the polynomial core values $z_{u v w}$, while $h_{j k, v w}$ represents the interactively-coded standard polynomial coordinate, using the interactively-coded element of the $j$ th column polynomial and the $k$ th tube polynomial.

Therefore, the single-variable principal polynomial coordinates are defined by

$$
\mathbf{F}_{(I \times V W)}=\mathcal{A} \boldsymbol{Z}_{(U \times V W)} \quad\left(f_{i, v w}=\sum_{u=0}^{U} \alpha_{i u} z_{u v w}\right),
$$

and the interactively-coded standard polynomial coordinates are

$$
\boldsymbol{H}_{(J K \times V W)}=(\mathcal{B} \otimes \mathcal{C}) \quad\left(h_{j k, v w}=\beta_{j v} \gamma_{k w}\right) .
$$

We use the generalised correlations of the polynomial core array to select the relevant combination of orthogonal polynomials to display. For the single-variable biplots, the points for the standard coordinates of the column-tube pairs will be sequentially connected to show the columntube trend, while the rows will be graphically depicted as points. For example, in a linear-by-quadratic biplot we display the row principal coordinates $f_{i, 11}$ and $f_{i, 22}$ (where the scales for the two axes are determined by the polynomial core values $z_{.11}$ and $z_{\bullet 22}$, respectively) and
the column-tube standard coordinates $h_{j k, 11}$ (using the linear, column and tube polynomials) and $h_{j k, 22}$ (using the quadratic, column and tube polynomials). In the symmetric case, the percent of variability reported by the interactive linear polynomials axis $\left(\boldsymbol{\beta}_{\boldsymbol{1}} \boldsymbol{\gamma}_{\mathbf{1}}\right)$ is $z_{\bullet 11}^{2} / X^{2} \times 100$ and for the interactive quadratic polynomial axis ( $\boldsymbol{\beta}_{\mathbf{2}} \boldsymbol{\gamma}_{2}$ ) is given by $z_{\bullet 22}^{2} / X^{2} \times 100$.

However, when using the hybrid decomposition, as we do for the example in Section 4, we consider the generalised singular vectors for the nominal variable. As a result, for the single-variable biplot, the column-tube standard coordinates are hybrid orthogonal polynomials resulting from the combination of polynomials with generalised singular vectors.
3.4.3 Interpretation of polynomial biplots. Some general rules for the interpretation of the polynomial biplots are listed here for reference, but they will become clearer when discussing the example. For all types of polynomial biplots, the standard polynomial coordinates play the most important role in determining the strength of the association as they represent the polynomial axes on which all the other categories are projected.

- Interactively-coded biplots. The origin of this plot represents the mean of the ordered categories of the reference mode (rows in our application; see Section 4).

Linear (or first-order) polynomial. If the standard polynomial coordinate of a reference category is positive and large then its value is higher than the mean profile. It influences all those column-tube categories that take large positive coordinates on the first axis. Quadratic (or second-order) polynomial. If the standard coordinate of a reference category is positive and large on the quadratic polynomial, it means that it has a large dispersion (positive difference with respect to the mean of the ordered reference scores). All those column-tube categories with a large coordinate on this second axis will be affected by that reference category.
In general when plotting the linear-by-quadratic (or the quadratic-by-linear) polynomial, the plot always shows a parabolic shape of different narrowness and concavity. However, when using two linear polynomial axes (which is possible only for interatively-coded biplots), the plot always results in a configuration akin to the spokes of a cartwheel, where all lines go through the origin due to the centring of the polynomials.

- Single-variable biplots. The origin of this plot represents the mean of the ordered, interactively-coded (column-tube) categories.

Linear (or first-order) polynomial. If the standard polynomial coordinate of the interactively coded column-tube category is positive and large then it

TABLE 1
Rating-ranking data: Partitioning of the Pearson index; $I=$ Ratings; $J=$ Rankings; $K=$ Countries

| Association | Index | \% Inertia | $d f$ | $X^{2} / d f$ | Type |
| :--- | ---: | ---: | ---: | ---: | :--- |
| $n \Phi_{1,2}^{2}=X_{I J}^{2}$ | 18,359 | $86 \%$ | 64 | 287 | Ratings-Rankings |
| $n \Phi_{2,3}^{2}=X_{J K}^{2}$ | 255 | $1 \%$ | 32 | 8 | Rankings-Countries |
| $n \Phi_{1,3}^{2}=X_{I K}^{2}$ | 590 | $3 \%$ | 32 | 18 | Ratings-Countries |
| $n \Phi_{1,2,3}^{2}=X_{I J K}^{2}$ | 2062 | $10 \%$ | 256 | 8 | Ratings $\times$ Rankings $\times$ Countries |
| Total | 21,266 | $100 \%$ | 384 | 55 | Overall |

means that category is above its mean. All row categories that are in the positive direction will be affected by that column-tube category.
Quadratic (or second-order) polynomial. If the standard coordinate of a column-tube category is positive and large on the quadratic polynomial, then that category has a large dispersion, that is, a positive difference with respect to its mean, and one or more row categories can be affected by that large column-tube coordinate.

Finally, we cannot say that one kind of polynomial biplot is better than the other because they portray similar information about the variable structure of the association between the variables, but does so differently. However, they can highlight different aspects of the association particularly at the origin of these polynomial biplots since they do not have the same meaning.

## 4. APPLICATION

To illustrate the advantages of the ordinal three-way correspondence analysis method outlined in this paper, when compared to the classical analysis, we will reanalyse Van Herk and Van de Velden's (2007) three-way contingency table. This table consists of two ordered variables and one nominal variable which are symmetrically associated, that is, there is not a dependence design. This table can be analysed with a hybrid decomposition where the orthogonal polynomials are computed for the ordered row and column variables, and the Tucker3 components for the nominal tube variable.

The data, which are very useful in sensory analysis and marketing research, were part of a large European survey dataset (Van Herk and Van de Velden, 2007). In particular, in an empirical study based on the List of Values (LOV; Kahle, 1983), participants were asked to study the LOV list, and then rated each item on a nine-point scale. Subsequently, the participants ranked the same nine statements, assessing the most important item with a score " 9 ", and the least important item with " 1 ". The LOV was described to participants as a list of things that some people look for or want out of life. The items on the LOV list were Sense
of belonging, Excitement, Warm relationships with others, Self-fulfillment, Being well respected, Fun and enjoyment in life, Security, Self-respect and a Sense of accomplishment; for more details see Van Herk and Van de Velden (2007).

The three-way contingency table consists of nine rating values against nine ranking values given by the same participants across five European countries. In the literature, there has been an ongoing debate about the pros and cons of rating and ranking procedures (see Alwin and Krosnick, 1985, Rodrigue et al., 2000, Van Herk and Van de Velden, 2007) that is beyond the scope of this paper.

Van Herk and Van de Velden's analysis was aimed at understanding whether the information from the ratings and rankings were consistent (or concordant) across five European countries. Our aim is to evaluate the relative effectiveness of the polynomial approach versus the traditional multi-way approach. Furthermore, while Table 1 shows that the partition of Pearson's chi-squared statistic is identical to that of the standard analysis (Carlier and Kroonenberg, 1996, 1998), Tables 2, 3, 4 and 5 provide the partition of Pearson's $X^{2}$ statistic for the ordered categorical variables when using the orthogonal polynomials (see equation (13)).

Table 2
Partitioning of the Pearson term $X_{I J}^{2}: I=$ Ratings; $J=$ Rankings

| Ratings polynomials $\left(\boldsymbol{\alpha}_{u}\right)$ | $X_{I J}^{2}$ | \% Inertia | $d f$ | $X^{2} / d f$ |
| :--- | ---: | ---: | ---: | ---: |
| 1st order: $\boldsymbol{\alpha}_{1}$ | $\mathbf{1 2 , 7 0 1}$ | $\mathbf{7 0 \%}$ | $\mathbf{8}$ | $\mathbf{1 5 8 8}$ |
| 2nd order: $\boldsymbol{\alpha}_{2}$ | $\mathbf{3 8 8 3}$ | $\mathbf{2 1 \%}$ | $\mathbf{8}$ | $\mathbf{4 8 5}$ |
| 3rd order: $\boldsymbol{\alpha}_{3}$ | 834 | $5 \%$ | 8 | 104 |
| all-higher-order | 941 | $5 \%$ | 40 | 24 |
| Total | 18,359 | $100 \%$ | 64 | 287 |
|  |  |  |  |  |
| Rankings polynomials $\left(\boldsymbol{\beta}_{v}\right)$ | $X_{I J}^{2}$ | \% Inertia | $d f$ | $X^{2} / d f$ |
| 1st order: $\boldsymbol{\beta}_{1}$ | $\mathbf{1 3 , 8 2 0}$ | $\mathbf{7 5 \%}$ | $\mathbf{8}$ | $\mathbf{1 7 2 7}$ |
| 2nd order: $\boldsymbol{\beta}_{2}$ | $\mathbf{3 1 7 8}$ | $\mathbf{1 7 \%}$ | $\mathbf{8}$ | $\mathbf{3 9 7}$ |
| 3rd order: $\boldsymbol{\beta}_{3}$ | 605 | $3 \%$ | 8 | 76 |
| all-higher-order | 756 | $5 \%$ | 40 | 19 |
| Total | 18,359 | $100 \%$ | 64 | 287 |

TABLE 3
Partitioning of the Pearson term $X_{I K}^{2}: I=$ Ratings; $K=$ Countries

| Ratings polynomials $\left(\boldsymbol{\alpha}_{u}\right)$ | $X_{I K}^{2}$ | \% Inertia | $d f$ | $X^{2} / d f$ |
| :--- | ---: | ---: | ---: | ---: |
| 1st order: $\boldsymbol{\alpha}_{1}$ | $\mathbf{2 0 7}$ | $\mathbf{3 5 \%}$ | $\mathbf{4}$ | $\mathbf{5 2}$ |
| 2nd order: $\boldsymbol{\alpha}_{2}$ | $\mathbf{1 3 3}$ | $\mathbf{2 3 \%}$ | $\mathbf{4}$ | $\mathbf{3 3}$ |
| 3rd order: $\boldsymbol{\alpha}_{3}$ | 90 | $15 \%$ | 4 | 23 |
| all-other-order | 159 | $27 \%$ | 20 | 8 |
| Total | 589 | $100 \%$ | 32 | 18 |

### 4.1 Rating-Ranking Data

The rating-ranking data were obtained from a sample of about 5000 participants from five European countries; France, Italy, Germany, UK and Spain. Since Van Herk and Van de Velden (2007) were interested in the comparative use of the different scales, they cross-classified the ratings and rankings. That is, they counted the number of times respondents gave a rating $i$ and a ranking $j$ to the same item. This provided them with a contingency table of size $9 \times 9 \times 5(I \times J \times K)$, in which an entry $n_{i j k}$ denotes the number of times respondents of a country $k$ assigned an item both a rating $i$ and a rank $j$; one could refer to this number as rating-ranking concordance or consistency.

Van Herk and Van de Velden (2007) analysed the association in the three-way table of Ratings $\times$ Rankings $\times$ Countries with standard three-way correspondence analysis.

However, in contrast to Van Herk and Van de Velden (2007), we modelled the association in the table and the ordinality of the two measurement variables by employing orthogonal polynomials for rating and ranking points and generalised singular vectors for country points. The similarity between ratings and rankings of the same set of items would be expected to be higher when inconsistency is low. However, as stated by Van Herk and Van de Velden (2007), inconsistency between ratings and rankings may happen due to the cognitive complexity of the task, because of potential misunderstandings of the procedure, or from the presence of random errors.

### 4.2 Aim of the Analysis

The main questions we shall address here are:

TABLE 4
Partitioning of the Pearson term $X_{J K}^{2}: J=$ Rankings; $K=$ Countries

| Rankings polynomials $\left(\boldsymbol{\beta}_{v}\right)$ | $X_{J K}^{2}$ | $\%$ Inertia | $d f$ | $X^{2} / d f$ |
| :--- | ---: | ---: | ---: | ---: |
| 1st order: $\boldsymbol{\beta}_{1}$ | $\mathbf{1 3 9}$ | $\mathbf{5 5 \%}$ | $\mathbf{4}$ | $\mathbf{3 5}$ |
| 2nd order: $\boldsymbol{\beta}_{2}$ | $\mathbf{7 4}$ | $\mathbf{2 9 \%}$ | $\mathbf{4}$ | $\mathbf{1 8}$ |
| 3rd order: $\boldsymbol{\beta}_{3}$ | 16 | $6 \%$ | 4 | 4 |
| all-other-order | 26 | $6 \%$ | 20 | 1 |
| Total | 255 | $100 \%$ | 32 | 8 |

TABLE 5
Partitioning of the Pearson term $X_{I J K}^{2}: I=$ Ratings $; J=$ Rankings;
$K=$ Countries
$K=$ Countries

| Ratings polynomials $\left(\boldsymbol{\alpha}_{u}\right)$ | $X_{I J K}^{2}$ | \% Inertia | $d f$ | $X^{2} / d f$ |
| :--- | ---: | ---: | ---: | ---: |
| 1st order: $\boldsymbol{\alpha}_{1}$ | $\mathbf{6 3 8}$ | $\mathbf{3 0 \%}$ | $\mathbf{3 2}$ | $\mathbf{2 0}$ |
| 2nd order: $\boldsymbol{\alpha}_{2}$ | $\mathbf{7 0 2}$ | $\mathbf{3 4 \%}$ | $\mathbf{3 2}$ | $\mathbf{2 2}$ |
| 3rd order: $\boldsymbol{\alpha}_{3}$ | 217 | $10 \%$ | 32 | 7 |
| all-higher-order | 505 | $26 \%$ | 160 | 3 |
| Total | 2062 | $100 \%$ | 256 | 8 |
|  |  |  |  |  |
| Rankings polynomials $\left(\boldsymbol{\beta}_{v}\right)$ | $X_{I J K}^{2}$ | \% Inertia | $d f$ | $X^{2} / d f$ |
| 1st order: $\boldsymbol{\beta}_{1}$ | $\mathbf{8 0 9}$ | $\mathbf{4 0 \%}$ | $\mathbf{3 2}$ | $\mathbf{2 5}$ |
| 2nd order: $\boldsymbol{\beta}_{2}$ | $\mathbf{5 4 5}$ | $\mathbf{2 6 \%}$ | $\mathbf{3 2}$ | $\mathbf{1 7}$ |
| 3rd order: $\boldsymbol{\beta}_{3}$ | 281 | $14 \%$ | 32 | 9 |
| all-higher-order | 427 | $20 \%$ | 160 | 3 |
| Total | 2062 | $100 \%$ | 256 | 8 |

1. To what extent is there an association among Ratings, Rankings and Countries?
2. What are the trends of Ratings and Rankings across Countries?
3. Can these trends be more parsimoniously modelled and easier to interpret using orthogonal polynomials rather than singular vectors?

From Table 1, we can assess how much the variables Ratings and Rankings, as well as their mutual association, change across Countries. Fortunately, from Tables 2, 3, 4 and 5, we can also evaluate the importance of the orthogonal polynomials when identifying the most important association terms from the partition of $\Phi^{2}$. This information is also contained in the polynomial core elements of Table 8 .

### 4.3 Size and Nature of the Dependence

Our analysis starts with investigating the importance of the two-way and three-way association terms with the aim of determining if and how Ratings were associated with Rankings across Countries. To this end, we partitioned the Pearson $\Phi^{2}$ statistic into three two-way terms and one three-way term; see equation (5). Given the large number of observations the two-way terms and the three-way term are all statistically significant at the 0.01 level. Therefore, we will in general not refer to significance, but only compare the relative sizes of the inertia $\left(X^{2} / d f\right)$. Indeed, the mean of a $\chi^{2}$ variable is equal to $d f$, thus $X^{2} / d f$ allows for comparisons between $X^{2}$ values from different (asymptotical) chi-squared distributions. The overall association is $X^{2}=21,266(d f=384)$ which shows that there is evidence of a strong association among Ratings, Rankings and Countries.
The percentage contributions to the inertia of the four terms are given in Table 1, but can also be derived from
squaring the polynomial core elements using equation (13); this is akin to squaring the core elements obtained from the generalised singular value (Tucker3) decomposition (see Kroonenberg, 2008, Section 9.5.1). The major source of association in these data is the two-way association between Ratings and Rankings, which contributes to $86 \%$ of the total inertia.

Table 2 shows that, for both the ordered variables Ratings ( $I$ ) and Rankings ( $J$ ), the linear and quadratic polynomials play the most important role in the contribution to the total inertia. Using all row and column orthogonal polynomials lead to statistically significant scores of association for the Ratings and Rankings variables.

The two remaining two-way association terms do not make a substantial contribution to the inertia of these data, as their contribution is very low; $3 \%$ and $1 \%$ of the inertia for $X_{I K}^{2}$ and $X_{J K}^{2}$, respectively. However, the relative size ( $X^{2} / d f$ ) of the two-way association term $X_{I K}^{2}$ (18) is considerably greater than that of the three-way term $X_{I J K}^{2}$ (8). The association between Ratings and Countries in Table 3 indicates differences in rating patterns in the five countries, as well as the association between Rankings and Countries in Table 4 shows some differences in ranking patterns across the five European countries. As Van de Herk and Van de Velden pointed out in their paper, these association terms should be close to zero as the respondents were asked to use a precise rating and ranking system in all countries. However, in practice, respondents did not always perform a consistent rating and ranking evaluation.

In terms of the orthogonal polynomials, Table 3 shows that, when studying the association between Ratings and Countries, the contribution of the first four polynomials lead to statistically significant sources of association, while the polynomials of order greater than five do not. In Table 4, we illustrate the partition of the bivariate term $X_{J K}^{2}$ using the orthogonal polynomials. Here the first and second order polynomials provide the greatest contribution to the association between Rankings and Countries. The first three orthogonal polynomials result statistically significant, while the polynomials of order greater than three are not significant.

Finally, the three-way association is quite dominant and contributes to $10 \%$ of the total inertia; see Table 1 . The orthogonal polynomials which contribute to this trivariate association are all statistically significant and are given in Table 5. We note that the linear polynomial of Ratings is no longer the most important source of association, as the contribution of the quadratic polynomials to the inertia is higher ( $34 \%$ ) in this trivariate association term. Also, its relative size $\left(X^{2} / d f=22\right)$ is higher than the linear polynomial's size ( $X^{2} / d f=20$ ).

Table 6
Rating-ranking data: Un-normalised polynomial coefficients for Ratings and Rankings

|  | Polynomials |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Term | 1 st | 2nd | 3rd | Marg. Prop. |
| Ratings |  |  |  |  |
|  |  |  |  |  |
| rat1 | $\boldsymbol{\alpha}_{\mathbf{1}}$ | $\boldsymbol{\alpha}_{\mathbf{2}}$ | $\boldsymbol{\alpha}_{\mathbf{3}}$ |  |
| rat2 | -1.46 | 1.44 | -1.17 | 0.39 |
| rat3 | -1.08 | 0.28 | 0.75 | 0.19 |
| rat4 | -0.70 | -0.54 | 1.26 | 0.14 |
| rat5 | -0.32 | -1.02 | 0.83 | 0.08 |
| rat6 | 0.06 | -1.16 | -0.05 | 0.08 |
| rat7 | 0.44 | -0.97 | -0.91 | 0.03 |
| rat8 | 0.82 | -0.45 | -1.28 | 0.03 |
| rat9 | 1.20 | 0.42 | -0.69 | 0.02 |
|  | 1.58 | 1.62 | 1.35 | 0.04 |
|  |  | Rankings |  |  |
| rank1 | -0.83 | $\boldsymbol{\beta}_{\mathbf{2}}$ | $\boldsymbol{\beta}_{\mathbf{2}}$ |  |
| rank2 | -0.38 | -0.31 | -0.51 | 0.13 |
| rank3 | 0.07 | -1.00 | 1.00 | 0.12 |
| rank4 | 0.52 | -1.30 | 1.03 | 0.11 |
| rank5 | 0.97 | -1.22 | -1.05 | 0.11 |
| rank6 | 1.42 | -0.76 | -2.03 | 0.11 |
| rank7 | 1.87 | 0.07 | -2.22 | 0.11 |
| rank8 | 2.33 | 1.27 | -1.04 | 0.10 |
| rank9 | 2.78 | 2.85 | 2.08 | 0.11 |
| ryynn |  |  | 0.11 |  |

### 4.4 Polynomial Axis

To compute the orthogonal polynomials, we assign natural scores to the ordered categories of the Ratings and Rankings variables and consider their associated marginal proportions when using Emerson's (1968) recurrence formulae. Table 6 summarises the first, second and third order polynomial coefficients for each of the two ordered ways.
Apart from the normalisations, the coefficients of the orthogonal polynomials in Table 6 show their linear, quadratic and cubic shapes. The normalisations are necessary to respect the orthonormality constraints, and therefore the polynomial components are multiplied by the square root of the marginal proportions. Thus, the zero'th polynomials are not equal to 1.00 but vary based on the square root of their marginal proportions (see the last column of Table 6); for example, after the normalisation, the first rating category labelled as ratl has a zero'th order polynomial coefficient of $\sqrt{0.39}=0.62$.
4.4.1 Model dimensionality and Tucker 3 components. When using the orthogonal polynomials, the number of dimensions is equal to the number of ordered categories, but when using the hybrid decomposition we have to also compute the generalised singular vectors. However for the sake of simplicity, in our application the dimensionality has been selected by inspecting the varying degrees of

Table 7
Tucker 3 component for Countries

| Countries | $r_{1}$ | $r_{2}$ |
| :--- | :---: | ---: |
| Italy (I) | -0.37 | 0.03 |
| United Kingdom (UK) | -0.40 | 0.47 |
| France (F) | -0.43 | -0.50 |
| Spain (S) | -0.47 | 0.57 |
| Germany (G) | -0.54 | -0.46 |

explained variance from the different interpretable plots. Therefore, for Ratings and Rankings, the dimensionality is equal to the number of the orthogonal polynomials, that is, nine, while for the nominal variable Countries only two dimensions are considered. Indeed, the improvement to the explained inertia of the second Tucker3 component was not very important, but this second tube component allowed for a linear-by-linear interactively-coded biplot to be constructed (Figure 4).

Table 7 reports the two generalised singular vectors of the Countries variable. We observe that the scores of Germany and France on the second Tucker3 component of Countries are negative while the scores of Spain, UK and Italy are positive. All countries have large scores for the first and second Tucker3 axis except Italy, whose score on the second axis is close to zero. This will affect the interactively-coded polynomal biplots of Figures 3 and 4.

The dimensionality choice was based on the amount of explained variance when adding/deleting dimensions to the tube variable. Doing so, the resulting explained inertia is 19,971 , that is, $94 \%$ of the total chi-squared statistic. In contrast, the model dimension of the classical analysis performed by Van Herk and Van de Velden (2007) was chosen to be $2 \times 2 \times 1$ and its explained inertia was 17,726 , that is, $83 \%$ of the total chi-squared statistic.

### 4.5 Polynomial Core Array and Generalised Correlations

The next step is to investigate which combinations of polynomials and singular vectors, that is, which triplets ( $\boldsymbol{\alpha}_{u}, \boldsymbol{\beta}_{v}$, and $\boldsymbol{c}_{r}$ ), contribute substantially to the inertia. This information is to be found in the (squared) polynomial core elements. Observe that the sum of the squared polynomial core elements is equal to the total explained inertia, that is, 19,971. As already indicated, the orthogonal polynomials are ordered by their degree and not by their inertia accounted for so that we first have to calculate all polynomials for the row and column ways, as well as the Tucker3 components for the third way, and the polynomial core array. Subsequently, we select those core elements with the highest $z_{u v r}^{2}$. At present, this is a subjective process without stringent significance tests.

Table 8 shows the elements $z_{u v r}$ of the polynomial core array for all combinations of $u, v$, and $r$. Each $z_{u v r}^{2}$ represents the inertia accounted for by the triplet ( $\boldsymbol{\alpha}_{u}, \boldsymbol{\beta}_{v}$, and
$\boldsymbol{c}_{r}$ ) or the strength of the link between these components (see Section 3.3). An inspection of these polynomial core elements in Table 8 shows a strong link $\left(z_{111}^{2}=12,027\right)$ between the linear polynomial of Ratings ( $u=1$ ) and the linear polynomials of Rankings $(v=1)$ when considering the first country component $r=1$. This triplet shows that the association among Ratings, Rankings and Countries is for the largest part linear in both Ratings and Rankings variables, and accounts for $57 \%$ of the total explained inertia. The next largest polynomial core element is due to the triplet of the quadratic polynomial of Ratings with the linear polynomial of Rankings and the first component of Countries $\left(z_{211}^{2}=1867\right)$. While it is much smaller, it still represents an important contribution to fitting the model to the data ( $9 \%$ of total). Another important contributor to the total explained inertia of polynomial core elements is $z_{221}^{2}$ and reflects $8 \%$ of this inertia. It refers to the quadratic components of Ratings and of Rankings when $r=1$.
4.5.1 Contributions of the orthogonal polynomials in an interactively-coded polynomial biplot. From Table 8, we can also compute the percentage contribution of each of the orthogonal polynomials for the two ordered variables to the total inertia ( $X^{2}=21,266$ ). Here, we focus our attention on the rating polynomials since Ratings is the reference variable in the interactively-coded biplot of Figure 2. Table 9 reports the percentage contribution for the Ratings variable. The contribution of the linear polynomial, $\alpha_{1}$, is $z_{10 .}^{2} / X^{2} \times 100=0.63 \times 100=$ $63 \%$, while the quadratic polynomial is $z_{2 \bullet 0}^{2} / X^{2} \times 100=$ $0.21 \times 100=21 \%$. Therefore, Figure 2 accounts for $84 \%$ of the total inertia when using the linear-by-quadratic polynomials; we shall describe this figure in more detail in Section 5.2.
4.5.2 Contributions of the orthogonal polynomials in a single-variable polynomial biplot. For biplots constructed under a single-variable isometry the coordinates are determined from the axes of the interactively-coded Rankings (column) and Countries (tube) variables; from them we get $V=9$ column polynomials and $R=2$ generalised singular vectors for the Countries variable. This implies that, when constructing such biplots, one has to select which of the 18 hybrid polynomial axes to portray the association. For the sake of simplicity here, the choice of these axes is determined by the size of the inertia along each axis; see Table 10.

The most dominant inertia lies along the second axis ( $\boldsymbol{\beta}_{1}, \boldsymbol{c}_{1}$ ) and is calculated from the sum of the associated squared polynomial core elements: $z_{\bullet 11}^{2}=\sum_{u=0}^{U} z_{u 11}^{2}=$ 13,929 . Therefore, its contribution to the total inertia is $13,929 / 21,266 \times 100=66 \%$. Note this second axis is the hybrid polynomial computed using the linear polynomial of Rankings combined with the first generalised

Table 8
Polynomial core array: $z_{u v r}$

| Ratings | Countries: Tucker3 component $r_{1}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Rankings |  |  |  |  |  |  |  |  |
|  | $v_{0}$ | $v_{1}$ | $v_{2}$ | $v_{3}$ | $v_{4}$ | $v_{5}$ | $v_{6}$ | $v_{7}$ | $v_{8}$ |
| 0th order: $u_{0}$ | 0.00 | 1.33 | -1.02 | 0.18 | -0.29 | -0.09 | 0.11 | -0.06 | -0.11 |
| 1st order: $u_{1}$ | -0.52 | -109.67 | -25.92 | -12.07 | -3.21 | -1.90 | 1.59 | -0.30 | -1.61 |
| 2 nd order: $u_{2}$ | 0.95 | 43.21 | -42.81 | -13.76 | -8.69 | 0.13 | -1.98 | -0.16 | 0.89 |
| 3th order: $u_{3}$ | -0.38 | -2.78 | 25.32 | -14.34 | -0.27 | -5.09 | -0.89 | 1.01 | 2.34 |
| 4th order: $u_{4}$ | 0.39 | -4.22 | -12.72 | 6.39 | -11.00 | 3.36 | -2.27 | -0.99 | -2.03 |
| 5th order: $u_{5}$ | 0.03 | 1.48 | 1.86 | -6.16 | -1.52 | -10.87 | 5.18 | -0.20 | -1.64 |
| 6th order: $u_{6}$ | -0.12 | 0.07 | 2.72 | 4.54 | -1.55 | -2.85 | -11.64 | 3.29 | 1.17 |
| 7th order: $u_{7}$ | 0.12 | -1.81 | -1.67 | -0.78 | 1.32 | 1.63 | -2.31 | -10.87 | 1.46 |
| 8th order: $u_{8}$ | -0.26 | -1.21 | -0.41 | -0.77 | -1.60 | -0.24 | 0.19 | -2.41 | -11.28 |


| Ratings | Countries: Tucker3 component $r_{2}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Rankings |  |  |  |  |  |  |  |  |
|  | $v_{0}$ | $v_{1}$ | $v_{2}$ | $v_{3}$ | $v_{4}$ | $v_{5}$ | $v_{6}$ | $v_{7}$ | $v_{8}$ |
| 0 th order: $u_{0}$ | 0.00 | -5.24 | 2.53 | -3.42 | 2.44 | -2.53 | 0.98 | -0.63 | 0.41 |
| 1st order: $u_{1}$ | -13.85 | -16.65 | -8.93 | 2.03 | -1.01 | 0.42 | -0.35 | 0.43 | 0.91 |
| 2 nd order: $u_{2}$ | 6.37 | -12.20 | -10.32 | -9.75 | -0.40 | -0.28 | -0.38 | 0.18 | -1.06 |
| 3th order: $u_{3}$ | -5.47 | 3.08 | 0.72 | -2.45 | -4.45 | -1.07 | 0.29 | -0.63 | 1.28 |
| 4th order: $u_{4}$ | 4.09 | -4.49 | 1.96 | 3.74 | 0.79 | -2.83 | 0.87 | 0.05 | -0.54 |
| 5 th order: $u_{5}$ | -4.87 | 2.55 | 0.74 | -1.20 | 1.68 | 3.00 | -1.95 | -0.58 | -0.42 |
| 6th order: $u_{6}$ | 1.86 | -2.19 | 0.46 | 0.15 | -2.09 | -1.77 | 2.56 | 0.67 | 0.62 |
| 7th order: $u_{7}$ | -0.63 | 1.66 | -0.11 | -1.32 | 0.36 | 0.09 | -0.99 | 0.39 | -1.28 |
| 8th order: $u_{8}$ | 0.73 | 0.48 | 0.73 | 0.01 | 0.36 | 0.33 | -0.09 | 1.43 | 2.48 |

Table 9
Percentage contributions of the rating polynomials to the total explained inertia

| Row polynomials |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha_{0}$ axis1 | $\begin{gathered} \alpha_{1} \\ \text { axis2 } \end{gathered}$ | $\begin{gathered} \boldsymbol{\alpha}_{2} \\ \text { axis3 } \end{gathered}$ | $\begin{gathered} \alpha_{3} \\ \text { axis4 } \end{gathered}$ | $\begin{gathered} \boldsymbol{\alpha}_{4} \\ \text { axis5 } \end{gathered}$ | $\begin{gathered} \alpha_{5} \\ \text { axis6 } \end{gathered}$ | $\begin{gathered} \boldsymbol{\alpha}_{6} \\ \text { axis } 7 \end{gathered}$ | $\begin{gathered} \boldsymbol{\alpha}_{7} \\ \text { axis8 } \end{gathered}$ | $\begin{gathered} \boldsymbol{\alpha}_{8} \\ \text { axis9 } \end{gathered}$ | \% Inertia |
| 0 | 63 | 21 | 4 | 2 | 1 | 1 | 1 | 1 | 94 |

Table 10
Percentage contributions of the hybrid polynomials in the single-variable polynomial biplot

| Hybrid column-tube polynomials |  |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| $\boldsymbol{\beta}_{0}, \boldsymbol{c}_{1}$ <br> axis1 | $\boldsymbol{\beta}_{1}, \boldsymbol{c}_{1}$ <br> axis2 | $\boldsymbol{\beta}_{2}, \boldsymbol{c}_{1}$ <br> axis3 | $\boldsymbol{\beta}_{3}, \boldsymbol{c}_{1}$ <br> axis4 | $\boldsymbol{\beta}_{4}, \boldsymbol{c}_{1}$ <br> axis5 | $\boldsymbol{\beta}_{5}, \boldsymbol{c}_{1}$ <br> axis6 | $\boldsymbol{\beta}_{6}, \boldsymbol{c}_{1}$ <br> axis7 | $\boldsymbol{\beta}_{7}, \boldsymbol{c}_{1}$ <br> axis8 | $\boldsymbol{\beta}_{8}, \boldsymbol{c}_{1}$ <br> axis9 |  |
| 0 | $\mathbf{6 6}$ | $\mathbf{1 6}$ | 3 | 1 | 1 | 1 | 1 | 1 |  |
| $\boldsymbol{\beta}_{0}, \boldsymbol{c}_{2}$ | $\boldsymbol{\beta}_{1}, \boldsymbol{c}_{2}$ | $\boldsymbol{\beta}_{2}, \boldsymbol{c}_{2}$ | $\boldsymbol{\beta}_{3}, \boldsymbol{c}_{2}$ | $\boldsymbol{\beta}_{4}, \boldsymbol{c}_{2}$ | $\boldsymbol{\beta}_{5}, \boldsymbol{c}_{2}$ | $\boldsymbol{\beta}_{6}, \boldsymbol{c}_{2}$ | $\boldsymbol{\beta}_{7}, \boldsymbol{c}_{2}$ | $\boldsymbol{\beta}_{8}, \boldsymbol{c}_{2}$ |  |
| axis10 |  |  |  |  |  |  |  |  |  |
| axis11 |  |  |  |  |  |  |  |  |  |
| axis12 |  |  |  |  |  |  |  |  |  |
| axis13 | axis14 | axis15 | axis16 | axis17 | axis18 | \% Inertia |  |  |  |
| 1 | $\mathbf{2}$ | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 94 |

vector of Countries. Similarly, along the third axis, where ( $\boldsymbol{\beta}_{2}, \boldsymbol{c}_{1}$ ), the inertia is calculated from the sum of the associated squared polynomial core elements: $z_{\bullet 21}^{2}=$ $\sum_{u=0}^{U} z_{u 21}^{2}=3322$ and its contribution to the total inertia is $3322 / 21,266 \times 100=16 \%$ (see Tables 8 and 10). Therefore, Figure 3 accounts for $82 \%$ of the total inertia when using the linear-by-quadratic hybrid polynomials. Finally, note that the 11th hybrid axis ( $\boldsymbol{\beta}_{1}, \boldsymbol{c}_{2}$ ) is given by the linear polynomial of Rankings combined with the second generalised vector of Countries and its contribution to the total inertia is $309 / 21,266 \times 100=2 \%$. Figure 4 portrays the association when using the linear-by-linear hybrid polynomials and accounts for $68 \%$ of the total inertia. Figures 3 and 4 will be described in more detail in the next section.

## 5. GRAPHING ASSOCIATION

As indicated above, numerical summaries are seldom enough for understanding complex relationships and this is certainly the case with three-way data. We argued above that polynomial biplots are suitable graphical tools to visualise the symmetrical or non-symmetrical association for ordered three-way contingency tables. In this section, we present examples of both the interactively-coded and the single-variable polynomial biplots to understand this dependence structure. To put the contribution of the polynomial biplots into perspective, in Section 5.1, we first visualise the association between the rating-ranking data after carrying out a classical symmetrical three-way correspondence analysis based on the Tucker3 decomposition. Then in Sections 5.2 and 5.3, we illustrate the two kinds of polynomial biplots (described in Section 3.4) based on the hybrid decomposition resulting from using the orthogonal polynomials for the ordered row and column variables (Ratings and Rankings) and the Tucker3 components for the nominal tube variable (Countries). It is also worth noting that in both cases these graphs display the complete information on the total association and not just one of the two-way association term (or even just the three-way association term). This implies that one may also focus on details in those association terms, even though we do not do so in the present example, since our primary interest is in describing the proposed methodology.

### 5.1 Biplots for the Classical Symmetrical Three-Way Correspondence Analysis

Figure 1 shows the association of Ratings and Rankings across Countries categories when using the Tucker3 components for the row, column and tube variables; see also Van Herk and Van de Velden (2007). The dimensionality of the space for their analysis was chosen to be $2 \times 2 \times 1$ and was based on the amount of explained variance when adding/deleting dimensions. Notwithstanding the dimension reduction, the resulting explained inertia


Fig. 1. Row isometric biplot according to classical symmetrical three-way correspondence analysis.
is 17,726 , that is, $83 \%$ of the total chi-squared statistic. Having only two row components, the first two axes of the interactively-coded biplot represent $83 \%$ of the total inertia. Here, the Rankings and Countries categories are interactively-coded and are visually represented by standard coordinates while the Ratings categories are depicted using principal coordinates. In classical three-way correspondence analysis of Figure 1, the origin of the plot represents the independence among the variables.

In Figure 1, the point labelled rat9 represents the rating score 9 . The points labelled R9G, R9F, R9S, R9I, R9UK represent the rank of 9 given in Germany, France, Italy, Spain and UK, respectively. It can be seen that the items considered least important (i.e., having ratings/rankings of 1 and 2) are located on the right-hand side of the plot, while the items considered most important (i.e., those with ratings/rankings of 8 and 9 ) are located on the lefthand side of the plot. Indeed, a hierarchy from least to most important can be clearly distinguished when looking at the ranking scores across the five countries, but it is less evident when observing the rating values. On the right side of the plot, we can see only ratl and rat2, while the remaining rating categories are on the left side of Figure 1. Therefore, there is a clear inconsistency between the rankings of 6 and 7, and the rating of 3. As noted by Van Herk and Van de Velden (2007), the distances between scale points are not equal for either rating or ranking points. For example, the distance between rating points 8 and 9 is smaller than that between rating points 1 and 2 . Furthermore, it can be observed that countries have been placed in the same order for each ranking score; Germany is located furthest from the origin, the UK is located closest
to the origin and the other countries lie in between the two. Figure 1 also shows more consistency between the high ranking score of Germany, France, Italy, Spain and UK ( $R 9 G$, R9F, R9S, R9I, R9UK) and the high rating category, rat9. The ranking-country association suggests possible differences in response patterns between countries. Indeed, there are also differences in the use of ranking between countries. Participants in Germany (points R1G through to $R 9 G$ ) show more discrimination in their rankings than participants in, for example, Italy or UK, whose points are closer to the origin of the plot.

### 5.2 Interactively-Coded Polynomial Biplot for the Symmetrical Hybrid Decomposition

As explained above, the polynomial interactively-coded biplot has the same structure as its classic version, but now the axes are defined in terms of the orthogonal polynomials. Thus a comparison between the two rests on the interpretation of the axes and on the meaning of the origin of the plot.

In the polynomial biplot of Figure 2, the Ratings variable is depicted using standardised coordinates, while the interactively coded categories of Rankings and Countries are depicted using principal coordinates; the polynomial axes of Figure 2 account for about $84 \%$ of the total explained inertia (see Table 8 and the inertia of row polynomials in Section 4.5.1). The horizontal polynomial axis of Figure 2 reflects the linear polynomial of the Ratings variable and is weighted with respect to the row proportions. Similarly, the vertical polynomial axis reflects the quadratic polynomial of the variable and is also weighted with respect to its marginal proportions. As the data are


Fig. 2. Interactively-coded polynomial biplot from an ordinal symmetrical three-way correspondence analysis.
centred at the origin of the plot, and the rows are depicted using standard coordinates, the origin of the plot corresponds to the position of the mean rating; which is shown to be 3 (rat3). We note that the categories of the Ratings variable do not follow a perfect parabolic curve since there are large differences in the linearity (or mean values) of its categories. Based on the principal coordinates only, distances between the interactively-coded RankingsCountries categories can be measurable and interpretable. For example, the highest ranking values for Germany and France, $R 9 G$ and $R 9 F$, are close to each other showing the greatest consistency than any other Rankings-Countries pair.

When examining the rankings, the ranks of 4,5 , and 6 across all of the countries are associated with a low rating value of 2 and 3 , showing that there exist inconsistencies in how the different countries rate. The mean value of the two lowest rating levels, ratl and rat2, are less than the overall mean rating (since these categories are located on the left side of the plot) while rat 4 through to rat 9 have a mean value that is higher than the overall mean.

We can also observe some differences across countries in terms of ranking variability. For example, rankings are higher for Germany and France (note the large cooordinates on the second axis for $R 9 G$ and $R 9 F$ ) while the rankings are lower for Spain, Italy and UK. Given the large coordinate values along the first and second axis, note that there is a strong association between the highest level of rating (rat9) and the highest level of ranking given by Germany and France ( $R 9 G$ and $R 9 F$ ). One can also see that there exists an association between the lowest level of rating (ratl) and the lowest level of ranking for Germany, Spain and UK (R1G, R1S and R1UK). Figure 2 also shows that the increasing rating levels are associated with increasing levels of ranking, but not at the same level (e.g., rat 3 is strongly associated with $R 6 G, R 6 F)$. This is consistent with the two-way association terms summarised in Table 1; recall that the inertia for Ratings $\times$ Rankings and Ratings $\times$ Countries accounted for $86 \%$ and $3 \%$, respectively.

### 5.3 Single-Variable Polynomial Biplot for the Symmetrical Hybrid Decomposition

The biplots constructed under a single-variable isometry are interpreted in a similar way to interactively-coded biplots. However, it is the basis of the space in which the categories of the variables are displayed that is different. The variable coordinates are now determined by the axes of the interactively-coded Rankings and Countries variables.
5.3.1 Linear-by-quadratic polynomial biplots. For the single-variable polynomial biplot of Figure 3, the horizontal axis consists of the combination of the linear Rankings polynomial, $\boldsymbol{\beta}_{1}$, and the first generalised axis


FIG. 3. Single-variable polynomial biplot from an ordinal symmetrical three-way correspondence analysis.
(Tucker3 component) for Countries, $\boldsymbol{c}_{1}$, while the vertical axis stems from the combination of the quadratic Rankings polynomial, $\boldsymbol{\beta}_{2}$, and, again, the first generalised Countries axis, $\boldsymbol{c}_{1}$. Therefore, we note that there are parabolic trends between the interactively-coded columntube variables and the row variable (see Section 4.5.2). In Figure 3, for all countries, the parabolas are concave. Since the narrowness of the parabolas is determined by the size of the quadratic polynomial coordinates of Rankings, higher coordinates produce narrow parabolic trends (e.g., UK and Italy) and coordinate values close to zero lead to flat parabolas. Here, unlike the interactively-coded biplot of Figure 2, the Rankings-Countries categories are depicted using standard polynomial coordinates and the rating categories are depicted using principal polynomial coordinates. Therefore, only distances between rating category points can be properly assessed. As the columntube categories have standardised coordinates in Figure 3, the origin of the plot represents the mean of the rankings; it shows that the mean ranking across all Countries is 5 (R5). This mean ranking is strongly associated with ratings 2 and 3 (rat2 and rat3).

As we described for Figure 1, it can be observed from Figure 3 that the countries have been placed in the same order for each ranking score. However in contrast to Figure 1, participants in Italy show less discrimination in their rankings as Italy is located closest to the origin followed by UK, France, Spain and Germany, where the latter is always the furthest country from the origin. Furthermore, given the isometry of the Ratings variable, Figure 3 shows that the distance of rat9 from rat8 is much shorter
than the distance of ratl from rat2. Therefore the participants show less discrimination in their high ratings than in the lowest ratings. Figure 3 accounts for $82 \%$ of the total inertia which is commensurate with Figure 2.

Note that, for all countries, say for example Germany $(G)$, the Ranking categories lie in a linearly decreasing order along the horizontal axis of Figure 3. The low levels of Rankings, R1 and $R 2$, across the countries are primarily associated with the low level of Ratings (ratl) that lie on the right side of the horizontal axis below the mean of the linear polynomial of Rankings. Furthermore, items considered least important with a rating of $2(\mathrm{rat} 2)$ are located on the right-hand side of the biplot, showing a strong association with $R 4$, while ratings of $6,7,8$ and 9 (rat6, rat 7 , rat8, rat 9 ) are located on the left of the plot, above the mean of the linear polynomial of Rankings (R5). However, items with ratings of 3,4 and $5(r a t 3, r a 4, r a t 5)$ are on the same side of the plot showing some inconsistencies between rankings and ratings, and appear more evident than what Figure 1 shows.
5.3.2 Linear-by-linear polynomial biplots. Figure 4 is the polynomial biplot of linear-by-linear hybrid polynomials. Therefore, the configuration of the plot is akin to the spokes of a cartwheel, where all lines go through the origin due to the centring of the orthogonal polynomials (see Section 3.4.3). In Figure 4, the horizontal axis is the combination of the linear ranking polynomial, $\boldsymbol{\beta}_{1}$, and the first generalised singular axis (Tucker3 component) for Countries, $\boldsymbol{c}_{1}$, while the vertical axis is the combination of the linear Rankings polynomial, $\boldsymbol{\beta}_{1}$, and the second generalised singular Countries axis, $\boldsymbol{c}_{2}$. From Table 7, we


FIG. 4. Single-variable polynomial biplot by ordinal symmetrical three-way correspondence analysis.
can see that, on this second Tucker3 axis, UK and Spain have a larger score than they do on axis $\boldsymbol{c}_{1}$ and are opposite in sign, while France and Germany have the same score sign on the two Tucker 3 axes, $\boldsymbol{c}_{1}$ and $\boldsymbol{c}_{2}$. Indeed, we also observe that the score of Italy along $\boldsymbol{c}_{2}$ is close to zero, and so the ranking of Italy lies almost adjacent to the first axis. All ranking categories are linearly ordered on both the horizontal and vertical axis, while the interactively coded categories $R 5 G, R 5 F, R 5 S, R 5 I, R 5 U K$ all have a zero coordinate as the mean ranking is 5 .

As in Figure 3, the explained inertia along the horizontal axis is $66 \%$; see also Table 10. Along the vertical axis, the explained inertia is $2 \%$. Figure 4 accounts for $68 \%$ of the total inertia. This reduction in quality, when compared with Figures 2 and 3, can be explained because of the large number of polynomials required to optimally depict the association. However, Figure 4 does provide an interesting representation of the linearity of the interactivelycoded ranking-country categories.

In the interactively-coded biplot of Figure 4, we observe that all categories for Spain and UK lie on the same line and the ranking categories ( $R 9$ through $R 1$ ) lie in a linearly decreasing order from the top-left to the bottomright. We also note a reversal of ordering of rankings for Germany and France, when compared to Spain and UK; see Table 7.

In contrast to Figure 1, when only considering the linearity of ranking categories (ignoring its variability unlike Figure 2), Figure 4 shows that the participants of Spain and UK are very consistent in their rankings of items. It also shows that the participants in Germany and France have similar rankings. However, Italian participants exhibit very little variation in how they rank, highlighting a very different approach when ranking items.

## 6. CONCLUSION

The methodology of both symmetrical and non-symmetrical ordered three-way correspondence analysis has been discussed with the aim of showing how both ordering and dependency can be incorporated into the modelling of the association of the three variables using threeway correspondence analysis. The major benefits of including such design aspects into the analysis include its ability to incorporate pre-existing information about the data in the modelling phase.

Including the order of the categories has been achieved by replacing the singular vectors with orthogonal polynomials. Generating orthogonal polynomials (Favard, 1935, Chihara, 1978, 1990) using the recurrence formulae described for categorical variables by Emerson (1968) has been shown to be especially useful in this respect. These polynomials provide information about the sources of variation in the variables by examining their linear, quadratic or higher-order trends, which is difficult to do
using the Tucker3 approach or other similar nominally structured methods of three-way decomposition.

The orthogonal polynomials (and/or the singular vectors) used for the partition of the three-way measures of association are computed here for the complete model. However, the axes derived from these polynomial/singular vectors are the same as those used in the decomposition of the various association terms derived from the partition. To further understand what is gained by considering ordered and/or hybrid variants of three-way correspondence analysis, further investigations can be made to analyse those association terms that come from the familywise decompositions of Pearson's $\Phi^{2}$ statistic (Lombardo, Takane and Beh, 2020).

We have described how the technical issues of the variants of three-way correspondence analysis presented in this paper can be applied to a three-way contingency table with a non-symmetrical association structure. A comprehensive discussion of all these variants including the issue of the best model dimension choice shall be left for future consideration.
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