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Resume

La réactivité des anodes de carbone avec le CO- est I'une des principales préoccupations des
alumineries utilisant le procédé Hall-Héroult. Une telle réactivité n'est pas souhaitable car
elle augmente la consommation nette de carbone et raccourcit ainsi la durée de vie des
anodes. La surconsommation d'anode est affectée par la réactivité intrinséque de I'anode et

les phénomenes de transport de masse.

Différents modéles mathématiques du processus de gazéification ont été développés pour

différentes géométries et techniques :

La premiere partie de ce travail se concentre sur la gazéification d'une seule particule d'anode
de carbone avec du COy, en utilisant un modele de réaction-transport détaillé, basé sur la
cinétique intrinseque de la réaction et le transport des especes gazeuses. Le modéle comprend
les équations de conservation de la masse pour les composants gazeux et les particules solides
de carbone, ce qui donne un ensemble d'équations différentielles partielles non linéaires,
résolues a l'aide de techniques numériques. Le modéle peut prédire le taux de génération de
gaz, les compositions de gaz et le taux de consommation de carbone pendant la gazéification
d'une particule de carbone. Différents modéles cinétiques ont été comparés pour décrire le

comportement de gazéification des particules de carbone. Il a été constaté que le modele de



pores aléatoires (RPM) fournissait la meilleure description de la réactivité des particules
d'anode. Le modéle a également prédit le retrait des particules pendant le processus de
gazéification. Le modéle a été validé a l'aide de résultats expérimentaux obtenus avec
différentes gammes de tailles de particules. Un bon accord entre les résultats du modele et
les données expérimentales a montré que cette approche pouvait quantifier avec succes la
cinétique de gazéification et la distribution du gaz au sein de la particule anodique. De plus,
le modele Langmuir-Hinshelwood (L-H) est utilisé afin de capturer I'effet d'inhibition du

monoxyde de carbone sur la réaction de gazéification.

Dans la deuxieme partie, la simulation du processus de gazeéification de I'anode avec du COs,
en tant que lit de particules d'anode a été considérée. Le modele numérique de la méthode
des éléments discrets CFD multi-échelles (DEM) a été développé sur la base d'un concept
eulérien-lagrangien. Le modele comprend une méthode des éléments finis eulériens (FEM)
pour le gaz et les particules solides, et un DEM lagrangien pour la phase particulaire, cette
derniere visant a capturer I'effet de retrait des particules (mouvement des particules lors de la
gazéification). Les propriétés physiques des particules, telles que la porosité et la surface
spécifique, et les propriétés thermochimiques des particules, telles que la chaleur de réaction,
sont finalement suivies. Les changements géométriques des particules, le transfert de chaleur
et de masse, le retrait des particules et les réactions chimiques sont pris en compte lors de la
gazéification de l'anode avec du CO». Les profils dynamiques de concentration et de
température du réactif et des gaz produits ainsi que la conversion solide ont été modélisés a
la fois dans les vides entre les particules et les pores a l'intérieur de chaque particule. Pour
valider le modele, des tests expérimentaux ont été réalisés a l'aide d'un lit de particules

anodiques.

Dans la derniére partie, une simulation d'une dalle d'anode a été réalisée. Le modéle contient
la masse et les équations de transfert de chaleur pour les composants gazeux et les particules
solides de carbone, ce qui donne un ensemble d'équations différentielles partielles non
linéaires, résolues a l'aide de techniques numeriques. Le modele peut prédire le taux de

génération de gaz, les compositions de gaz et le taux de consommation de carbone, la chute



de pression et la distribution de température pendant la gazéification d'une particule de
carbone.

Mots clés: anode, réactivité, modele multi-échelle, porosité, phénomeénes de transport de
masse; retrécissement; CFD; DEM; FEM.
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Abstract

The reactivity of carbon anodes with CO; is one of the main concerns in aluminum smelters
using the Hall-Héroult process. Such reactivity is not desirable because it increases the net
carbon consumption and thus shortens the lifetime of the anodes. Anode overconsumption is

affected by anode intrinsic reactivity and mass transport phenomena.

Different mathematic models of the gasification process were developed for different
geometries and technics:

The first part of this work focuses on the gasification of a single carbon-anode particle with
CO., using a detailed reaction-transport model, based on the reaction intrinsic kinetics and
transport of gaseous species. The model includes the mass conservation equations for the gas
components and solid carbon particles, resulting in a set of nonlinear partial differential
equations, being solved using numerical techniques. The model may predict the gas
generation rate, the gas composition, and the carbon consumption rate during the gasification
of a carbon particle. Various kinetic models were compared to describe the gasification
behavior of carbon particles. It was found that the Random pore model (RPM) provided the

best description of the reactivity of anode particles. The model also predicted the particle



shrinkage during the gasification process. The model was validated using experimental
results obtained with different particle size ranges. Good agreement between the model
results and the experimental data showed that this approach could quantify with success the
gasification kinetics and the gas distribution within the anode particle. In addition, the
Langmuir-Hinshelwood (L-H) model is used in order to capture the inhibition effect of

carbon monoxide on the gasification reaction.

In the second part, the simulation of the gasification process of anode with CO2, as an anode
particle bed, was considered. Numerical multiscale CFD-discrete element method (DEM)
model was developed based on an Eulerian-Lagrangian concept. The model includes an
Eulerian finite element method (FEM) for the gas and solid particles, and a Lagrangian DEM
for the particle phase, the latter intending to capture the particle shrinkage effect (movement
of particles during gasification). The physical properties of particles, such as porosity and
specific surface area, and the thermochemical properties of particles, such as the heat of
reaction, are ultimately tracked. Geometric changes in particles, heat and mass transfer,
particle shrinkage and chemical reactions are considered during anode gasification with CO».
The dynamic concentration and temperature profiles of the reactant and product gases as well
as the solid conversion were modeled both in the voids between the particles and the pores
inside each particle. To validate the model, experimental tests were performed using a bed

of anode particles.

In the last part, a simulation of the anode slab was carried out. The model contains the mass,
and heat transfer equations for the gas components and solid carbon particles, resulting in a
set of nonlinear partial differential equations, which are solved using numerical techniques.
The model can predict the gas generation rate, gas compositions, and carbon consumption
rate, pressure drop, and temperature distribution during the gasification of an anode slab.

Key Words: Anode, Reactivity, Multi-scale model, Porosity, mass transport phenomena;
shrinkage; CFD; DEM; FEM
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Introduction

History

Aluminum is one of the metals found abundantly on the earth’s surface. This metal is light,
has a good thermal and electrical conductivity, and is resistant to corrosion by forming a thin,
invisible protective layer of aluminum oxide on its surface [1, 2]. This layer is formed
spontaneously upon contact with air or pure water at room temperature [1, 3]. Due to such
qualities, aluminum is used in many fields such as the shipping industry, air transport, road

transport, and packaging of edible products, to name just a few.

As can be seen in the world map below (Figure 1), according to the current statistics provided
by Mannweiler Consulting, aluminum production was almost doubled over 10 years (i.e.,
from 2010 to 2020), rising from 40 to 70 million tonnes a year. During this period, China

was constantly the world's largest producer, and countries of North America countries gave

up their second place to those from the Middle East and Russia.

World Aluminum Production

2010 2020
40 MM tons 70 MM tons

|By 2020 about 50 % of
flworld Aluminum Production
will be in China

Figure I. The world map of aluminum production [4]



Figure Il shows alumina refinery and smelters in Canada. Canada's primary aluminum

production in 2019 was estimated at 2.85 million tonnes. One alumina refinery is located in

Quebec. Also located in this province are 10 aluminum smelters (on 9 sites), with the

Alouette facility in Sept-Tles being the largest, capable of producing as many as 602,000

tonnes per year. There is also another smelter is in British Columbia (on one site) [5].
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Rio Tinto Aluminium (Saguenay-Lac-Saint-Jean)

Rio Tinto Aluminium (Saguenay-Lac-Saint-Jean)

Alcoa Inc. (Deschambault)

Alcoa, 75%; Rio Tinto Aluminium, 25% (Bécancour)

Rio Tinto Aluminium (Kitimat)

Figure 1l. Canadian aluminum refinery and smelters’ estimated capacity [5]

A common process involved in aluminum production is the Hall-Héroult. As far back as

1886, Paul (Louis-Toussaint) Héroult discovered in France the cryolite bath technology

associated with electrolysis to dissolve alumina in oxygen and metallic aluminum=—In the

same year, Charles Martin Hall independently invented at United States the same technology.

Industrial exploitation of this discovery began in 1889 in France and the United States.



In the electrolytic cell, the temperature of the cryolite bath is approximately 960 °C. The
addition of certain salts lowers the temperature of the melting point of cryolite, which is about
1010 °C and allows the dissolution of alumina. It is a chemical compound that occurs
naturally in Greenland [6-8]. With its limited quantities and high extraction price, this natural
compound has been replaced by an artificial mixture of sodium, aluminum, and calcium
fluorides [3]. To obtain 1 ton of aluminum, 2 tons of alumina [approximately 4 to 5 tons of
bauxite is required for 2 tons of alumina], half a ton of anode, and 13 MWh of electrical
energy are needed [9]. Figure Il illustrates the Hall-Héroult technology, which is a
fundamental part of obtaining commercially pure aluminum. A carbon-containing
electrolysis cell is fed by alumina, with the electrolysis reaction that takes place being as
follows [9]:

2 Al,Os (diss) + 3 C (s) —4 Al (m) + 3 CO2 (g), 0]

Alimentation en alumine
Alumina Feeder
Capot de la cuve

Pot Hood \

Anode Crolite

Top Crust

Aluminium en fusion

Molten Aluminium Gelée

Ledge

Bloc cathodique de Electrolyte
carbone Electrolyte

Cathode Carbon Block [N

Isolation réfractaire
Refractory Insulation

Bar collectrice _ v Caisson d'acier
Collector Bar Steel Shell

Figure 111. Schematic representation of aluminum electrolysis cell with anodes [10]



The cells contain carbon anodes and cathodes, and the electrolysis leads to aluminum
production in the Hall-Herault cell. The cathode placed at the bottom of the electrolysis cell
is made of anthracite or graphite and a pitch as a binder. Cathodes are classified under 3
categories: semi-graphitized, graphitic, and graphitized. The graphitized coke is heat-treated
between 2400 and 3000°C, while the semi-graphitic and graphitic coke are calcined at around
1200 °C before being crushed and sieved. These aggregates are then mixed with coal-tar
pitch, extruded, and baked. Carbon cathodes require a good electrical conductivity and high
resistance to wear. The required components for the production of anodes are petroleum coke
(60-70 wt.%), coal tar pitch (14-17 wt.%), and anode scrap (15-20 wt.%). The filler is the

coal-tar pitch, which serves to fill the void between the solid petroleum coke particles.

The process of chemical reactions consumes approximately 75% of the anodes. The rest stem
from the reactions occurring between the anode with either air above the cell or carbon
dioxide produced in electrolysis reactions. This surplus of anode consumption markedly

pertains to process economics.

‘Dusting’ is one of the implications that happens as the carbon anode reacts with CO». This
occurs as the mechanical dislodging of particulate carbon, which is loosened by the reaction
during the cell’s normal operation, and the particulates drop into the electrolyte. Dust
formation is thought to occur due to preferential oxidation of the more reactive pitch coke,
allowing for the disintegration of the rest of the anode structure for which the pitch coke acts
as the glue [11, 12].

Solid carbon is oxidized to carbon dioxide gas at the carbon anodes, which is then released
into the atmosphere. At the carbon cathode, aluminum ions are reduced to elemental
aluminum. More dense liquid aluminum sinks to the vessel's bottom, where it can be
siphoned off periodically in a process called tapping. The consumption of carbon anode
Follows the process and lasts almost 25 days in the pot. Consequently, a new anode should
replace it. Once one-third to one-fourth of anode's original size has been consumed, the
residual anode is removed, crushed, and recycled as raw material to produce new anodes [13,
14].



Statement of the Problem

Multiple drawbacks still exist in aluminum industries, including pollutant emissions, high-
energy consumption, and carbon anode overconsumption. In general, the sum of the

following contributes to the anode consumption:

» Electrochemically forming carbon dioxide,

» Electrochemically forming carbon monoxide,
» The carboxy reaction (Boudouard),

« Airburn, and

» Preferential oxidation yielding dusting [15].

Equation 1l represents the alumina-to-aluminum electrolytic conversion of theoretical carbon
consumption. In addition to the main reaction, a number of side reactions may occur in this
process, which is listed in Table I. Because of the reoxidation reaction, current efficiency

loss is taken into consideration Based on electrolytic carbon loss [15];
2Al + 3C0O2 — Al203 + 3CO (1

Generated carbon monoxide mass makes up 7.1 % of CO2 mass during this process. The
reaction of the anode with air to produce CO> possibly occurs in addition to electrolytic
reactions. As these reactions lead to increased net carbon consumption, they are undesirable
[16, 17]. The theoretical carbon consumption for aluminum electrolysis is 0.334 kg per kg of
Al produced. However, since the cell efficiency is usually less than 100 %, the real
electrolytic consumption of carbon is around 0.41 kg per kg of Al produced. Keller et al. [18]
reported that the extra cost associated with the overconsumption of one kg of anode per one
tonne of produced aluminum is around $2 US. The overconsumption of a midsize smelter
(producing 300,000 tonnes of aluminum and requiring 150,000 anodes per year) is
approximately 40 kg per anode. Therefore, the estimated extra cost could amount to $12
million US per year [17, 18]. The oxidation of carbon with oxygen in the air is the basis of

the air reactivity:

C (s) + 02 (9) — CO2(9), (1



and
2C (s) + O2 (g)— 2CO(Q). (V)

The electrochemical reaction at the anode bottom generates CO2 molecules, which react with
the anode surface. This inevitable reaction is called ”Boudouard” [16], is impossible to
prevent and is represented by Equation V. Furthermore, CO diffusion may occur through
the porous structure, a process responsible for the consumption of the anode’s interior:

C (s) + CO2(g) 5 2CO (9). V)

A gas bubble layer existing beneath the carbon anode bottom surface impedes the reaction
of CO2 with the anode carbon [11]. However, the diffusion of CO> through the anode takes
place while afterward reacting at a chemically active surface; CO is generated as a result [19,
20]. Therefore, the chemical reaction and the mass transport play a significant role in the

anode mass loss.

Table I. Carbon anode consumption [15]

Mechanism Anode consumption,
mass %

Basic reaction: 66 to 76

2Al203 + 3C — 4Al1 + 3CO2

Excess consumption: 8to 15

C+ 02— CO2

and

2C + 02— 2CO

COz burning: 5t06

CO2+C « 2CO

Unreacted dust 0.3

Re-oxidation of metal 7t08

Pyrolysis and vaporization 0.2

Sulphu, impurities and carbon loss 35t04.5

Net Carbon consomption [kg C/t Al] 400 to 450




Hypothesis and Objectives

With a very long history of the Hall-Héroult process (over 125 years), the experience of
specialists in aluminum production makes it possible to rely on formulate the following

hypothesis:

The overall reactivity of carbonaceous materials is controlled by weighting the effect of the
chemical reaction and the mass transport phenomenon on the reactivity of the anode to CO>
at 960 ° C. It will be possible to identify the most significant criterion in the overall reactivity
of anodes to increase the latter's service life. This weighting is fundamental for the
manufacture and baking of carbon anodes because it would make it possible to produce
anodes with physicochemical properties, which would promote low reactivity or, on the
contrary, in the case of an increase, to minimize the effects. This assessment could make it
possible to model CO> gasification with emphasis on chemical reaction and mass transfer
phenomenon and the structural parameters as key effective factors on the mass transfer and

the chemical reaction.

A lot of research has been carried out on how to decrease the excess carbon consumption
caused by gasification through oxidation and CO> as well as dusting. Except for improving
the anode structure, cell design, and operation, it is also essential to comprehend the

gasification mechanisms appropriately.

In order to decrease the overall reactivity of the anodes, the study of their physicochemical
characteristics has been the subject of much research. However, since these studies were
primarily based on determining the overall reactivity of the anodes based on their properties,

they did not selectively determine the essential parameter controlling this reactivity.

The principal objective of this study is to conduct and build a comprehensive model of the
CO: gasification of carbon anode in the Hall-Hearoult process. The gasification modeling of
the anode has been studied in three geometries; single-particle, bed of particles, and real
anode slab. By estimating the weighting of these two factors (chemical reaction and mass
transfer), we should be able to identify the structural parameters influencing the overall
reactivity. As a result, this project will improve our understanding of the reactivity of anodes

7



to CO2 through its scientific approach, adapted reactivity tests, and adequate samples
representative of the industry while reducing the environmental impact of the Hall-Héroult

process.

The second objective of the model is to examine the structural parameters affecting the
overall reactivity and monitor changes in these parameters during the process. Through the
use of the model, the user will be able to observe the various structural parameters throughout
the experiment, including the porosity of micro and macro scales, permeability, particle size,
and specific surface area in the passing direction of each particle.

Finally, the distribution of operating parameters in solid and gas phases such as gas
concentrations, chemical reaction rate, solid conversion, pressure drop, velocity, and

temperature are other objectives of this works.

Thesis outline

Since anode gasification is studied in various geometries and requires different approaches

to solve, the thesis outline can be divided into the following parts:

1. The development of a method that makes it possible to solve a non-catalytic gas-solid
reaction of a single particle based on the reaction intrinsic kinetics and transport of
gaseous species. The model will include the mass conservation equations for the gas
components and solid carbon particles, resulting in a set of partial differential
equations using numerical techniques. The model will predict the gas generation rate,
the gas compositions, and the carbon consumption rate during the gasification of a

carbon particle.

2. As the real process is to be carried out on an industrial scale, the determination of
reactivity using lab devices has limitations. Employing a lab-scale fixed-bed reactor

overcomes many of the drawbacks associated with these devices. A multi-scale model

8



with non-catalytic reaction was developed to investigate fixed-bed reactors and apply
a new approach to consider solid structural changes during gasification. In this
method, the solid particles were considered a discrete part, and the flow in the space
between the particles was considered a continuum phase. The Eulerian finite-element
method (FEM) served as the basis for the proposed mathematical method to model
the fluid phase. Besides, the discrete element method (DEM) was applied to model
the anode particles’ dynamics.

And finally, the simulation of anode slab in unsteady, non-isothermal conditions
will be studied. The model includes the finite element method (FEM) for the gas
and solid phases. The solid phase's physical properties, including porosity and
specific surface area, and the thermochemical properties of particles, such as the
heat of reaction, are ultimately tracked. Geometric changes in the anode slab, heat
and mass transfer, and chemical reactions are considered during anode gasification
with CO». The dynamic concentration and temperature profiles of the anode will be

modeled.
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Chapter 1

Literature review

This section provides a general view of the gasification process by looking at the literature
on this phenomenon. It also presents definitions of the parameters that can affect CO:
gasification of carbon anode.

1.1 Gasification Mechanism

The mechanism of gasification starts with the thermochemical degradation of the anode to
CO,. Carbon gasification reactions are sensitive to the effects of mass transfer. Below, a list

of processes that can affect control the gasification rate [1]:

1. Gaseous reactants diffusion-induced mass transfer from the bulk gas phase to the
surface of carbon;

2. Reactant adsorption on the carbon surface;

3. Chemical rearrangements (reactions) on the surface and the mobility and formation
of adsorbed products;

4. Desorption of products; and

5. Diffusion induced mass transport of the gaseous reaction product(s) distancing from
the surface of the carbon.

Both process parameters and carbon properties play a significant role in the gasification
process. The former mostly affects the temperature of the reaction, pressure, and particle size,
and the latter principally impact porosity, presence of catalytic impurities, and active

impurities site concentration.
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1.1.1 Gasification reaction rate

The intrinsic rate of gasification reaction’ is the function of three variables: the temperature,
the bulk gas’ concentration, and the activated reaction surface. Generally, the product of these
three - parameters are addressed in the formulation of kinetic models for heterogeneous

reactions’ intrinsic rates [2],
R=k(T)f(C)S(X) (1.1)

in which, f(C) represents the gas concentration effect on the reaction rate. Several models
have been perused to detail the CO> gasification kinetics. In the next chapter (Table ), these
models are summarized. The volumetric reaction model, the shrinking core model, the
modified volumetric model, and the random pore model have been extensively used by

researchers.

The next function, S, the specific reactive surface area, which is related to the structural
evolution of the particles during the gasification, defines the change in the geometrical
property of the anode particle as the gasification proceeds. Different models have been
proposed in the literature for the function of S. For instance, the random pore model(RPM)
assumes that the pore structure of porous particles consists of cylindrical channels having
different sizes and that the reaction takes place on the wall surfaces. According to this model,
the relationship between the internal surface area of a particle and its porosity can be shown
by [3, 4]:

SX) =Se(1 - X)Jy1 -y In(1-X), (1.2)

where So is the initial surface area, i is a dimensionless parameter indicating the nature of

pore structure (i.e., RPM structural parameter [5],

4-7'L'L0 (1—80)

W = = (1.3)

where Lo, &, and So represent the total pore length per unit volume, the initial porosity, and

initial surface area (m2.kg™?), respectively.
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The Arrhenius equation could compute the constant rate k. The following relationship can
use the rate constant to evaluate the activation energy [6]:

_Ea

k(T)=keR" (1.4)

where, Ea indicates the apparent activation energy (J/mol), T and R are the reaction
temperature (K) and the gas constant (8.314 J/ (mol K)), respectively.

Plotting the logarithmic reaction rate as a function of the reciprocal temperature (idealized
Arrhenius plots) may visualize the process's activation energy (E). This plot can be used to
describe the effect of temperature on the reactivity of porous anode materials (Figure 1.1).
The effect of temperature on the reactivity of carbon anode particles has been studied by
several researchers [7]. The temperature scale is split into three zones in terms of multiple
rate-specifying steps. The curve-slope (d log (rate)/d (1/T)) in each zone is tantamount to the
rate-determining process’s activation energy. The chemical reaction rate drops at low
temperatures (zone 1) while chemically controlling the gasification rate over the entire

available carbon surface.

Furthermore, the reactant gas concentration uniformly distributes across the bulk carbon
sample and sets to the concentration of the bulk gas phase (Cy). In this zone, the activation
energy measured is identical to the actual chemical activation energy (Eobs = Ea). Pore
diffusion partly controls the gasification rate at intermediate temperatures (zone 2). At some
point in the pore system, the gaseous reactant concentration remains zero with the apparent
activation energy less than that of zone 1 (Eobs = 0.5:(Ea+Ep), Ep = diffusion activation
energy). High temperatures are accompanied by very high chemical reaction rates in zone 3,
while the bulk gas to the carbon surface is limited in the bulk diffusion rate. A gas
concentration gradient is gradually amassed on the surface, and the apparent activation

energy equalizes the diffusion’s activation energy (Ep) [8].
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Figure 1.1. A porous carbon’s gasification reaction rate as a function of temperature [1]

1.1.2 Internal and external gasification

The anode’s total gasification can be split into two internal and external parts. The internal
gasification includes solid particles’ consumption within the porosity. In contrast, the
external part is defined by the consumption of carbon in both particles’ external surface and
the surface-linked very large pores. The critical pore size (CPS) is utilized to distinguish
between types of gasification. As the gasification reaction progresses from steps X1 to Xz (
owing to the internal reaction), the enlargement of smaller pores (than CPS) is observed
antithetical to the entire shrinkage of particles caused by the external reaction. The particle’s
external surface is used to measure open larger-than-CPS pores (Figure 1.2) [9]. Increased
external surface with gasification progress demonstrates that the particles’ external surface
is directly related to reaction Progression. To explain this fact, two parameters should be
considered. First, the particles shrink as gasification progresses, leading to an increase in the
particle volume ratio of the external surface. Secondly, as pores become larger near the
external surface, the CPS is violated, they are regarded as external surfaces, and therefore,

the external contribution increases.
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Figure 1.2. Schematic demonstration of the anode particle gasification under CO, at 960 °C: a) the
anode particle at the initial state, X1; b) Gasification percentage-consumed anode particle, X [9]

The particles’ external surface and the open pores with entrance diameters greater than the
critical size are primarily responsible for CO- reaction. Determined by F. Chavarin et al. [9],
the critical pore size ranges from 20 to 40 microns. As the particle size increases, the
contribution of the internal reaction gradually decreases. The small ratio of the internal
reaction to anode particles’ total gasification is attributed to the significance of mass transport
constraints in the fine pores. The pores greater than the critical size can be more conveniently
eschewed from decreasing the anodes’ CO- reaction. In addition, the CO> gasification is
influenced by the mass transport inside the anode pores, leading both chemical reaction and

mass transport to be seen as paramount in this phenomenon.

1.2 Reactivity’s Effective Parameters

The limitations of chemical reactivity and mass transport mainly influence carbon materials’
reactivity. The chemical reactivity is chiefly affected by graphitization and impurity, while
the mass transport phenomena are impressed more by gas concentration gradient (diffusion)

and pressure gradient (convection) [1, 10].
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1.2.1 Chemical reactivity

1.2.1.1 Graphitization

Graphitization (Lc) and reactivity are specifically related to each other. A rise in
graphitization lets the ratio of graphene’s edge carbon atoms decrease versus carbon atoms’
global quantity. Carbon graphitization decreases the air, and CO> reactivity as the edge
carbon atoms continue to be highly reactive compared to graphene’s plane carbon atoms.
Larger graphite crystals with a higher crystallite height (Lc) value exhibit less reactivity with
respect to air and CO,. This is due to the decrease in the total number of accessible surface
active sites, which are essentially located at the edge of the graphite crystallite. [7]. Lavigne
and Castonguay [11] related the Lc of calcined coke to its reactivity. The authors concluded

that the higher the Lc is, the lower the reactivity towards CO> (Figure 1.3).

20
§ 164 .
>
=
2 121
° o o\ ® ° °
o
g . ot e
8 . eoe 8
o 1 b
8 - LI SN °
°
0 T T T
26 28 30 32 34

Degree of calcination, L (A)

Figure 1.3 Effects of degree of calcination on CO; reactivity [12].

1.2.1.2 Level of impurities

The effects of several impurities on the CO2 and O reactivity of carbon have been determined

by several researchers [13, 14]. The presence of impurities in the raw materials used to
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manufacture the anodes or those contained in the electrolysis bath can vary the kinetics of
the Boudouard reaction. They classified Si, Fe, V, Ni, Na, Ca, Pb, Cu, Cr, Ti, and Al into the
group of carbon-O; reaction catalysts. Except for Si, Zn, Cr, and Ti, these compounds
catalytically affect the carbon-CO> reaction. On the other hand, inactive complexes formed
by sulfur cause a drop in the gasification rate. In addition to sulfur, boron, aluminum fluoride,

and phosphor have been reported to behave as deterrents to either C-O or C-CO reactions.

1.2.2 Mass Transfer Mechanisms

To evaluate the reactivity of carbonaceous materials in this project, the global and intrinsic
reactivities were studied. It will be seen that the overall reactivity of the anodes is controlled
by the chemical reaction and by the transport of gases in the anode. Therefore, the assessment

of mass transport is essential in understanding overall responsiveness.

In aluminum smelters, carbon anodes are identified by many analytical techniques
(mechanical tests, levels of impurities, etc.). The reactivity of the anodes in the air or CO: is
also evaluated. The reactivity of anodes is defined as the loss of mass caused by the attack of
air and CO: on the anode for a defined period and at a given temperature[13, 15, 16]. These
mass losses are in the form of gas as well as coal in the electrolysis tanks.

A better understanding of the phenomena would allow more efficient interaction with the
industrial process to reduce the overconsumption of raw materials generated by the reactivity
between the gases and carbon. Understanding these reactivities is, therefore, a major
objective for the industry. The two groups of reactions for the reactivity of the anodes are
chemical reactions for reactivity in air and COg, in the top and bottom of the anode,
respectively [13, 15-17].

Determining the type of regime controlling the kinetics of these reactions is essential because
it makes it possible to understand the overall reactivity of the anodes. The anode gasification

reactions are sensitive to mass-transfer effects. A schematic illustration of the gasification
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rate is provided in Figure 1.4. It may take place through physical and chemical processes

from the bulk gas phase to the carbon surface.

Determination of the gas flow in-situ in the anodes: In the literature, several hypotheses are
proposed to determine the flow types that control the overall reactivity of the anodes in the

electrolytic cells. Below, the reasoning for the cases of Oz and CO> is summarized.

In the case of O2: According to Bonal [18], the overall air reactivity of carbon anode at 550
°C and the atmospheric pressure is controlled by chemical reactions and gas diffusion
simultaneously. As a result of calculating the mean free path of O, between 400 °C and 600
°C at atmospheric pressure, the transport in the anode is caused by sliding flow. Therefore,
two opposite conclusions are reached for the O flux in the carbonaceous material.

In the case of COz: In the same way, there appears to be disagreement over the transport of
COz inanodes at high temperatures. Sadler [19] argues that the overall reactivity of the anode
to COz is controlled by the chemical reaction and by a viscous CO> flow regime dependent
on the anode's permeability. Sadler justifies this hypothesis by setting up a manipulation
allowing the anode to react on only one side. This one-dimensional attack brings closer to
industrial scale, measures the depth of gasification, and relates mass transport to overall
responsiveness. He thus measures the impact of convective transport on the total mass loss
of the sample by the end of the test. This technique allows Sadler to semi-quantitatively
correlate the loss of mass in the form of CO as a function of the initial permeability of the
sample. However, according to the author, if the mass loss is correlated with permeability,

mass transport is controlled by convective gas transport.

Conversely, Ziegler [20] suggests that the permeability of the gas through the anode (that is,
the gas moving under a convective flow) plays no role in the reactivity of the anodes to CO..
He proposes that it is the diffusion that controls the kinetics of the Boudouard reaction in the
material. The Boudouard reaction causes a CO, molecule and a carbon atom to react to give
two CO molecules. At the initial carbon site, a deficit in CO2 concentration is created between
the surface of the anode (saturated with CO3) and the reaction site (in the pores). Fick's first
law, therefore, governs this concentration gradient. As a result, CO- is supplied by diffusion.

There is then a transport of molecules step by step. Diffusion, however, is not controlled by
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permeability, which impedes the reasoning and results of Sadler's manipulation. Ziegler
justifies the inconsistency of the reactivity/permeability relationship because permeability is
related to bulk density in an exponential (and a nonlinear) form [21]. However, it is known
that the bulk density is related to the reactivity in a linear fashion. Therefore, the linear
Reactivity/Permeability relationship is considered to be only incidental. Oliveira [22]
corroborates Ziegler's conclusion on the control of diffusion mass transport for carbonaceous
materials. This author has studied the phenomena involved in the reactivity to CO; at 1000 °
C at atmospheric pressure for two metallurgical coke scales; a piece of coke (wafer) and a
bed of coke. Experimental measurement and simulation show that platelets with a maximum
thickness of 6 mm would make it possible to neglect the effects of gas transport in the kinetics
of the reaction, which would then be controlled only by the chemical reaction. In contrast,
for the coke bed, the overall kinetics are affected by both the chemical reaction and gas
diffusion. Oliviera [22] considers the presence of a concentration gradient, which develops
throughout the coke bed, and the grain size, which imposes resistance to the internal diffusion

of the reactive gas, to be the cause of this double phenomenon.

Air oxidation

Alumina

Figure 1.4 Schematic of an anode slab under CO, and O- reactivity in bottom and top, respectively
[15].
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1.2.2.1 Pressure gradient and convection

Convection is defined as mass transport caused by a bulk fluid motion. Proportional to the
fluid velocity u, the convective flux vector behaves in the same direction as this velocity

does. The following cases list the physics interfaces for Porous Media Flow [23, 24];

e Navier Stokes: Free flow

e Brinkman equation: Fast flow in porous media

e Richard’s equation: changeably saturated porous media
e Darcy’s law: Slow flow in porous media

e Fracture Flow: Flow in line with surfaces

Depending on the size of the pores involved, both Darcy’s law and Brinkman's extension can
model flow in the porous media. Because of the slow flow in porous media (where fluid
velocities are small), the inertial forces in the momentum conservation equation are
negligible compared to forces for the body and viscous forces in Darcy's law [23]. The
Brinkman equations can be applied if the pores’ size is large enough for the fluid to impose
momentum variations through shear impacts. Sadler and Algie [17] showed that CO, mass
transport flow passing via the anode pore structure remained mainly viscous and imputed to
the anode permeability. In another study, Engvall [25] approved that the majority of the pores
they observed in industrial anodes had a size of at least 5 um and that gas permeability,
including the viscous flow, could control the main transport. In this way, Darcy’s law models

the convective velocity [9].

Porous material permeability (K) determines how readily a fluid will cross its pore space as
long as an external driving force exists. A critical property is permeability to define the
porous sample’s flow capacity, and Darcy, who noted linearly increasing flow rate with
applied pressure gradient in a set of fluid flow experiments via a packed gravel bed, notably
defined it. The following relationship represents Darcy’s equation based on this observation
[24],

__8
u= L vp (1.5)
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In this formula, S is permeability, which is independent of the nature of the fluid, but which
depends on the geometry of the medium. It has dimensions (length)?. P is pressure, | is

dynamic viscosity (Pa.s).

In general, for simple structures, the correlation between permeability and specific surface
area could be established. This correlation was initially intended to employ the Kozeny-
Carman relationship, equation 1.6, between two parameters to exclude one of them from the
model [20].

g = 196.¢3
S52(1-¢)2

(1.6)

In this equation, S (m2kg™?) and & (-) represent the specific surface area and porosity,

respectively.

1.2.2.2.Concentration gradient and diffusion

Diffusion is defined as the movement of molecules from a high-concentration zone to a low-
concentration zone. Diffusion’s distinctive characteristic is its mixing or mass transport,
irrespective of the bulk motion (bulk flow). The (diagonal) Fick diffusion is an approximation
of Maxwell-Stefan diffusion and only coincides with it when the molar masses and the binary

diffusivities of the component gases are identical [26]. Here are the two equations:
Fick equation: ] = —C,D;;Vx 1.7

n xjNi_xiNj

Maxwell-Stefan equation: J = _ZjiiTDij (1.8)

Where Jiis the diffusion flux vector of the ith species, Dj is diffusion constant, the
index i denotes the ith species, and C is the concentration (mol/m?3).

The effective diffusion coefficient in the porous statement differs from the actual one. This
results from the fact that diffusion’s possible cross-section is more limited than that of the

existing fluid, as well as from the fact that the lag between one point and the other in the
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porous body continues to be lower than the path a molecule needs to travel between these
points (as the molecule must travel between the material’s solid portions). Therefore, the real
concentration gradient becomes smaller than the apparent one. E. Putri et al. applied the
effective diffusion coefficient to measure the CO> diffusion coefficient. Multiplication of the
diffusion coefficient by a tortuosity (t > 1) formulates this effect into Fick's first law [26]:

€.Djj

D, = (1.9)

T

where ¢ is the particle porosity (-),t is torousity (-), De is effective diffusion coefficient

constant (m?-s1), and Djj (m?-s™) is diffusion coefficient constant, the

Once path-free molecular mean gets much larger than the pore diameter within which the
diffusing molecules are present, the collision of molecules with the wall becomes more
prevalent than with other molecules. This phenomenon has been dubbed Knudsen diffusion,

D«, which assumes relations of the cylindrical pore, and is expressed as follows [10];

_ d_p 8RgT
Dy = /—nMW (1.10)

where d, is the pore diameter (m), Rq is the gas constant (J-kMol*-K™), T is the temperature

(K), and My, is the molecular weight (kg-Kmol™).

In general, the Knudsen diffusion becomes more prominent at small pressures and low pore
diameters. If competition between Knudsen diffusion and molecular diffusion happens

through a “resistances in series” approach, the total diffusivity can be expressed as [27]:

oo 1
o, 7o

where D! is the total diffusivity measured in the experiment; Dn is the apparent molecular

(1.11)

coefficient, which depends on intermolecular collisions; and Dy is the Knudsen coefficient,
which depends on collisions with the pore walls. Therefore, the effective diffusion coefficient

is computed by [27]:
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D; :(g)Dt (1.12)

Researchers have found that the CO> flow in the anode pores is related to pore size. Using
mercury porosimetry, Sadler [17] determined that viscous flow could start with pores larger
than 40 mm in size. This was based on the pore size being significantly greater than the mean
free path of CO2 molecules, which is 0.44 um at 960 °C and 1.05 atm [28]. Sadler and Algie
[29] determined that CO, mass transport through the anode pore structure was predominantly
a viscous flow and hence related to the anode permeability. In the current study, as CO>
molecules’ path-free mean equals 0.44 um at a temperature of 960 °C under 1.05 atm, the
pore size was far smaller than the average (20 um). As a result, the Knudsen diffusion is
supported [9].

1.2.3 Effect of pore size of the anode

When the dominant pore size of the anode is between 5 and 50 um and with the average free
path of around 0.5 um for COg, the slippery flow will dominate the gas transport in the
anodes. However, it should be considered that in pores smaller than 0.1 pm, the diffusion of
gases would partially control the overall reactivity. Such pore sizes are present throughout
the anode. Finally, the gas viscous flow controls the overall reactivity of the anodes in large
pores (> 100 um). These pores are present on the surface of the anode. They are formed
during the gasification of the anode. This reaction causes the pores to enlarge. However,
permeability is influenced by pores with sizes greater than 50 um [30]. This means that the
overall reactivity kinetics are controlled by permeability only at the surface and at a very

shallow depth of the material.
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1.2.4 Effect of porosity on reactivity

The porosity of carbon anodes also has an impact on their reactivity with CO>. It can be
determined by reference to the specific surface, the pores’ size distribution, the real and

apparent densities, the tortuosity, and the permeability.

1.2.5 Effect of particle size

Particle size is one of the most important factors that determine the apparent reactivity of
porous carbon materials. There may also be closed pores within large particles apart from the
concentration gradient within their pores that affect their reaction rate. During the reaction,
the closed pores may open, creating new specific surface areas. The comparison between the
reaction rates observed with and without limitation of mass transport makes it possible to
demonstrate the retarding effect of mass transport on the overall reactivity of carbonaceous

material[9].

Kovacik et al. [31] evaluated ( Using thermogravimetric analyser (TGA), at 900 °C and under
CO») the mass transport occurring during the gasification of carbon particles whose size
varied between 0.074 and 2.4 mm. They revealed that mass transport had a significant effect
when the particle size was larger than 0.1mm. F. Chavarin et al. [9] measured the mass loss
of anode particles at 960 °C under CO> (Figure 1.5); they demonstrated that the percentage

of gasification increased with an increase in reaction time a decrease in particle size.
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Figure 1.5 Experimental anode particle conversion versus reaction time under CO, flow at 960 °C, done using
TGA[9]

1.3 COz2 gasification models of Carbon Anodes

Although several experimental studies have been done on anode gasification of the Hall-
Heroult process, only a little research has been done on modeling the reactivity of the process.
The models proposed for a single particle and bed of particles for CO- gasification of porous

materials are summarized here.

Several process variables, including particle size, the anode’s mineral content, anode
porosity, temperature, and partial pressure of the gasifying reactant and products, influence
anode’s gasification rate in a gasifier, many of which carry a complex effect on the process.
A few remarkable studies have been published on the gasification of carbon anodes on the
aluminum electrolysis cell. Therefore, one of the original points of the present study is
developing a mathematical model for the gasification of porous materials in aluminum
electrolysis cells based on modifications and updates of previous work. A series of
simplifications led to a more tractable model, representing the key factor affecting the
gasification of the anode particles.
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1.3.1 Single-particle model

Determination of macro Kinetic data is not feasible under entire conditions that could
dominate a fixed bed [32]. To this end, as a single anode particle’s conversion process is
described, spatial discretization becomes necessary. Many process variables affect the
anode's gasification rate, such as particle size, char porosity, mineral content, temperature,
and partial pressure. Several of these variables have complicated effects on the process. In
practice, therefore, several simplifications are used to attain a more tractable expression rate.
In the case of diffusional films and intraparticle mass- and heat-transfer processes that are
not rapid enough, the actual gasification rate will differ from the intrinsic one. As a result,
the overall gasification rate of particles is determined by combining intrinsic chemical

reactions with intraparticle and external diffusion rates[22, 33].

A one-dimensional transient model is used to project each particle's conversion process to
compromise computation time and description precision. Two models are available to solve
the reaction-diffusion equation inside the anode particle: the structural and the volumetric
models. The structural models account for the changes in the structure of carbon during the
process. Throughout the reaction, the internal pore structure changes over time [27, 34-42].
Conversely, in the volumetric models, experimental correlations are used to consider the
porous structural changes [4, 33, 34, 39, 43-45]. In this latter approach, the problem is
addressed by feeding the model with mechanical properties or other experimental data. These
models explicitly refer to the solid microstructure changes during the reaction and the
influence of the microstructure evolution on reactivity. Despite the changes in the structure,
the particle size during the process remains invariant. The literature abounds with simplified
techniques to circumvent mathematical and computational difficulties. Jamshidi and Ale
Ebrahim [46-48] developed a semi-analytical, semi-numerical method, the Quantize Method
(QM), with simplified assumptions. Their model leads to acceptable results based on the
experimental data, though without mentioning the effect of solid structural changes on the
solid volume. Thus, the particle radius remained fixed during the gasification, which does
not correctly represent the real gasification conditions.

26



In a non-catalytic carbon-COz reaction, it is essential to consider the solid structural changes
as the reaction progresses since the reaction rate is a function of both gas and solid
concentrations [33-35]. From a mathematical point of view, this aspect leads to integrating
the gas-solid conservation equations into the model, which will increase the complexity of
the problem. Researchers have extensively studied the computational aspects of single-
particle models. Still, only limited research data is available on single-particle reactions that
pay heed to gas-solid conservation equations [34-37, 39]. It is therefore essential to develop
models for such practical systems. An accurate model for a particle reaction could generate
valuable insights into modeling the whole anode reaction.

For cases in which gas and carbon material are reacted, several equations can Represent the
reaction. The shrinking core models are based on removing the external particle with the time
that is named exposed shrinking-core model (SCM). The external core surface just examines
the external mass transfer and intrinsic kinetics [49]. In addition, the particles’ external
surface hosts their reaction with gas reactants. Then the interior is occupied step by step,
contributing to a layer formation in their reacted covering and simultaneously an un-reacted
core which has been formed in the inside. At the same time, the unreacted core radius
decreases by progressing the gasification reaction. A semi-empirical model, the modified
volumetric model (MVVM), has been modified by adding a new parameter. In the Random
Pore Model (RPM), it is assumed that the pore structure of porous particles consists of
cylindrical channels having different sizes and that the reaction takes place on the wall
surfaces [2, 13, 25, 49-52]. Main structural reaction models for gasification rate are presented

in chapter 2.

In this study, we attempted to reduce the gap between theory and experiment by providing a
model that considers diffusion and pore growth during the reaction of an anode particle.
Throughout the gasification process, the anode particles are consumed, and the apparent
radius of the carbon anode decreases gradually while the porosity of the particle increases.
Hence, the effect of shrinkage and particle porosity is considered in the mathematical
modeling. To this end, suitable numerical methods were implemented in the mathematical
model to solve the governing transfer equations. First, the intrinsic kinetics of CO-
gasification was experimentally investigated by using thermogravimetric analysis. Then, a
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global reaction model was developed by considering all the above-mentioned aspects. The
suitability of the existing structural reaction models for our global reaction model was
examined. For more details on modeling, various models incorporating more structural
parameters and complicated chemical reactions will be discussed in chapter 2. The kinetic
parameters result of we single-particle model will be applied at the next step for the bed of

particle model.

1.3.2 Bed of particles model

One of the main criteria for the evaluation of any mathematical model is its mathematical
feasibility. On the one hand, a model must explicitly include as many relevant physical-
chemical processes as possible. On the other hand, more detailed models involve more
complicated differential equations and, consequently, are computationally more demanding.
Needless to say, the first step to take is determining the level of details captured by the model
in terms of the presence of accurate kinetic expressions and model parameters. However, the
model's applicability has also to be considered, as it can be limited by the difficulties

associated with its mathematical handling.

The gas entering the solid phase from the bottom of the anode has two paths: moving up
among particles and penetrating them. Figure 1.6.a shows the slices in the middle of the
anode. The light gray points are anode particles, which are surrounded by the binder. Figure
1.6.b illustrates the zoom-in of one carbon particle and its encircled area. The impacts of
different microstructural scales are considered by several models, such as the ones defining
reactions in particles’ beds [53-59]. The compliance of such a model with anodes may be
employed for anode modeling through the structure simplification by taking a bed of particles
into account. In this study, the porosity within the particle demonstrates the small pores, while
the voids between the particles indicate the large pores (Figure 1.7).

Furthermore, the active particle sites have the potential to allow the reaction to happen. Such
a reaction would indicate a robust function of particles’ temperature and species partial

pressures, which are influenced by the flow patterns transported into the reactor. In such a
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manner, the multi-scale base particle modeling of continuous bed reactors, which represent
the most widely used for heterogeneous reactions, requires an improvement in perception
and design [53-57, 59-61].

Carbon particle

Binder Matrix

a) b)

Figure 1.6 a) Global image; Slices in the middle of an anode (CT with the voxel resolution of 0.15 ><0.15 X
0.6 mm?®)'b) zoom in one carbon particle and its surrounded area [62]

Macropores between
particles

Boundary layer
around particles

i Micropores inside
\\ 7/ particles

Figure 1.7 Macro and micropores between and inside the particle [63].
1.3.3 Strategies used to include the particle model in the bed of particles

The sophistication of a model depends on its assumptions and, consequently, on how various

phenomena are incorporated into it. Numerous surveys have covered steady-state models and
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simulations of fixed bed reactors. For example, Froment [64] and Hofmann and Hlavacek
[65, 66] have proposed a general classification of the fixed bed reactor. Two of these are

presented below.

1. Pseudo-HomogeneousAapproach (PHA): The pseudo-homogeneous incorporation
comes into the model by integrating the properties of the solid (particles) and fluid
(exhaust gas) into a single governing equation while assuming a negligible pressure
drop. This approach assumes that the solid surface is completely exposed to the bulk
fluid conditions when there are no resistances between the particles and fluid [65, 66].
The high level of uncertainty associated with FB gasifier models benefiting this
approach springs from the lack of records about how physical effects influence either

the lab-specified reactivity or the gasifier conditions.

2. Heterogeneous Approach (HA): On the other hand, heterogeneous models take
conservation equations for the two phases into account separately [64]. The reactivity
is acquired free from diffusional impacts at a laboratory base. When the reactor is
modeled, the reactivity is applied in-situ at any position within an anode particle. To
assess the anode particle’s overall gasification rate, formulating a Kinetic-particle
model follows the overall reactor model. Although the method is a rigorous one, it is
computationally too complicated. Therefore, this method is theoretically preferred
when diffusional effects are likely to exist [65, 66].

1.3.3.1 Pseudo-Homogeneous Approach (PEA)

Due to its simplified assumptions of single-phase equations, which incorporate effective
properties for fluid and solid phases, the pseudo-homogeneous model is most commonly used
to design packed bed reactors. This model assumes that the solid surface is completely
exposed to the bulk fluid conditions that there are no resistances between the particles and
the fluid. A pseudo-homogenous condition assumes that chemical reaction occurs at the
particle's surface and not within the particle. When pore diffusion is not rate-limiting in
particle systems, pseudo-homogeneous conditions can be accepted as accurate [64]. Most
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studies have used a pseudo-homogeneous one-dimensional model, which only considers the

plug flow in the axial direction.

In one-dimensional models, resistance to heat and mass transfer in the radial direction is
omitted, and the temperature and conversion rates are predicted to be uniform. In the case of
reactions that involve a pronounced heat effect, this is a simplification. The design of such
reactors must be directed toward avoiding adverse over-temperature on the axis by using a
model that predicts the detailed temperatures and conversion patterns in the reactor. Two-
dimensional models have thus been proposed. The flux of mass or heat in the radial direction

is modeled using the effective transport concept in these models.

A summary of the paramount FB biomass gasifier models that have been published from the
early 1980s to date is presented in Table 1.1. The table shows that an intrinsic kinetic
approach has been broadly applied to model the anode particles’ gasification in FB gasifiers.
Occasionally, the treatment given to the anode gasification reactions has not been
transparently specified (or justified) [67-71]. Application of kinetic reactivity of coal as
biomass systems are modeled typical [67, 72, 73]. For instance, Petersen and Werther [85,
86] have applied the L-H kinetics achieved by Matsui et al. [74-76] for coal chars to model

the sewage sludge char gasification in a CFB[77].

Harriott et al. [91] introduced a simple model for estimating gasification by injecting lime
slurry into a series of boilers fired with coal. Lee and Koon [92] examined the reaction at low
temperatures. Using a sharp interface model, they perused the impact of temperature, relative
humidity, and O2 concentration on a packed bed reactor’s breakthrough curves. Wu et al.
[78] proposed an experimental method to solve the problem of incomplete conversion in the
gasification reaction. The problem pertained to pore mouth blockage was settled, and in this

way, the complete conversion was acquired.

Srinivasan [79] developed a one-dimensional pseudo-homogeneous packed bed reactor to
investigate the reduced reaction of nitric oxide with carbon monoxide over rhodium-alumina
and platinum-alumina catalysts. The results demonstrated that conversion characteristics

depend on the diffusion and thermal conductivity models but that the choice of a specific
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model does not largely influence the conversion profiles because of the similar effective

transport values.

Table 1.1 Selected FB gasifier models for Pseudo-empirical approach

Solid material T (K) Remarks

[80] catalyst pellet 300-900 Bubbling fluidized-bed reactors
(BFBR) for solid-catalyzed gas
(diff-conv-reaction model)

[81] Oxidation 700-1400 Continuum Model of an Unsteady
State Fixed Bed Reactor for Lean
CH, Oxidation
[82] coked Cr-Mg catalyst 533-673 regeneration of coked Cr-Mg
catalyst in fixed bed reactors
[83] Coal 973-1273 coal pyrolysis in fixed bed
reactor
[84] different pellet 500-800 2D flow fields in a fixed-bed
reactor
[85] 300-453 Dynamic experiments in a

nonadiabatic packed bed to
evaluate wall temperature and
inlet airflow rate

[86] catalyst pellet 273-973 existing physical phenomena in
the catalyst along with the
corresponding numerical models

[87] Peat, sawdust 1100-1200 Atmospheric and pressurized
BFB

[27] Biomass char 600-800 Kinetic-diffusion using FBR

[88] Black liquor 760-820 Three-phase  fluid  dynamic
model, simulate commercial BFB

[89] Wood 1036-1160 FB conversion of coal

Miscanthus and biomass Fuel sizes between

0.17- 1.89 mm

[90] Biomass 1173-1273 Gasification in bubbling and

circulating fluidized bed

[91] Woody 1025-1175 Gasification of biomass, applying

) empirical factor in reactivity
Biomass fuel
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1.3.3.2 Heterogenous approach in the bed of particle

The heterogeneous models can Explain massive and exciting results, including mass and heat
transfer distributions and velocity profiles during gasification. The heterogeneous approaches
consider temperature and concentration differences between the fluid bulk and catalyst
surfaces [64-66].

The first aspect to consider for heterogeneous models is the generation of representative
geometry. This can be achieved by scanning an original sample, creating a regular
arrangement, or generating a bed structure synthetically. The second step involves the use of
discretization since the Navier-Stokes equations must be solved iteratively. A mesh or a
number of grid points is generated based on a numerical method. As the next step, chemical
reactions must be coupled with the flow field, species concentrations, temperature
distribution, and chemical kinetics. The last step in the workflow is to analyze and extract
the data and visualize the results. There are challenges associated with each of those steps

that have to be overcome. Many of them are addressed in the following sections [64-66].

Ziarati et al. [92] extended their works on CO. gasification of char by a rigorous
heterogeneous approach. This method includes an Eulerian-Lagrangian method for solid and

fluid phases. Particle tracking is another interesting result that a rigorous approach can obtain.

Several researchers have studied the affinity between the local heat and flow flux in a bed of
spheres [54, 56, 92-97]. They have employed a simulation approach based on the Eulerian—
Eulerian approach for investigating the fluid flow and heat transfer mechanisms in fixed-bed
reactors (Table 1.1). In general, the early field-associated practices on modeling are imputed

to the fluid flow and heat transfer in gas-solid, two-phase, and fixed-bed reactors.

Subagjo et al. [81] studied the application of lean methane oxidation using pseudo-
homogeneous and heterogeneous models, both for mass and heat balances. The result showed
that the pseudo-homogeneous model in a temperature profile was similar to the temperature
profile of the heterogeneous model when operated under a steady state. Conversely, in an
unsteady state, the difference between the pseudo-homogeneous and heterogeneous models
of the heat balance ranged from 23% to 38%.
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Table 1.2 Selected FB gasifier models Based on the heterogeneous approach

Reference scale Particle- Solid T (K) Remarks
reactor material
Model
[97] Multi- scale  Eulerian- Coal- 900-1100 multiphase interactions
Eulerian biomass of soft solid bodies in
fluids
[98] Multi- scale  Eulerian- Char 973-1181 formulation,
Lagrangian implementation of
multiphase flows
[99] Multi- scale  Eulerian- Charcoal 650-800 Pressure drop and fluid
Eulerian flow in a packed pebble
bed reactor Oxygen
gasification
[3] Multi- scale  Eulerian- coal and 1100-1373 kinetics and producer
Eulerian biomass gas compositions of
blend chars steam gasification
[87] Multi- scale  Eulerian- Peat, sawdust 1100-1300 hydrodynamics of fine
Eulerian particles deposition in
packed-bed reactors
[93] Multi- scale  Eulerian- Agricultural ~ 1000-1050 CFD modeling of gas
Eulerian flow in porous medium
Waste and catalytic coupling
reaction
[92] Multi- scale  Eulerian- Char 1200-1290 Methanol—Steam
Lagrangian Reforming in Packed-
Bed Reactors
[100] Multi- scale  Eulerian- Catalytic 1020-1210 Numerical  evaluation
Lagrangian effect on the intraparticle
transfer in butylene
[76] Multi- scale  Eulerian- Charcoal 1023-1173 Pressure Drop in Fixed
Lagrangian Bed Reactor Using a
Computational  Fluid
Dynamics (CFD) Code
[101] Multi- scale  Eulerian- Pinewood 1073 CO,- kinetics model
Eulerian CFB
[77] Multi- scale  Eulerian- Catalytic 1200 Numerical simulations
Lagrangian of catalytic fixed-bed
reactors
[57] Multi- scale  Eulerian- Char-CO»- 900-1200 Packed Bed Chemical
Lagrangian CHgsreactions
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Looping Reforming
(PBCLR) Reactor

[102] Multi- scale  Eulerian- Char 900-1150 A parallel dual-grid
Lagrangian multiscale approach

1.3.4 Multi-scale Reaction Model

Several scholars have modeled fixed-bed reactors based on axial, radial, and circumferential
profiles [56, 58, 59, 61, 103]. A few studies have combined macro-and micro-scale fluid
dynamics and particle reaction with fixed beds since a complex equation system would be
expanded with species conservation equations. Furthermore, the majority of previous studies
have addressed catalytic reactions [57, 104, 105]. However, particles’ structural property and
solid size remained unchanged over the process. Because anode gasification represents a non-
catalytic reaction, it is imperative to use a new scheme for considering solid structural
variations throughout the gasification. Many studies have incorporated non-catalytic
reactions into the fixed-bed reaction, while this kinetics has often been restricted to a specific
scope of process parameters [92, 102, 103, 106-112].

The coupling procedure plays a pivotal role in modeling the gasification process. The models
involved in this process are computationally more advanced and more committed than those
proposed by earlier studies. They allow simulation of both fluid-solid and solid-solid
interactions in the anode and the control volume. They receive support from a newly
developed approach and can provide detailed information concerning the complex structural
solid characteristics and fluid dynamics. Recently, an Eulerian-Lagrangian approach has
been employed for the simulation of porous particles. The Eulerian Finite Element Method
(FEM) has developed a mathematical method for modeling the fluid phase. In addition, the
Discrete Element Method (DEM) has been used to model the dynamics of anode particles.
Both approaches involve a coupling that allows tracking the particles’ motions and the fluid

phase's dynamics.
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With the multi-scale approach, the geometric structure of particle beds enables the effective
solving of momentum and heat transport and species mass transfer between particles. In
addition, resolving heat and species mass transports in the particles’ interior (intraparticle
transport) is possible. As shown in Figure 1.8 , the model for porous media benefits from bed
morphology’s averaged values. No transparent distinction exists between the phases. Figure

1.8 illustrates the corresponding porosity of the two approaches.

Actual fixed-bed

}
morphology A Porous media mode!

.
A
~a

Figure 1.8. A) Conventional porous media model, and B) particle resolved CFD simulating inside
of the fixed-bed reactor and spherical particles [113]

1.4 Conclusions and significance

In an FB gasifier, an anode particle’s actual reaction rate at a specified position and instance
depends on the gas species concentration, the anode particle size, its burn-off history, and the
position-specific temperature in the reactor. For assessing the anode particles reactivity in an

FB gasifier, two main approaches have been identified: a heterogenous approach (HA) and a
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pseudo-homogenous approach (PHA). The PHA approach avoids the requirement of solving
a particle model for the anode particles, a fact that accounts for its extensive use. The
approach also suffers from a high level of uncertainty when applied to FB gasifier models.
On the other hand, despite its computationally complicated nature, the HA approach is
precise and consistent. Theoretically, this approach is preferred when diffusional effects are

likely to exist. A summary of these approaches is presented in Table 1.3.

Table 1.3 Comparison of different model approaches

proach Difficulty Method of solution Certainty Limitation
Pseudo-empirical Easy to solve Finite difference high uncertainty particle equation-
approach (PEA) method pore diffusion
Finite element- Finite precise and High number of

. ) element consistent particle- need long
Rigorous approach complicated time to proceed
(RA) Finite element- Discrete

element

1.5 Gap of knowledge in modeling of the Hall- Heroult process

A lot of research has been done on carbon anodes that have been applied to the Hall-Heroult
process, including the physicochemical characteristics of anodes, CO2 and O reactions, raw
materials, and their modification to reduce overall reactivity. Most of these studies are
primarily based on determining the overall reactivity, with only a few dealing with the
essential parameters, controlling the reactivity of the anodes based on their properties.
However, A handful of studies have been conducted to model carbon anode gasification. This
work focuses on the numerical problems associated with CO> gasification of carbon anode
in the Hall-Heroult process to cover the gap between industrial work and academic
researches. This study proposes developed models in 3 parts: single anode particle, bed of

anode particles, and the anode slab.
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An accurate model for a particle reaction could generate valuable insights into modeling the
whole anode reaction in the future. In this part, we have attempted to reduce the gap between
theory and experiment by providing a model that considers diffusion and pore growth during
the reaction of an anode particle. By starting the gasification process, the anode particles are
consumed, and the apparent radius of the carbon anode decreases gradually while the porosity
of the particle increases. Hence, the effect of shrinkage and particle porosity should be
considered in the mathematical modeling. This work is a novel approach to solving mass

transfer equations in gasification by applying particle shrinkage to numerical modeling.

In the second part of the thesis, a multi-scale model with a non-catalytic reaction was
developed to investigate anode’s reactivity and apply a new approach to consider structural
changes in anode particles during the gasification. Although CO. gasification of various
materials has been reported in fixed bed reactors, modeling carbon anodes with their specific
properties is a completely new project. Thus, mathematical modeling was adopted and
specified according to the anode's structural characteristics. As temperature and
concentration differences between the fluid bulk and anode surfaces need to be considered,
the heterogeneous approaches were applied. The most challenging part of the work was the
change of structural parameters during the gasification process, especially for anodes’
particle size. To overcome this problem, in addition to moving the boundary condition of
each particle, the movement equations for each particle were applied. So, the solid particles
were considered a discrete part, and the flow in the space between the particles was
considered a continuum phase. An Eulerian Finite-Element Method (FEM) served as the
basis for the proposed mathematical method to model the fluid phase, while a discrete-
element method (DEM) was employed to model the anode particles’ dynamics and particle
shrinkage, which provided the possibility of tracking the particles’ motion and of the
dynamics of the fluid. Communication between the two length scales was achieved through
an interpolation strategy, and a dual-grid multi-scale scheme was originally proposed to
couple DEM with FEM. To facilitate data conversion between continuum models derived
from FEM and DEM, an interface was defined. This process was the key point for modeling
gasification and allowed the investigation of particle—fluid interaction without missing the

information on particles.
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In the last part of the thesis, the mathematical model was developed for large-scale modeling
of anode slab. The only reported work on anode slab is that by D. Ziegler [20], done under
isothermal steady-state and first-order conditions. In this study, a model was developed in an
unsteady-state condition. To address the inherent effect of CO on the gasification process, L-
H mechanism is used as the gas part of the chemical reaction rate, and RPM as the solid part
to consider structural parameters. The model includes a finite element method (FEM) for the
gas and solid phases (anode). In addition, the anode disappearing has been included in the

model by adding the burning rate of the anode and the moving boundary condition.

The present work can open a new window for addressing one of the most critical issues in

aluminum smelters and a better understanding of the CO> gasification process.
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Abstract

The present work focuses on the gasification of a single carbon-anode particle with COg,
using a detailed reaction-transport model, based on the reaction intrinsic kinetics and
transport of gaseous species. The model includes the mass conservation equations for the gas
components and solid carbon particles, resulting in a set of nonlinear partial differential
equations, being solved using numerical techniques. The model may predict the gas
generation rate, the gas compositions, and the carbon consumption rate during the
gasification of a carbon particle. Five kinetic models were compared to describe the
gasification behavior of carbon particles. It was found that the random pore model (RPM)
provided the best description of the reactivity of anode particles. The model also predicted
the particle shrinkage during the gasification process. The model was validated using

experimental results obtained with different particle size ranges, being gasified with CO at
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1233 K. The experiments were performed in a thermo-gravimetric analyzer (TGA). Good
agreement between the model results and the experimental data showed that this approach
could quantify with success the gasification kinetics and the gas distribution within the anode
particle. In addition, the Langmuir-Hinshelwood (L-H) model is used in order to capture the
inhibition effect of carbon monoxide on the gasification reaction. The effectiveness factor
and Thiele modulus simulated for various particle sizes helped assessing the evolution of the

relative dominance of diffusion and chemical reactions during the gasification process.

Résumé

Le présent travail se concentre sur la gazéification d'une seule particule d'anode de carbone
avec du COo, en utilisant un modéle de transport-réaction détaille, basé sur la cinétique
intrinséque de la réaction et le transport des especes gazeuses. Le modele comprend les
équations de conservation de la masse pour les composants gazeux et les particules solides
de carbone, ce qui donne lieu & un ensemble d'équations aux dérivées partielles non linéaires,
résolues a l'aide de techniques numériques. Le modéle peut prédire le taux de génération de
gaz, les compositions de gaz ainsi que le taux de consommation de carbone pendant la
gazéification d'une particule de carbone. Cing modeéles cinétiques ont été comparés pour
décrire le comportement de gazéification des particules de carbone. Il est ressorti que le
modéle de pores aléatoires (RPM) fournissait la meilleure description de la réactivité des
particules d'anode. Le modele a également prédit le rétrécissement des particules pendant le
processus de gazéification. Le modeéle a été validé a I'aide de résultats expérimentaux obtenus
avec différentes gammes de tailles de particules, ayant été gazéifiées avec du CO, a 1233 K.
Les expériences ont été réalisées dans un analyseur thermo-gravimétrique (TGA). Une
similitude des résultats du modéle et ceux des données expérimentales a montré que cette
approche pourrait quantifier avec succes la cinétique de gazéification et la distribution du gaz
au sein de la particule anodique. De plus, le modéle Langmuir-Hinshelwood (L-H) est utilisé
afin de capturer I'effet d'inhibition du monoxyde de carbone sur la réaction de gazeification.

Le facteur d'efficacité et le module de Thiele simulés pour différentes tailles de particules ont
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aidé a évaluer I'évolution de la dominance relative de la diffusion et des réactions chimiques

au cours du processus de gazéification.

Keywords: carbon anode; single-particle shrinkage; gasification; diffusion; inhibition;

modeling

Nomenclature

Latin symbols

A stoichiometric coefficient, (-)

B stoichiometric coefficient, (-)

C. concentration of anode reactant, (mol-m)
C concentration of gaseous species, (mol-m)
C(0) surface concentration of carbon-oxygen complex, (mol-m2)
D diffusion coefficient, (m?-s?)

De effective diffusion coefficient, (m?-st)

k reaction rate constant, (mol-m's)«l'”)'s-l’

ko preexponential factor, (bar™-s™)

L, pore length, (m-kg™?)

H number of experimental data, (-)

M molecular weights, (kg-mol™?)

m mass of anode particle, (kg)

N number of samples, (-)

n partial reaction order, (-)
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]

Rm

X
X
Greek symbols

a

pressure, (kg-m2-s?)

spherical coordinate (m)

particle radius, (m)

chemical reaction rate, (mol-s*-m)
gas constant (kJ-mol*-K™1)

specific surface area, (m™)

reaction time, (s)

temperature, (K)

pore volume (m3-kg™)

gasification conversion of anode particle, (-)
value of each sample

mean of samples

modified random pore model constant, (s)
void fraction, (-)

Thiele module, (-)

effectiveness factor, (-)

modified Thiele module, (-)

density, (kg-m)

Lennard-Jones collision diameter, (m)

collision integral for molecular diffusion, (-)
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®

v
Subscripts
Abs

Ap

Ave

CO
CO,

Diss

tortuosity, (-)

power-law constant, (-)

structural parameter, (-)

absolute
apparent

average

carbon

carbon monoxide
carbon dioxide
dissolved

active carbon site
gas phase

gas specie

gas specie
molten

solid phase
shrinkage start point
instantaneous

initial
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2.1 Introduction

Carbon anode reactivity is of considerable concern for most aluminum smelters using the
Hall-Heroult electrolysis process. In this process, anodes are partially submerged into the
electrolyte solution, which is made up of molten cryolite. Molten aluminum is produced by
the reduction of dissolved alumina in the cryolite, and the anode is electrochemically
oxidized, generating CO». The stoichiometry of this overall electrolysis reaction in shown as
Equation (2.1). The generated CO; at the anode surface, directly escapes to the electrolysis
cell headspace. However, part of the generated CO- diffuses into the porous structure of the
carbon anode due to the electrolyte hydrostatic head and the concentration gradient.
Consequently, it reacts with the solid carbon through the Boudouard reaction [1]. The
Boudouard reaction is not desirable because it results in an increase in the net carbon
consumption and may contribute to the generation of carbon dust in the pots which is an
operational problem [1, 2]. The carbon dust is principally generated by selective burning of
the anode components that are in contact with air or CO>. For instance, it is believed that the
binder matrix within the anode is preferentially burnt, causing detachment of the carbon

particles from the anode surface, which then fall into the electrolyte bath [3].

2A1,0, 4 +3C, — 4Al

© m +3C0, (2.1)

The combustion reactions occur either at the anode surface or within the anode bulk. For a
given anode formulation, the reaction rate is a function of temperature, pore structure,
permeability, and intrinsic reactivity of the anode constituents [3-5]. The minimum
theoretical carbon consumption for aluminum electrolysis is 0.334 kg per kg of Al produced.
However, since the cell efficiency is usually less than 100 %, the real electrolytic
consumption of carbon is around 0.41 kg per kg of Al produced. Keller et al. reported that
the extra-cost associated with the overconsumption of one kg anode per one ton of produced
aluminum is around US$ 2. The overconsumption of a midsize-smelter (producing 300,000
tons of aluminum per year, and needing 150,000 anodes per year), is approximately 40 kg
per anode. Therefore the estimated extra cost could be about US$ 12 million per year

[6]Gasification of anode by air and CO: greatly contributes to this carbon overconsumption.
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Several authors [7-10] discussed the influence of anode properties on its air and CO:
reactivity and the net carbon consumption. The present work will mainly emphasize the
quantification of the structural changes of anode particles during CO. gasification and its

effect on the gasification reactions.

The electrolysis cell (which is called pot) is composed of prebaked carbon anodes, molten
cryolite, and a liquid layer of aluminum lying on cathode carbon blocks. The carbon anode
is consumed during the process, and it should be replaced by a new one approximately every
25 days. The anodes in the electrolysis cell are in contact with CO> at high temperatures
(typically 1233 K). At temperatures higher than 1073 K, the apparent rate of carbon-CO;
gasification reaction becomes more significant due to the combined chemical reaction and
the mass transfer effects. It is worth mentioning that the diffusion is the main part of the mass
transfer [11, 12] and its effect on the gasification rate becomes more significant for particles
larger than 0.1 mm [12, 13].

In order to estimate the anode consumption rate, numerous mathematical models have been
introduced in the literature such as the grain model (GM) [14, 15], the volume reaction model
(VM) [8, 10, 15], the nucleation model, the single-pore model (SPM) [8], the modified grain
model (MGM) [16], and the random pore model (RPM) [8, 9, 15, 17]. Broadly, these models
can be divided into two main categories: structural and volumetric models. The structural
models account for the changes in the structure of carbon in the process. During the reaction,
the internal pore structure is changing over time [11, 15, 18-25]. In the volumetric models,
conversely, experimental correlations are used for considering the porous structural changes
[8, 10, 14, 18, 22, 26, 27]. In this latter approach, the problem is addressed by feeding the
model with the anode mechanical properties or other experimental data. These models
explicitly mention the solid microstructure changes during the reaction and the influence of
the microstructure evolution on reactivity, but despite changes in the structure, the particle
size during the process remains invariant. The literature abounds with simplified techniques
to circumvent mathematical and computational difficulties. Jamshidi and Ale Ebrahim [7,
28, 29] developed a semi-analytical, semi-numerical method, Quantize Method (QM), with
simplifying assumptions. Their model leads to acceptable results based on the experimental

data, though without mentioning the effect of solid structural changes into the solid volume.
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Thus, the particle radius remained fixed during the gasification - that is not truly representing

the real gasification conditions.

In a non-catalytic carbon-CO> reaction, it is essential to take into account the solid structural
changes as the reaction progresses, because the reaction rate is a function of both gas and
solid concentrations [14, 18, 19]. From a mathematical point of view, this aspect leads to
coupling the gas-solid conservation equations within the model that increases the complexity
of the problem. Researchers have extensively studied the computational aspects of these
models, but there is only limited research data available on single-particle reactions,
considering gas-solid conservation equations [18-22], and it is essential to develop models
for such practical systems. An accurate model for a particle reaction could generate valuable

insights for modeling the whole anode reaction in the future.

In this contribution, we attempted to reduce the gap between theory and experiment, by
providing a model that considers diffusion and pore growth during the reaction of an anode
particle. Upon the gasification process, the anode particles are consumed, and the apparent
radius of the carbon anode reduces gradually while also the porosity of the particle increases.
Hence, the effect of shrinkage and the particle porosity was considered in mathematical
modeling. Therefore, suitable numerical methods were implemented in the mathematical
model for solving the governing transfer equations. First, the intrinsic kinetics of CO>
gasification is experimentally investigated by using a thermogravimetric analysis. Then, a
global reaction model was developed by considering all the above-mentioned aspects. The
suitability of the existing structural reaction models for our global reaction model was

examined.

52



2.2 Experiments

2.2.1 Materials and method

2.2.1.1 Materials

The carbon anode particles were obtained from the Deschambault aluminum smelting plant
(Alcoa Corporation). Ball milling was used to mill large particles into the fine fractions. To
have various particle sizes of anodes, the particles were crushed and passed through various

USA standard sieve trays (from 20 um to 4380 pum).

The real density of the anode particles was measured using a Helium-pycnometer
(Micromeritics, AccuPyc Il 1340, USA). Each analyzed sample (2 g) was weighed three
times with an analytical balance (MS204S, Mettler Toledo, USA) and placed in a stainless-
steel cell in the He-pycnometer. The real density was obtained by dividing the mass of the
sample to the volume obtained by the pycnometer.

To obtain the specific surface area, powder samples, with a given size, were first degassed
under pure nitrogen (N2) at 523 K for five hours. Then, the samples were analyzed with a gas
adsorption analyzer (Micromeritics, Tristar 11 3020, USA). Nitrogen (Praxair, purity: 99.995
%, USA) was used as the adsorbing gas at 97 K. The chemical composition was analyzed for
all samples using the X-ray Fluorescence Spectrometer (Panalytical, USA). Characteristics
of the anode particles with different sizes are presented in the Table 2.1. The amounts of
sulfur, vanadium, nickel and sodium are similar for all particle sizes. The increase in the
amount of iron observed with decreasing particle size may be explained by the crushing and
grinding of the particles which resulted in potential iron contamination. The variability of

silicon and calcium concentrations is difficult to explain.
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Table 2.1. Elemental composition and physical properties of anode particles with different particle

size.
Properties | (4380+380) (3680 = (2190 = (1200 + (500+60) (200£33) (50£11) um (20+1)
um 320) um 190) um 205) pm pm pm
pm
S (%) 187+006 184+006 185+006 1.86+006 1.83+006 1.82+006 181+0.06 1.84+0.06
Si (ppm) 254 + 36 252+35 257 +36 222 +37 293+ 35 453 £ 63 745+ 34 475 + 66
Ca (ppm) 174+ 9 174+ 9 468 £ 23 335+ 63 204 +10 459 £ 63 1259 + 63 1059 + 63
V (ppm) 302+15 302+15 308+ 15 316 £15 312+ 15 308+ 15 309+15 311+15
Fe (ppm) 73737 747 +37 696 + 35 740 + 37 775+ 35 895+ 45 973+49 1058+ 49
Ni (ppm) 182+9 183+9 187+9 197+ 10 201+10 188 +9 190+ 10 193+ 10
Helium 1980 1980 1990 2002 2008 2020 2055 2060
density
(kg-m?)
BET surface 4.2 4.5 4.5 5.3 5.0 55 6.3 6.9
area (m%g™)

2.2.2 Gasification tests

A thermo-gravimetric analyzer (Netzsch STA 449 F3 Jupiter) was used for measuring the
apparent reaction rate of anode particles at 1233 K by measuring the online weight loss of
the samples. To remove moisture content, the samples were placed in an oven at 423 K for
15 h. Only one layer of dried particles was placed in the TGA sample holder (1.82 mm height
and 6.45 mm diameter) to ensure the constant composition of the feeding gas near the surface
of each particle. The temperature was gradually raised (20 K-min™) to the target reaction
temperature (1233 K). Nitrogen (99.995 %, 100 mL-min™) was used as a protecting gas
during the heating step. After reaching the target temperature, the system was stabilized for
15 min under flow of N2. The flow rate of nitrogen was then steadily decreased to 20 mL-min
! while the flow of CO2 gas (99.9 %) was increased to 100 mL-min, and the mass loss was
recorded. At the end of the experiment, the CO. flow was cut off and substituted by N2 flow,
and the furnace was switched off to cool down to ambient temperature. Each experiment was
stopped once no further mass loss was occurring, indicating complete gasification of the

samples. The reaction time was indeed a function of the particle size. Equation (2.2) states
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the gasification conversion (X) of the carbon material to be used for expressing the apparent

anode reactivity:
m
X=01-—
( mo) (2.2)

where m,, is the initial mass of the anode particle sample and m; is the instantaneous mass
at time.

As part of this report, uncertainties have been calculated to estimate the weight of
measurement and / or experimental errors, and the variation between the different repetitions
of the analyses. These uncertainties were calculated using Equation 2.3. To account for any

possible variability in the results, this expression assumes that the samples analyzed in this

study comprise part of a population, allowing the uncertainties to be overestimated.

e= 55 @3

where X is value of each sample X is mean of samples and N is the number of samples.

2.3 Mathematical Modeling
2.3.1 Gasification models

The primary chemical reaction can be represented by Equation (2.4):
aA() + bB) — Crg) (2.4)

where A and B are the gas and solid reactants, respectively, and C is the gaseous product
while a and b are their corresponding stoichiometric coefficients. Some simplifying
assumptions are used in this model as follows: the domain of the anode particle consists of a
spherical reactive solid and the intra-particle porosity, which shelters the gaseous reactants
and products. On account of the small size of the particles, it is safe to assume that both gas

and solid phases are in an isothermal state [15]. For simplicity, we assume the topochemical
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particle evolution preserving its sphericity during the gasification process. CO: in a spherical

anode particle reacts with carbon according to the following reaction:
COzg) + C) — 2CO(q) (2.5)

The local mass conversation equations for each species assuming spherical particle symmetry

can thus be written as:

10,, 0Ceq 0(eCq, )

— —~(r'D. —2)+ = T2 2.6

r2 ar( o or )+ Reo, ot (2.6)

iﬁ 2 acco _ _ a( SCCO ) 2.7

I,2 or ( r COe or ) 2RCO2 - ot ( )
oC

Re =— 8'[C = Rco2 (2.8)

Equations 2.6 and 2.7 assume that convective mass transfer is not comparable to the diffusion
mass transfer. That is, mass transfer occurs through diffusion via the interconnected pores
inside the particle. Also, the tortuosity of pores is applied using effective diffusion
coefficient.

The boundary and initial conditions are:

atr=h: Ce,, =Ceo,, Coo =0 (2.9)
0Cq dCg
= -2 = —_— = O .
at r=0: —==0, — (2.10)

Cco2 |t=o :Ccoz,o » Ceo |t=0 =0, Cc |t:o = Cco

(2.11)
where: R, is the chemical reaction rate of COz, R. is the rate of anode reactant consumption,
C. is the instantaneous concentration of carbon, C. is the initial concentration of carbon,
Ceo, Is the concentration of the gaseous reactant, C., is the initial concentration of the
gaseous reactant, D, is the effective molecular diffusivity, r is the local radial position

within the anode particle, I, is the initial particle radius. According to Equation (2.8), both
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rates of gas consumption (R, ) and carbon reactant consumption (Rc) are equal during

gasification. The void fraction or the local porosity of the anode particle may change during
reaction, due to the consumption of solid reactant or the difference between the volume of
the solid reactant and product. The variation of local porosity can be modelled by Equation
(2.12) [15] as follows:

e=¢gy+(1-&)X (2.12)

where, &,, is the initial porosity of the anode. The equation (2.12) can be derived by means

of a material balance, based on the assumption that the bulk density of the ash remains

constant [30] and the local porosity satisfies a linear relation with conversion [31].

According to Equations (2.13-2.15), first, the partial differential Equations (2.6, 2.7) with

boundary and initial conditions (Equations 3.9-3.11) are solved to obtain the instantaneous

Ceo, » Cco radial profiles. Then C, is calculated from the mass balance at each location by:
Ce =C¢, +(Cco, —Cco,,) (2.13)

The carbon conversion has been experimentally acquired and calculated by Equation (2.2).
Carbon conversion and porosity, which both are locally dependent, are calculated in the

model as follows:

X =1-—c. (2.14)
e=g+(1-5)X =1—(1—80)[§—CJ (2.15)

For the structural evolution of the particles during the gasification, different models have
been proposed in the literature. For instance, RPM assumes that the pore structure of porous
particles consists of cylindrical channels having different sizes and that the reaction takes
place on the wall surfaces. According to this model, the relationship between the internal

surface area of particle and its porosity can be given by [10, 32]:

57



S(X)=S,(1— X){/I—y In— X) (2.16)

where So is the initial surface area, v is a dimensionless parameter indicating the nature of

pore structure (i.e., RPM structural parameter) was calculated using Equation (2.18) and also

other related parameters are determined by the following equations [33]:

Sy = zf 20 gr (2.17)
0
4L (1-¢
v = L0(2 0) (2.18)
SO
e= [, vo(r)dr (2.19)
Ly = f %) g (2.20)
0

where L, €, ps, and vo(r) are the pore length, the porosity, the density of the anode particle,

and pore radii distribution, respectively.

Gas diffusion in a porous solid is affected by the porosity and the pore structure. Therefore,
an effective diffusion coefficient is considered. The effective molecular diffusivity (D, ) of

the gas in a porous particle is obtained by [24]:

D =D £ (2.21)
T

ie ij

where Dig, and Djj are the effective diffusion coefficient of gaseous species and - molecular
diffusion coefficient of the gaseous species, 7 is the tortuosity factor, and ¢ is the particle
porosity. The binary diffusion coefficient of component (Dy;) at each temperature, for species

I in reaction J, is estimated by correlation of Hirschfelder [34].

0.5
0.001858T*° i+i
M, M

D, = ' ! 2.22
" I:)absalngzD ( )
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where, Paps IS Absolute pressure in atmospheres, M, and M; Molecular weights of | and J,
respectively. o, is Lennard-Jones collision diameter in Angstroms, and €2, is Collision

integral for molecular diffusion.

Both chemical reaction rate and diffusion rate may contribute to the overall reaction rate. At
high diffusion rates, the chemical reaction could be a limiting factor, and reciprocally. Thiele
modulus is a dimensionless parameter that informs which phenomenon has the leading
characteristic time [35]. Here, a modified Thiele modulus (1) is developed to account for
the structural change undergone due to the consumption of the material during the particle’s
gasification. For a first-order chemical reaction, a modified Thiele modulus is defined as
[15]:

A=’ 1+yIn(l—g) -y In(l-&) x(1—¢)/ & (2.23)

in which ¢ is the Thiele modulus [15], defined as:

o =r,(kp.S,D,)”? (2.24)
where k is the reaction-rate constant, Iy is the initial particle radius, ps is the density of the
anode particle, S, is the initial surface area, and D, is the effective diffusivity.

The effectiveness factor 77 can be calculated using the modified Thiele modulus by the

following equation:

1, 1 1
(=) (2.25)

7= 7 tanh@a) 34

As the largest characteristic length scale of the pore structure is much smaller than the
characteristic length associated with the concentration gradients, the reaction rate term in
Equations (2.6-2.8) should be adequately defined. So, from a particle point of view, the
reaction rate per unit volume must be formulated in a “structural” form. Thus, a function that

summarizes the available reaction sites at a given time should be introduced. To incorporate
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this feature explicitly, we assume the following intrinsic kinetics at any location within the

particle as:
R=-r(Coo,)- F(X) (2.26)

This reaction rate consists of two parts, r(Cq) and F(X). The first part stands for the influence
of the gas phase components on the reaction rate, whereas the second part depicts the

structural change brought by the reaction in the porous solid phase [31].

In this work, to model CO; gasification of the anode particles, two types of equations are
used to describe the gas phase reaction, r(Ca), a simple first-order form, and a Langmuir-
Hinshelwood (L-H) form. The latter is preferred due to its ability to account for the species

adsorption/desorption. In the L-H formulation, the adsorption coefficients of CO and CO2are

assumed to be constant ( k1 : k2 , and k3 ), and the following pathway is proposed for this

process:

C,+C0O,—-C(0)+CO (2.27)
C(0)+CO—2—C, +CO, (2.28)
C(0)—+—>CO+C, (2.29)

where C; is the active carbon site, k1 : kz , and k3 are the reaction rate constants, and C(0)

represents the carbon-oxygen surface. The presence of CO results in lowering the steady-
state concentration of C(O) by an inhibiting effect r(Cg) as described by Equation (2.30):

kP
r o= L co; (2.30)
! 1+ kZF)co2 +k3pco

Equation (2.26) becomes Equation (2.31) by substitution of -r(Cg) (Equation 2.30):

k,P
R= L0 F(X) (2.31)
1+ k2PCOZ +k,P,

An Arrhenius-type of temperature dependence is assumed for k:
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E
k =k, exp(-—— 2.32
0 €XP( RmT) (2.32)
where, E is activation energy, ko is the preexponential factor (atm™-s™) and R is the universal

gas constant (kJ-mol K1),

There are also various models to cast the kinetics of gasification reaction for the porous solid
phase F(X). In general, different kinetic models can be applied to the structure part of
Equation (2.26), among which, the shrinking core model, the volumetric reaction model, the
modified volumetric model, and the random pore model are widely used by researchers [9,
14, 15, 17, 18, 36, 37] (Table 2.2). To evaluate these different models, a set of experimental
data is used. The carbon conversion is calculated by using various kinetic models and the
solved set of equations is compared with the experimental data. Models that account for
particle shrinking-core behavior usually assume that the external layer of the particles is
removed with time, which is referred to the exposed shrinking-core model (CM). Therefore,
in these models, the external mass transfer and intrinsic kinetics in the external surface are
considered. Besides, reacting particles are assumed to preserve their spherical shape during
gasification, as stated earlier. The reaction between particle and gas reactants is started on
the interface of particle and gas. As the external surface is consumed, the reaction front moves
gradually to the particle’s interior. This results in decreasing the particle’s radius during the
gasification reaction progress. However, this model cannot capture the structural changes
inside the particle since the gasification takes place only on the external surface of the

particle.

On the other hand, in the volumetric model (VM), it is assumed that a homogeneous reaction
occurs [10, 14, 15, 32]. It results in a linear decrease of the surface area with conversion
during the reaction. In the RPM model, from a practical standpoint, while So and &, are
accessible experimentally, L, cannot be measured [14, 15]. ¥ is a free parameter that is

adjusted using experimental data. The value of ¥ is related to the solid material and the

formation condition [26, 38, 39]. Moreover, modified random pore model (MRPM) is the

improved pore structure model to simulate the evolution of superficial area of carbon
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particles during CO; reaction. Different forms of MRPM have been proposed in the literature
by introducing a new conversion term and a time function with two or three dimensionless
parameters into the original random pore model [14, 40-43]. We used the equation which is
proposed by Gémez-Barea [14] in which, the new conversion term and time function have a
linear relation with time. It simplifies the equations and let us to find the analytical solution
with reasonable results. The influencing factors, such as pore characteristics and the

superficial area of porous particles during gasification are taking into account [40, 44, 45]. t

in MRPM represents the gasification time, and ¥ and, O are the structural parameter and

the power-law constant, respectively. @ is the power-law constant that can be positive or

negative that shows the effects of time on ks that is defined by [1+ (@ +1)(at)] . The negative
value of W means that the reaction rate is constant. The higher value of ® (> 5) shows the
higher impact of time on the reaction rate. In this case, MRPM can deliver reliable results
comparing to RPM. O is a discreteness parameter. When QU goes to zero, the results of
RPM and MRPM are the same. The parameter QU is related to the structural parameters of

particles such as initial porosity and specific surface area. With an increase in QU , the value

of the surface area is reduced.

Table 2.2. Main structural reaction models for gasification rate [14, 31, 46].

Model Equation (F(X))
Volumetric model (VM) 1-X)
Shrinking core model (CM) (1-X)3

Random pore model (RPM) (1-X)J1-wIn(1-X)
Modified Random pore model

(MRPM)* [L+(0+D)(at)](L- X)yL-wIn(L- X)

Traditional (TM) (1-X)"

* o: modified random pore model constant, (s 1), () : power-law constant, (-)
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Several equations were applied to obtain the effective diffusion coefficient, which depends
on both porosity and tortuosity (Equation (3.21)). Comiti and Renaud [16, 47, 48] defined
the tortuosity of spheres based on the theoretical tortuosity-porosity relations. Their equations
are used by numerous researchers, especially for porous carbon materials [49, 50]. Akkani
and Evans investigated different practical equations to calculate tortuosity value, and their
results showed that the effective diffusion could be related to the particle size, shrinkage, and
the pore size of the particle [50]. In this work, we applied various tortuosity equations
proposed in the literature to obtain the one best representing the anode particle behavior. To
do so, the model was run using different models, and the calculated results using the
MATLAB software were compared to the experimental gasification tests. The experiments
were carried out at different particle sizes of 0.05, 1, and 3 mm to cover the diffusion effect
from low to high, respectively. The errors were derived for R=1 mm from experimental
validation and for other particle sizes (0.05 mm and 3 mm) by comparing experimental data
with predicted model results. The results, summarized in Table 2.3, reveal that using the
tortuosity expression in the first row is the most suitable one for anode particles ranging
between 0.05 mm to 3 mm for which the fitted tortuosity led to the least error among all the
tested tortuosity models.

Table 2.3 Summarized model results for different tortuosity equations for three anode
particle sizes [50, 51].

Theoretical tortuosity—porosity relations Remarks
Error
R=0.05mm R=1mm R=3mm
r=(3-¢)/2 0.04 0.01 0.05 Packing[50]
r=08(1-g)+1 0.08 0.03 0.07 L_abor_atory contaminant
diffusion[51]
r =g V2 0.07 0.20 0.06 Spherical particle[51]
r =1-05Ine 0.09 0.03 0.11 Sand-spherical particle[50]
. 0.04 0.03 0.05 Overlapping spheres[50]
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2.3.2 Particle shrinkage

Understanding the structural features of anode particles and their evolution during
gasification provides useful information for the development of gasification-based systems.
During the gasification process, the anode particle starts to shrink, and the apparent radius of
the anode particle (rap) decreases gradually. In this step, the outer layer of the solid is
fragmented [32]. In the developed model, the fragmentation occurs when 100 % of an
imaginary external layer is consumed. This imaginary external layer may have a finite
thickness, which could be defined depending on the resolution of the calculations. In our
model, the apparent radius is kept unchanged until the conversion at the outer surface layer
reaches 100 %. On the other hand, at this step the thin outer layer of particle, reaches to
conversion of X(rap)=1. After consuming the outer layer, a new updated outer layer is defined,
and the radius of the particle is now smaller by the thickness of the removed outer layer [32].
According to this description, the change in the anode particle radius during the process can

mathematically be represented employing a moving boundary condition as follows:

X (rap)outer layer < 1

0
or.
a _ | OX
o Pon X(r,) =1 (233
8)y ap /outer layer —
or

when 100 % of an imaginary external layer is consumed, the start point shrinkage conversion
(Xsh) will be obtained by solving the second condition term of equation (2.33). Schematic of
gasification inside an anode particle is illustrated in Figure 2.1. At the center of the particle,
apparent radius equals 0, and at the outer layer of the particle, apparent radius and related

anode conversion, equal rap, and X(rap), respectively.
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Figure 2.1 Conditions and conceptual gasification of a single particle.

2.3.3 Numerical method

In the developed model, the anode conversion (X) is the target variable to be computed. In
this model, after reaching a critical carbon conversion rate, the apparent radius of the anode
particle decreases until it eventually leads to particle vanishment (depending on the ash
content of the particle, complete disappearance of this latter may not occur experimentally).
Thus, it is essential to consider the moving boundary condition method for solving the
proposed model. The model includes certain nonlinear partial differential equations (PDES),
which are also time-dependent equations. Since the numerical method of lines is a proper
technique for solving the time dependent partial differential equations, the sets of PDEs of
this model can be solved using this method [52]. In the method of lines, all the derivatives

are substituted by the finite difference method, but the time derivatives remain with no
change. Itis assumed that the variables C and X are related to ( I , t; ) but are independent
on (i ,t;)or (N ,t;,,). Here, “i” and “j” indicate the indices of a computational grid

node, index “i” defines the position and “j” the time instant. The grid number in the r direction

equals 10 for a particle with 1 mm radius. The model is an explicit time step of a finite
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difference algorithm, in which the time step is automatically defined, and it is compatible
with the ODE solver. Therefore, PDEs are converted into a system of
ordinary differential equation (ODESs). This package is written in MATLAB software in
three-layers of calculations. All the input data are imported to the first layer; an appropriate
model is defined; at the end of calculations, the results are returned to this layer. The second
layer is a transporter layer in which all the required data are transported to the solver of the
model. Besides, the results of the modeling are reflected from the calculation core to the
upper layer by this part. The third layer (calculation core) is the ODE solver. In this package,
the ODE solver consists of ode23s that accurately calculates rigid systems using raw error
tolerances. This solver is an Implicit Runge-Kutta method. All unknown variables must be
solved simultaneously in one system of ODEs. The model outputs are the carbon conversion
(X) versus time. The model constants can be regressed using the experimental data of carbon

conversion versus time.

Originally, X is a local value, but to compare it with the experimental value, X must be

averaged over the particle volume at each time instant as follows:
3 rn 2

Xave (1) :FJ‘O X(r,t)redr (2.34)
0

We defined Equation (2.35) as an objective function for identification of the model constants,
including the chemical reaction rate constant and adjustable parameters in the function of

F(X) suchas ¥ for RPM, w, and & for MRPM and n for TM equation.
L 2

OF = Z(Xave,j (t) - Xexp,j (t)) (235)
j=1

where H is the number of experimental time points. The Values of OF are given in Table 2.3.
The optimization procedure was done using fminsearch of MATLAB software [53]. That is,
a set of ODEs are solve using ode23s of MATLAB software at different time points, then the
calculated Xave(t) are inserted into equation 2.35 to calculate the objective function (OF). A
termination tolerance equal to 10 was set both on the regressed parameters (Tolx) and OF

values (TolFun). The fminsearch function stops when it satisfies both TolFun and TolX.
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2.4 Results and Discussion

Figure 2.2 shows the conversion of the anode particle as a function of time both in terms of
model predictions and experimentally determined one. Particles with an average size of 1
mm were used to generate experimental data, and the spherical particles of diameter 1 mm
were used for simulation. In the model, we integrated different structural kinetic models
presented in Table 2.3 to verify their suitability for the gasification of anode particles. The
results exhibited good agreement between experiments and three models (RPM, MRPM,
CM). The errors between experimental and simulated results are presented in Table 2.4. As
the RPM model showed the reasonable outcome with the low error and number of
parameters, thus, we used hereafter the RPM model to simulate the gasification of anode

particles under varying conditions.

1 L
0.8
. 06
e Experimental data
o4 & |7 VM |
— RPM
MRPM
0.2 ™
---CM

0 0.5 1.0 1.5 2.0 2.5 3.0

x10*
t(s)

Figure 2.2 Anode particle conversion versus time using different kinetic models (experimental data

comes from the gasification of the carbon particles with the size of 1 mm, T = 1233 K).
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Figure 2.3 demonstrates the time required for full consumption of the particles with different
sizes as a function of their initial radius. The results revealed that a good agreement exists
between predicted (continuous red line) and measured (solid circles) data. As expected, the
smaller particles are consumed faster due to both a higher specific external area and smaller

quantity of material to be consumed.

Table 2.4 Model parameters for various structural kinetic models, where r(C) is the
first-order equation.

Reaction Model Parameters OF
Model

VM k=1.7064 (s 1.7E-03
CM k=3.5873 (s?) 2.4E-4
RPM k=1.0935 (s1) ¥ =2.7687 5.60E-05

MRPM k=0.3959 (s1) ¥ =2.9811 ® =-1.0076 (s1) ¢ =0.0031 5.59E-05
™ k=1.3178 (s) n = 1.1790 6.6E-03

%x10%

te’nd (S)

® Experimental data

——Predicted model

0 1 2 3 4
ro (mm)

Figure 2.3 Time for full consumption versus initial particle radius (T = 1233 K).
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Figure 2.4 shows the simulated plots of anode particle conversion versus time for different
particle sizes. The experimental data points for the particle size of 1 mm were also presented
for comparison. Figure reveal that the model validated by one set of experiment data (particle
size = 1 mm) and other particle sizes were obtained by model prediction not just validation
and data fitting. The results suggest that the particle size significantly affects the reaction rate
of the particle gasification (as reflected by the slope of the curves). As the particle size
decreases, the reaction rate increases, and full consumption is reached in a shorter time.
Particles with a radius larger than 1 mm did not achieve total consumption after 10 hours of
reaction. This could be attributed to the larger external surface area of the fine particles
compared to that of the coarser ones. This also indicates the diffusion-inhibited reaction rate
for the coarser particles [23], the same as the observations reported by Gémez [14]. As
expected, the conversion rate holds a direct relationship with the reaction time, but an inverse
relationship with the particle size.

mrE
e
-------

-----
.......
Ta

08r
0.6
o - Experimental
0.4 r=0.02 mm
r=0.50 mm
—&—r=1.00 mm
—4—r=2.00 mm
0.2 —e—r=3.00 mm
—#—r=5.00 mm

Figure 2.4 Conversion versus time for different particle sizes of anode particle (experimental data
for the particle size 1 mm, T = 1233 K).

69



CO2 mole fraction inside a reacting particle (the concentration of component i is defined as
Y=ni/V)., predicted by the model during the gasification time, is shown in Figure 2.5 for
Equations 3.6-3.7 solved for the central position (r = 0) of the anode particle for different
particle sizes. Initially, CO2 reactive gas is introduced into the pores. Therefore, the CO, mole
fraction is near one within the pores and at the surface of the particles (Figure 2.5 a'). When
the reactions start, CO- is consumed and CO is generated, resulting in a gradual increase of
CO concentration at the expense of that of CO2. The graph (Figure 2.5 b) shows that the CO.
concentration at the center of the particle decreases first to reach a minimum at (t = 1x10%s),
then it increases gradually until the particle is fully consumed. This peak of CO: is attributed
to the quick consumption of active carbon at the beginning of the reaction. In fact, not all
carbon sites have the same activity with respect to CO>, and some of them are more reactive,
as reported earlier [36]. In these areas, carbon is consumed quickly when they come in contact
with COz. Therefore, in the beginning (Figure 2.5 a), the rate of reaction is high due to the
presence of active carbon sites, resulting in a quick depletion of CO2 concentration over the
first 25 s. Then, the rate of CO> reaction with carbon decreases as the active sites are
consumed. At the same time, the presence of CO results also in a decrease of CO; reaction
with carbon. These two phenomena result in a balance between the consumption rate of CO>
and its diffusion rate from the surface at around t= 1x10* s. By progressing the reaction, the
porosity of the particle increases, so as its permeability, leading to the increase of the CO>
diffusion from the surface and its mole fraction at the center of the particle. The reaction rate
with CO; for all particle sizes follows the same trends. Another observation is that the CO>
fraction at the center of large particles is always smaller than that of the fine particles, mainly

due to higher diffusion distance.
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Figure 2.5 Mole fractions of CO; inside reacting anode particle (at r = 0) versus time for various
initial particle sizes and T = 1233 K and different time scales, a) the first 25 s, b) the rest of the
process time.

2.4.1 Structural evolution of anode particle during gasification

Figure 2.6 is demonstrating RPM predictions of carbon consumption as a function of time
for particles with a radius of 1 mm for different initial porosity. The rate of solid consumption
(slope of curves in Figure ) in the first stage of the reaction is steep, and then it reduces
gradually at a later stage. The monotonic reduction of reaction rate is presumably ascribed to
the lesser amount of residual solid to react as reaction progresses. Therefore, the porous
samples will vanish in a shorter process time. The difference between slopes increases by
increasing the porosity. As expected, for the samples with higher porosity (¢ >= 0.5 and
more), the slope of the curves at the first stage is steeper since the diffusion rate is higher at
high porosity levels and conversely for the sample with lower porosity (¢ <= 0.2 and less)

the difference between two stages is not significant.
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Figure 2.6 The effects of initial porosity on the conversion of carbon versus time, initial particle
radiusis 1 mm, T = 1233 K.

Experimentally, Figure 2.7 shows the pore volume distributions measured by mercury
intrusion (Auto Pore IV, Micromeritics, Norcross, GA, USA) as a function of the pore size
for anode particles gasified under CO> at 1233 K and at gasification levels of 0, and 50 wt %
for two particle sizes (1 mm and 2 mm). As can be seen in Figure the pore interval (0.1 - 40
um) has the largest pore volume for both particle sizes, and these pore sizes increase strongly
with the increase in the percentage of gasification. A broader peak for the pore size range
larger than approximately 80 um is observed that is associated with the voids between the

particles.
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Figure 2.7 Pore volume distribution versus the pore size for anode particles gasified in two particle
sizes a) 1 mm, and b) 2 mm, gasified at two percentages (0 and 50 %) under CO; at T = 1233 K by
intrusion of mercury

Over the gasification process, the model includes both effects of transport of gaseous species
and intrinsic reaction rates. Due to the diffusion resistance, it is expected that the reaction on
the particle surface be faster than that inside the particle. This description conforms to
simulation outcomes for the anode particle gasification at 1233 K, as shown in Figure
2.8.This figure presents the consumption of carbon (mole fraction) as a function of time at
three different locations of the particles: at the external layer, at the middle radial position,
and at the center of the particle. As Figure 2.8 show, the anode particle on the external surface
layer will be consumed faster than on other positions within the anode particle. This
difference is getting larger when the size of the particle increases. The shorter consumption

time at the surface confirms the particle shrinkage over the gasification process.
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Figure 2.8 The mole fraction of the consumption anode particle during process time for three
positions (surface, middle, and center of the particle). Initial particle size a) ro=1mm, b) ro =2
mm.

Figure 2.9 a shows the change of the relative particle radius (r/ro) as a function of reaction
time. It can be seen that the relative radius of all samples remains unchanged within the first
1x10%* s of reaction. After this period, the particles start to shrink. According to Figure , this
reaction time corresponds to almost full consumption of small particles (r = 0.05 mm) and
33 % of consumption for the largest particles (r =5 mm). It is interesting to see which fraction
of a particle is consumed when it starts to shrink. Thus, we plotted the shrinkage conversion,
corresponding to the conversion of the partcile at a shrinkage starting point (Xsn), as a function
of particle radius (Figure 2.9 b). We can see that Xsh decreases sharply with increasing
particle size. In other words, as the particle radius increases, inception of shrinkage occurs at
the smaller conversions, Xsh, €.g., 45, 33, 25, 18, and 12 % for ro = 1, 2, 3, and 5 mm,

respectively.
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Figure 2.9 a) Relative radius (r/ro) versus processing time for different anode particle radii, b) Xsn
versus initial particle radius.

2.4.2 Modified Thiele module and effectiveness factor

The modified Thiele modulus, 4, describes the relationship between diffusion and reaction
rate in porous particles with no mass transfer limitations [35] (Equation 2.23). The
effectiveness factor, n, is a measure indicating that the diffusion resistance neutralizes the
intrinsic reaction rate (Equation 2.25). An effectiveness factor approaching unity indicates
that the reaction controls the process. The results of the kinetic model show that, depending
on particle size and the mass conversion of the anode, the intrinsic reaction and diffusion can
be significant parameters in determining the overall gasification process. Achieved by RPM

expression at multiple carbon conversions, the effectiveness factors,;, and modified Thiele

module, 1 , are shown in Table 2.5 for both first-order and L-H kinetic models. By increasing
the particle size, modified Thiele modulus increases whereas the effectiveness factor
decreases. It means that, as expected, the diffusion resistance increases with the particle size,

resulting in a reduction in the effectiveness factor [23].

For all samples, the effectiveness factor increases by conversion, approaching 1 at 80 % of
conversion. When the carbon conversion does not exceed 60 %, the results reveal that both

reaction and diffusion control the reaction. By further increasing in the anode conversion, the
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reaction becomes more dominant; due to the particle shrinkage during the gasification

process.

For small particles (r = 0.035 mm) the low values of Modified Thiele modulus (< 2)
demonstrate that reactant is homogeneous distributed inside of the anode, and therefore,
diffusion resistance is negligible. Inversely, for the larger particles (2.2 mm), especially for
the initial conversion, high values of modified Thiele modulus (> 3) confirm that the diffusion
significantly resists against the gasification for large particles. By starting the gasification
process and anode particle conversion, modified Thiele modulus decreases and approached
one at 80 % of conversion. Because at the early stages, the reactant gas cannot easily penetrate
inside the particle and the diffusion is dominant for larger particles [11].

Table 2.5 Modified Thiele moduli and Effectiveness factor for different particle sizes and carbon
conversions.

radius  Reaction rate Definition Carbon conversion %
(mm)
- 0 20 40 60 80

0.035 First order Effectiveness factor ~ 0.81 0.85 0.89 0.94 0.98
Modified Thieles 1.89 1.75 1.41 1.11 0.40
L-H Effectiveness factor  0.75 0.79 0.86 0.93 0.97
Modified Thieles 1.94 1.82 1.45 1.15 0.43
0.7 First order Effectiveness factor  0.49 0.64 0.79 0.88 0.94
Modified Thieles 4.98 3.22 2.37 1.50 1.01
L-H Effectiveness factor  0.44 0.60 0.75 0.86 0.93
Modified Thieles 541 341 2.56 1.59 1.06
1.0 First order Effectiveness factor  0.45 0.63 0.77 0.87 0.93
Modified Thieles 5.47 3.25 2.46 1.54 1.04
L-H Effectiveness factor  0.38 0.57 0.71 0.81 0.90
Modified Thieles 5.74 3.45 2.57 1.67 1.18
2.2 First order Effectiveness factor  0.43 0.59 0.74 0.86 0.92
Modified Thieles 5.71 4.80 25 1.68 1.07
L-H Effectiveness factor  0.36 0.53 0.68 0.81 0.89
Modified Thieles 6.19 5.06 2.81 1.79 1.16
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2.4.3 Specific surface area

The model allows capturing the evolution of the specific surface area during the gasification
process. Figure 2.20 a shows the evolution of the surface area versus the gasification
conversion for four different particle sizes. For ease of comparison in a single graph, we used
the relative specific surface area, obtained by dividing the actual specific surface area of the
sample (S) into its initial specific surface area (So) to make a dimensionless parameter for the
specific surface area. It can be seen that the specific surface area increases at the early stages
of the gasification, reaching a maximum, and then declining until vanishing. By computing
the derivative of the curves and plotting it against the gasification conversion (X), the
maximum of the curves can be better visualized. These maxima can be seen in Figure b, where
the curves cross the zero line. We can see that the maximum specific surface area for the
smallest sample (r = 0.05 mm) occurs after 25 % of gasification. By increasing the particle
size, the maximum is shifted towards lower gasification levels. For instance, this maximum
occurs at 4 % gasification for the largest sample (r = 3 mm). In other words, the conversion
at which the maximum surface area occurs depends on the particle size and it decreases
drastically by increasing the particle size. For all particle sizes, the specific surface area
increases at the early stage of conversion. This is attributed to pore enlargement. However,
with the progress of gasification, the overlapping of the multiple capillaries [22] and the
coalescence of neighboring pores [26, 54] take place (mostly through disappearing inter-
walls), thus decreasing the specific surface area. For the small particles, there is not a big
difference between the reaction rates at the internal and external layers (Figure 2.10 a);
however, this difference becomes significant as the particle size increases (Figure 2.10 b).
The delay of the reaction in the internal layers mitigates the increase of the specific surface
area. That is, when the internal layer reaches its maximum specific surface area, the surface
area of the external layers is already in a declining phase. Therefore, the maximum is barely

seen for the largest particle.
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Figure 2.10 a) Prediction of the surface area of the particle during the gasification. b)
Differentiation of surface area versus carbon conversion (T = 1233 K, r = 3.0, 2, 1.0 and 0.05 mm).

2.4.4 Inhibition effect of CO in anode gasification

The presence of CO in the internal anode pores can play an inhibition role on the carbon
gasification reaction which could explain the lower observed reaction rate compared to the
expected one. To describe these observations, the inhibition effect caused by CO should be
modelled by a reasonable kinetic expression to understand its effect. A Langmuir-
Hinshelwood model can adequately separate the inhibition effect of CO (chemical limitation)
from purely diffusional effects (physical limitation). It is believed that adsorption of CO, on
the surface of the anode followed by desorption of CO are the main steps determining the
gasification rate (Equations 2.27-2.29). Adsorption of CO on the carbon sites may decrease
the rate of adsorption of CO> by occupying the active sites, thus inhibiting the reaction rate.
To assess this effect, we ran the reaction with three different CO concentrations in the inlet
gas. Figure 2.11 shows the conversion in mole fraction at the center of a particle (r = 1 mm)
as a function of time for three different inlet gas compositions. Table 2.6 shows the

experimental data and the corresponding values obtained from the model for the parameters

of ki, kz, and ks (L-H Equation), for different values of initial P., as well as their temperature
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dependence by means of its Arrhenius coefficients. The results show good agreement
between calculated data and experimental data for ki and ks but there is a high level of

uncertainty and discrepancy for ko, particularly at the start and the end partial pressure ratio

P
ranges ( ° p_ =0and 1). These values confirm stronger CO inhibition effect in the anode-
Co.

2
COz gasification in comparison with that obtained with pure CO> in the inlet gas. As a result
of this mechanism, any increase in CO amount at the inlet gas causes a decrease in the

conversion of anode particles during the gasification process.

Figure 2.12 shows the rate of gasification reaction as a function of time for three different
gas compositions in the inlet gas. It can be seen that the rate of reaction at the beginning of
the reaction is much smaller for higher CO concentrations. As discussed above, all reactions
reach a maximum rate after a while, which is due to the fast reaction of the more active carbon
sites. However, this maximum occurs earlier for pure CO.. The inhibition effect of CO delays
the occurrence of this maximum and decreases the maximum value of the reaction rate. After
about 1x10* s, it seems that the reaction rate for the samples with pure CO2 becomes smaller
than those with CO in the inlet gas. This is basically due to the lower amount of remaining
solid carbon in the former case at the same reaction time. For instance, at t = 1x10* s 60 %
of the sample is consumed under pure CO2 while only 42 % is consumed under 50 % CO..

Table 2.6 Reaction-rate parameters k of the L—H model for anode-CO; gasification in
different temperatures and CO concentrations in the inlet gas

Model results Experiment result
Temperature Pco k1 kax105 ksx10° R? k1 kox105 ksx10°
® ?Oz (g-cm?-atm1-s7) (atm?-s?t)  (atm?-s?) (g-cm?-atm-1-s7) (atm™-s?t)  (atm?-s?)
1233 0.00 100.6 105 66 96.8 101.5 101 66
1233 0.25 96.6 101 64 98.6 97.9 101 65
1233 0.50 95.3 102 63 99.4 95.8 102 64
1233 0.75 91.2 102 64 98.8 90.8 102 63
1233 1.00 84.9 97 63 96.5 84.4 103 62
1193 1.00 82.8 94 62 97.9 85.0 95 63
1273 1.00 86.7 98 64 98.4 85.7 99 64
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According to the L-H mechanism, it is possible to use the values of activation energies (Ex,
E2 and Es) respectively corresponding to ki, k2 and ks to illustrate how the various activation
energies are involved in the C-CO; reaction. The amount of activation energy was calculated
by Arrhenius-type of temperature dependence (Equation 2.32) for each L-H mechanism step.
The activation energies of 59 kJ-mol™?, 17 kJ-mol™ and 187 kJ-mol, were obtained for three
steps of the reaction, respectively. Higher partial pressure of carbon monoxide leads to a
decreasing gasification rate, which is reflected by the ks reaction rate constant of L-H
Equation (2.30) [9-11, 25, 55]. Results are in accordance with those obtained in most studies
and showing that the activation energy of step 3 (Ez) is higher than that of step 1 (E1). This
means that the third step (Equation 2.29) is the limiting step of the reaction rate [56].
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Figure 2.11 Anode particle conversion versus process time at the different ratios of the partial
pressure of CO,and CO in the inlet gas (T = 1233 K, ro = 1.0 mm).

80



6 :
5 ——100% CO2 ]
--- 80% CO2
4t 50% CO,
~
s
~
P 3¢
]
2 L
1 L
O I ! L I 1
0 0.5 1 1.5 2 2.5

t (s) «10*

Figure 2.12 Simulation of anode particle gasification rate at the different ratios of the partial
pressure of COzand CO in the inlet gas (T = 1233 K, ro = 1.0 mm).

2.5 Conclusion

A diffusion-reaction model was developed for the gasification reaction of aluminum-industry
anode particles, involving different kinetic models. The model assumed spherical symmetry
and included the most notable chemical reactions, e.g., Boudouard reaction, intra-particle
mass transfer resistance, mass conservation and anode structural characteristics such as
porosity, permeability and shrinkage. The heat transfer was not included since the size of the
anode particles was small enough to assume insignificant temperature gradient across the
particle. A numerical method was used to solve the model. Model parameters were obtained
experimentally by reacting monolayer anode particles in TGA. According to the
experimental and simulated results, we concluded that the random pore model (RPM) is best
describing the anode reaction behavior. Thus, this model was chosen among 5 models tested

in this study.
81



The model outputs allow tracking the particle consumption rate and the distribution of gas
composition inside the reacting particle. In addition, due to the moving boundary condition
for the external gasification, it is also possible to track the shrinkage and structural evolution
of the particle during the gasification process. These data, mostly impossible to obtain
experimentally, allow better interpretation of the reaction behavior. As such, the evolution of
different parameters such as particle size, processing time, porosity, and surface area of the
anode particles during gasification are revealed and their effect on the gasification process
are discussed. The simulation results demonstrated that the anode structure (specific surface
area and porosity) has a significant effect on both the intrinsic reaction rate and the intra-
particle mass transport. The relative importance of intrinsic reaction and diffusion on the
overall gasification process are quantified by calculating the Thieles modulus and
effectiveness factor. Analyzing these factors reveals that their contribution on gasification
rate may evolve at different stages of reaction, i.e., diffusion is more important at the
beginning and chemical reaction becomes dominant towards the end of gasification. The L-
H type reaction, integrated in the model, allowed revealing the inhibition effect CO on the
gasification reaction. Although the inhibition effect of CO on carbon gasification is a well-
known feature, our model allows quantifying this effect along the whole gasification process.
The effect of three different concentrations of CO in the inlet gas were given as examples. In
summary, the model predicts well the gasification rate of anode particles, considering
structural and diffusion parameters, thus offering a useful tool for optimization of gasification
of anode particles.
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Chapter 3

Multiscale CFD-DEM model for the CO2 gasification reaction of carbon anode

Mohammad Kavand

Aluminum Research Centre REGAL, Université Laval, 1065 avenue de la Médecine,
Québec, Québec, G1V 0A6

Abstract

The reactivity of carbon anodes with CO- is one of the main concerns in aluminum smelters
using the Hall-Héroult process. Such reactivity is undesirable because it increases the net
carbon consumption and thus shortens anode lifetime. Anode overconsumption is affected
by anode intrinsic reactivity and mass-transport phenomena. Herein, as a first step toward
the simulation of anode gasification with CO2, an anode particle bed was considered.
Numerical multiscale computational fluid dynamics—discrete-element method (DEM) model
was developed based on an Eulerian-Lagrangian concept. The model includes an Eulerian
finite-element method for the gas and solid particles and a Lagrangian DEM for the particle
phase. It was intended to capture the particle-shrinkage effect (movement of particles during
gasification). The physical (e.g., porosity and specific surface area) and thermochemical
(e.g., the heat of reaction) properties of particles are ultimately tracked. Geometric changes
in particles, heat and mass transfer, particle shrinkage, and chemical reactions are considered
during anode gasification with CO». The dynamic concentration and temperature profiles of
the reactant and product gases and the solid conversion were modeled in the voids between
the particles and the pores inside each particle. The validation of the model was performed
using a bed of particles.

86



Résumé

La réactivité des anodes de carbone avec le CO> est I'une des principales préoccupations des
alumineries utilisant le procédé Hall — Héroult. Une telle réactivité est indésirable car elle
augmente la consommation nette de carbone et raccourcit ainsi la durée de vie de I'anode. La
surconsommation d'anode est affectée par la réactivité intrinseque de l'anode et les
phénoménes de transport de masse. Ici, comme premiere étape vers la simulation de la
gazéification d'anode avec du COg, un lit de particules d'anode a été consideré. Un modeéle
numérique multi-échelles de calcul dynamique des fluides — méthode des éléments discrets
(DEM) a été développé sur la base d'un concept eulérien — lagrangien. Le modéle comprend
une methode des éléments finis eulériens pour le gaz et les particules solides, et un MNA
lagrangien pour la phase particulaire. L'objectif était de capturer I'effet de retrait des
particules (mouvement des particules lors de la gazéification). Les propriétés physiques (par
exemple, la porosité et la surface spécifique) et thermochimiques (par exemple, la chaleur de
réaction) des particules sont finalement suivies. Les changements géométriques des
particules, le transfert de chaleur et de masse, le retrait des particules et les réactions
chimiques sont pris en compte lors de la gazéification de I'anode avec du CO.. Les profils
dynamiques de concentration et de température du réactif et des gaz produits, ainsi que la
conversion solide, ont été modéliseés dans les vides entre les particules et les pores a I'intérieur
de chaque particule. Pour valider le modeéle, des tests expérimentaux ont été realisés a l'aide

d'un lit de particules anodiques.

Keywords: CO; gasification; carbon anode particle; multiscale model; mass-transport

phenomena; shrinkage; CFD

Nomenclature

Ce concentration of anode reactant, (mol-m=)

C concentration of gaseous species, (mol-m™)
C(0) surface of carbon-oxygen complex, (mol-m)
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CL

dp

ho

Nu

Pr

contact list of particle i, (-)

diffusion coefficient, (m?-s)

bed diameter, (m)

particle diameter, (m)

convective heat transfer, (W-m2-K?)
convective mass transfer coefficient (m-s?)
bed height, (m)

mass flux, (mol- s1-m?)

reaction rate constant, (mol-m*)*".s™

pore length, (m-kg™)

height of the bed reactor, (m)
torque, (kg-m?-s72)

rotation of particles, (kg-m?-s7?)
tangential torque, (kg-m?-s2)

mass of anode particle, (kg)
partial reaction order, (-)
number of experimental data
Nusselt number, (-)

partial pressure, (kg-m™-s?)

Prandtl number, (-)
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Re

Ree

Sc

Sh

c o o A

=

Greek

symbols

AH
&b

Epe

particle radius, (m)

radius of the bed reactor, (m)
Reynolds number, (-)

effective Reynolds number, (-)
specific surface area, (m?-kg™)
surface area of the anode per unit volume of the bed, (m?-m)
Schmidt number, (-)

Sherwood number, (-)

reaction time, (S)

temperature, (K)

flow rate, (L-min™)

heat flux, (W-m)

flow velocity, (m-s™)

chemical reaction rate, (mol-s-m)

gasification conversion of anode particle, (-)

permeability, (m?)

enthalpy of reaction, (kJ-mol™)
bed void fraction, (-)

particles void fraction, (-)

angular position, (rad-s?)
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—

w

Subscripts
Ap

Ave

CoO
CO,

Diss

Gs

Mix

effectiveness factor, (-)
viscosity, (Pa-s)

translational velocity
density, (kg-m)
tortuosity, (-)

structural parameter, (-)

rotational velocity, (rad-s™)

apparent

average

bulk

carbon

carbon monoxide
carbon dioxide
dissolved
effective

active carbon site
gas phase
gas-solid interface
molten

mixed gases
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P particle

S solid phase
t instantaneous
0 initial

Superscripts

ext external
f-p fluid-particle interaction forces
p-p particle-particle interaction

3.1 Introduction

The Hall-Héroult process is a common industrial process of producing aluminum where
alumina is fed to electrolysis cells (also called pots) containing carbon anodes [1-5]. A pot,
representing an electrolysis cell, consists of molten cryolite, prebaked carbon anodes, and a
liquid layer of aluminum, which lies over the cathode carbon blocks [1]. The electrolysis

reaction can be written as
2Al203 (diss) + 3 C (s) —4 Al (m) + 3 CO2 (g) (3.2)

where molten aluminum is the main product of Equation (3.1). During this process, the
carbon anode is consumed and replaced by a new anode approximately every 25 days.

The least amount of theoretically combusted carbon is equal to 0.33 kg C/kg Al produced.
However, the actual electrolytic consumption of carbon is approximately 0.41 kg C/kg Al
produced because cell efficiency does not usually reach 100%. The overconsumption of one
kg anode per one tonne produced aluminum is around 2 US$ [2]. The overconsumption of a
midsize smelter (producing 300 000 tons of aluminum per year and using 150 000 anodes
per year) is approximately 40 kg per anode [2, 6]. Thus, the estimated extra cost could be
about 12 MUSS per year [2, 6]. The overconsumption could be related to two main factors:
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gasification by air and CO> and the anode properties [6, 7], which may lead to carbon dust.
Carbon dust is principally defined by selective burning of the anode components in contact
with air or CO2 and the detachment of carbon particles from the anode surface [8]. The anode-
gasification rate depends on the surface structure, temperature, permeability, and reactivity
of anode constituents [3]. The effect of air reactivity is relatively well mitigated by covering
the anode with alumina, which reduces air diffusion toward the anode surface. However, this
solution is not possible for CO: reactivity because it primarily occurs in the part of the anode
immersed in molten salt. Providing a solution for CO2 reactivity requires a deep
understanding of the effect of different parameters on reaction rates. Accordingly, the present
work aims to provide a model to predict and quantify the effect of such parameters on the

CO. gasification of carbon anodes.
C(s)+CO2(9)s2CO (g)  AG° =40800-41.7T cal (3.2)

The reaction, described by equation (3.2), occurs in the presence of COz [1]. A gas-bubble
layer forms underneath the bottom surface of the carbon anode, which prevents the reaction
of the anode with electrolyte and increases the cell voltage [1, 2]. CO: also diffuses into the
anode pores and reacts with carbon on the active surfaces of the anode, generating CO. The
diffusion of CO in anode pores is enhanced under the hydraulic pressure of the bath. Thus,

chemical reaction and mass-transport phenomena are essential factors for this reaction.

To develop a mathematical model for anode-reaction simulation, the anode structure is
simplified. We consider the anode as a fixed bed of particles, exhibiting two types of
porosities, i.e., porosity inside each particle, representing the interparticle porosity of the coke
aggregates in the anode which are not filled with pitch, and the voids between the particles,
representing the pores within the binder matrix, generated during compaction or baking
process. Reaction 2 is a function of temperature and partial pressure of the gas species in the

pores, and both are affected by the flow patterns and mass transport in the fixed-bed reactor.

Different mathematical approaches can simulate reactions in fixed-bed reactors depending
on system complexity, i.e., pseudo homogeneous or pseudo heterogeneous models in steady-
state or transient regimes. Pseudo homogeneous models assume that the surface of the solid

phase is fully exposed to the gas phase, with no gas-to-solid mass and heat-transfer

92



resistances. The heterogeneous approach assumes conservation equations for both phases

separately.

Over the past decade, several researchers have modeled fixed-bed reactors based on radial,
axial, and circumferential profiles [9-13]. However, few studies have coupled the macro-and
microscales of fluid dynamics and particle reactions in fixed beds. Moreover, most previous
research has been performed for catalytic reactions, where the bed's size and structural
characteristics remained unaltered during the process [9-15]. Larachi [16, 17] investigated a
reactor design by applying a parallel modeling structure in which the scales of particle and
reactor are considered. To study the deposition of fine in packed beds, a computational fluid
dynamics (CFD) approach [18] has been used by Valkov et al.[19]. Partopour and Dixon [20]
proposed a multiscale model of steam methane reforming with reactive catalytic particles by
applying the interactions between local pellet-scale dynamic responses and the bed-scale
global fields through CFD. Non-catalytic reactions in fixed-bed reactors have also been
reported; however, the kinetics are often limited to a specific range of process parameters
[19, 21-26], but all assume the solid phase Non-catalytic change during the process. Besides,
owing to computational hardware limitations, researchers are restricted to a small number of

solid particles (<50) forming a random fixed bed.

Improvements in computer performance can enable studies on a larger number of particles.
These numerical methods capture the properties of a material, so the accuracy and robustness
of material properties tracking are insufficiently high to conduct the modeling of time-history
variables. Meanwhile, Eulerian methods do not predict accurate results in case of material
response to loading and damage. Lagrangian methods are more precise for the solid phase
than Eulerian methods that are preferable for the fluid phase. It demonstrates the importance
of coupling these two methods for the calculation of solid-fluid interactions. An Eulerian-
Lagrangian approach has recently been used to simulate porous particles [20, 23, 27-32].
However, an Eulerian-Lagrangian model of entrained-flow solid gasification and its

validation are unavailable to the best of our knowledge.

In the present study, a multiscale model with non-catalytic reaction was developed to
investigate fixed-bed reactors and apply a new approach to consider solid structural changes
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during gasification. In this method, the solid particles were considered a non-catalytic part,
and the space between the particles' flow was considered a continuum phase. An Eulerian
finite-element method (FEM) served as the basis of the proposed mathematical method to
model the fluid phase, coupled with a discrete-element method (DEM) applied to model the
anode particles’ dynamics and particle shrinkage, which enabled the tracking of the particles’
motion and the fluid phase’s dynamics. Communication between the two length scales was
achieved through an interpolation strategy, and the dual-grid multiscale scheme was
originally proposed to combine DEM and FEM. To facilitate data conversion between
continuum models derived from FEM and DEM, an interface was defined. This process was
the key point to model gasification and enable the investigation of particle—fluid interaction

without missing the particles’ information.

To validate the model, a set of experiments was needed. A fixed-bed design was used to
determine the effect of operating parameters, such as flow rate, bed height, particle size
examined, and unknown parameters (e.g., chemical-reaction constants). The model output
included the distribution of concentration, pressure, flow rate, and temperature of gas
components inside and outside of particles. Structural parameters such as particle porosity,
permeability, and specific surface area were also determined. The model was also applied to
particle shrinkage during the process, and particle tracking was available for all anode

particles.

3.2 Mathematical Modeling

3.2.1 Methodology

The mathematical model in the present work is developed with the following assumptions.

e Conform to anode microstructure; a simplified structure may be applicable by
considering a bed of particles assuming that the porosity inside a particle represents

small pores and the voids between particles represent large pores. The active sites on
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the anode particles are susceptible to letting the reaction occur, which is a strong
function of the particle temperature and species partial pressures, affected by the flow
patterns and mass transport in the fixed-bed reactor.

e Mass transfer occurs through convection and diffusion at the macroscale (fluid phase)
and diffusion within the anode-particle domain.

¢ Non-isothermal conditions prevail in the fixed-bed domain.

e Chemical reactions (Boudourad reaction) occur in the solid phase as non-catalytic
reactions.

e All particles are spherical.

e The Langmuir-Hinshelwood (L-H) mechanism and random-pore model (RPM)

equation are used to define the chemical reaction term.

Anode-gasification reactions are sensitive to mass-transfer effects. The gasification-rate
schematic illustrated in Figure and may occur by physical and chemical processes through
the following steps: 1) mass transfer (by diffusion) of gaseous reactant(s) from the bulk gas
phase to the carbon surface; 2) adsorption of reactant(s) on the carbon surface; 3-5) chemical
rearrangements (reactions) on the surface, mobility, and formation of adsorbed product(s);
6) desorption of product(s), and 7) mass transport (by diffusion) of the gaseous reaction

product(s).

Chemical and physical processes
1. Diffusion through the film "
2. Diffusion through the pores % &

Fixed bed
reactor

3. Surface adsorption
4. Surface reaction

5. Surface desorption B =
6. Diffusion through the pores b= e
7. Diffusion through the film -

n

Figure 3.1 Chemical and physical processes of each particle in a fixed-bed reactor

95



As Figure 3.2 shows, the bed is a 3D cylinder which has axisymmetric. In addition, there are
3D porous spherical particles inside the bed. The extra dimension is the added radial (r)
microscale dimension inside each particle. The system has two types of porosities: porosity

due to void in particles and between particles. The 3D model was used in the simulations.

Outflow

e

Macro-scale:
Concentration in fluid
passing thorough bed

Micro-scale:
Concentration inside
porous particles

Anode particle radius

Figure 3.2 Fluid—particle flow field for a 3D cylinder axisymmetric model

3.2.2 Simulation

Euler- Lagrange approaches are used to simulate the fluid—particle flows in this work to
consider a combination of CFD and DEM, referred to as CFD-DEM. Including constitutive
equations related to fluids and solids and proper coupling strategy in CFD-DEM allows us to
study momentum, heat and mass transports, and chemical reactions in almost any detail on

the particle scale.
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3.2.21CFD

Due to the bed's porosity, Darcy’s Law as a simplified of Navier-Stokes and continuity
equations is used to simulate fluid flow through interstices in a porous medium. It can be
used to model low-velocity flows or media where the permeability and porosity are very
small. The pressure gradient is the major driving force, and the frictional resistance within
the pores mostly influences the flow. In addition, DEM was coupled with the CFD equation

to provide higher accuracy than the two-fluid model TFM [33].

3.2.2.1.1 Mass equations

A mass-balance-based reaction-transport model is developed to simulate the dynamics of
anode CO: reactivity by applying heat-transfer equations and momentum equations to
describe the gasification process. CO is the product of the Boudouard reaction. Because of
the inhibition effect of CO on gasification (by adsorption and desorption), it should be applied
in the model for each step to achieve accurate modeling. This model facilitates the
incorporation of a nonlinear chemical-reaction rate, w, the conversion-induced
transformations in the porous structure by the pertinent Equation, and the reaction-induced
changes in the effective diffusivity through the input of conversion (X) [34-36]. The
concentration profile within particles can be obtained for a particle position (r) and specific
time (t) by solving the set of equations in the bed:

where CCOZ and C_, are the reactant and product gas concentrations (mol / m3) of the bed,

respectively. u (m/s) is the velocity of the fluid, & is the porosity of the bed, hp,i (m/s) is the
convective mass-transfer coefficient around the particle, and S, (m? particles/m?® bed) is the
surface area of particles the per unit volume of the bed. The first right-hand term represents
species diffusion in the gas phase obtained by Fick's law [37] (Equation 3.3). The second

left-hand term describes the convective mass flux of species related to the velocity of fluid
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gases. The last right-land term represents the convective mass flux owing to the concentration

driving force between the surfaces of particles and the gas bulk.

The boundary conditions in the z direction for Equations (3.3) - at the reactor inlet and outlet

for each component ‘i’ are as follows:

C/(r,z,t>0) 0=Ci (3.4)
aC, (r,2,t20)| 0 (3.5)
oz L

The concentration of species is finite at the center and also there is no mass flux from the

wall of the bed. Equations (3.6) and (3.7) describe these two conditions:

oC;(r,z,t>0) o (3.6)
oz o

oC;(r,z,t=0) o (3.7)
62 r=R

Initially, the bed is clean, and carbon dioxide is not present such that the fluid concentrations

are zero everywhere within the bed:

C,(r,zt)_ =0, i=C0,,CO (3.8)

t=

C.(r.zt)  =C, (3.9)

t=0

where Cc is the concentration of carbon, this initial condition applies to the bulk fluid

concentration and the concentration in the particles.

Due to the axisymmetric, there is no concentration variation in the @ direction. The reaction
inside the particles is included as a sink term in the intraparticle mass balances for the
transport of dilute species interfaces with reactive particle features. Looking inside a pellet:
Assuming no concentration variations in the space-angle (¢, ¢) direction, but only in the

spherical particle's radial (rpe) direction allows a spherically symmetric reaction-diffusion
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transport equation inside the pellet. A shell mole balance across a spherical shell at radius rpe
of the particle gives:
N a(‘C"pecpe,i) N 1 8 [ 2 6Cpe,i ]

-r:D_ .
pe ~pe,i
arpe

ot r2 or

pe ~pe

4r =W, (3.10)

where N is the number of particles per unit volume of bed, . is the pellet (microscale)
porosity, Cpe,i is the interstitial (physical) species concentration in moles/m?® of fluid volume
element inside the pore channel, wyei is the particle reaction rate, where corresponds to
reactions taking place inside the particles (per unit volume of pellet.). Dy, is the effective
diffusion coefficient of component i inside the particle. The effective diffusion coefficient,
which is dependent on the porosity e, tortuosity ¢, and physical gas diffusivity D;, can be

calculated as follows:

D, = (3.11)

The number of particles per unit volume of bed is calculated from the porosity of the bed and

volume of a pellet as:

1-¢

N="212= ,
v, (3.12)

The boundary condition at the center and the radius of the particles (Rpe) is:

oC..(0,t>0

L (0120)_ 0 (3.13)
or

1 oG (Rpe)
R_ Dpe,i T = hD,i (CI _Cpe,i) (3.14)

pe

Equation (3.14) is the Neumann boundary condition that specifies the normal derivative of
the function on a surface. In this process, an assumption lies in the claim that the gas

components’ external convective mass-transfer rate to the surface has to be equal to the
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transport rate via the particle surface. The bed and particle equations are linked through the
mass transfer on the surface according to the boundary conditions appearing in the mass-

balance Equation.

For the case of randomly packed spherical particles, the specific surface area exposed to the
free fluid is[38]:

3

S, =—(1-¢,) (3.15)

R
Equation (3.15) is used in Equation (3.3). The mass transfer coefficient in Equations (3.3)
and (3.14) can be computed from the fluid properties and flow characteristics within the
porous media. For this, the Sherwood, Sh, number defined as the ratio between the convective
mass transfer coefficient and the diffusive mass transfer coefficient is used [39]:
hy.L

Sh, = — 3.16
= (316)

where L is a characteristic length (for particles, typically the radius), and D; is the diffusion
coefficient of component i in the fluid. From the Sherwood number, the mass transfer
coefficient can be computed. The Frossling relation [38] was used as an empirical expression

for the calculation of the Sherwood number as:

1 1

Sh=2+0.552Re? Sc? (3.17)

Where Re, and Sc are the Reynolds, and Schmidt, numbers as:

uL
Re=21— (3.18)
Ay
Sc = “fD (3.19)
pf i

Here L is the characteristics length of the particles, pr, u, us are the density of the fluid, the

velocity of the fluid, and viscosity of fluid between particles.
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Various models can explain the kinetics of the CO> gasification reaction. The reaction rate
per unit of particle volume is essential to formulate in a “structural” format [35] inside a
particle. Thus, an equation is introduced to outline the reaction for the available particle sites
at a given processing time. To explicitly combine this feature, the following intrinsic kinetics
Is assumed to be established for all locations in the particle:

Woe.co, = Tco, F(X) (3.20)
fco, =Tc = _% (3.21)
o = —2rC02 (3.22)

In Equation (3.20), the reaction rate can be divided into two parts [40]. In the first part feo,

, the effect of CO> concentration on the reaction rate is considered. The second part, F(X),

depicts changes in the available reacting surface. The description of this Equation is detailed

in previous work [41]. In general, the L-H rate equation is considered for Feo, - This

mechanism is proposed based on the adsorption and desorption of CO and CO; to yield
expressions for calculating the reaction rates of anode gasification. The RPM [42] is applied
to the structural part of the chemical-reaction Equation. Therefore, the chemical-reaction

term is as follows:

dX k,P.
—_— = ke S,(1— X)/1-wIn(L— X 3.23
d 1+ ksz2 +k,P, ol ) v In ) ( )

Here X is the carbon conversion, and So and  are the initial specific surface area and the
structural parameters of the RPM equation, respectively.ki, k2, and ks are the chemical-

reaction rate constants.
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3.2.2.1.2 Movement equations

The momentum balance that governs the fluid flow is built upon the Navier—Stokes and
continuity equations. The conservation of mass is the generic Equation used, and the
following continuity equation is written for a porous medium with an effective term of the

chemical reaction on the flow [37]:

a(ggff ) V(P = Q. (3.24)
u= —%VP (3.25)

where Qm (kg/m?3.s) is the - mass source or sink; this term accounts for mass deposit and/or
mass creation in the inter-particles domain. pr is the density of the fluid and g is the
permeability. When gas flow inter to the bed, gas goes up through the particle bed; therefore,
flow leads to a pressure drop during the reactor, to be able add this effect on the motion
equation, the Ergun equation has been defined, and it can be written as [37]:

150, u(l—g.)? u’(l—e
AP _ /sz( i b) 17521 ( i b) (3.26)
L Rpegb Rpeeb

where & is the bed porosity, us (Pa.s) stands for the viscosity of the fluid, pr is the fluid
density (kg.m™®), L is the bed length (m), u is the fluid velocity (m.s'). The Ergun
equation combines both the laminar and turbulent components of the pressure loss across a
packed bed. In laminar flow, the first term is predominant. Under turbulent flow, the second
term is dominant. The pressure drop is related to the square of the superficial velocity and
linearly depends on the density of the fluid passing through the anode. Darcy's law is derived
because the viscous resisting force in the Navier-Stokes equation is linear with the velocity
(equation 3.25).

3.2.2.1.3 Energy equations

The bulk energy balance for a fixed-bed reactor can be written as follows:
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pe pe

o(&,Ts

where —Cp; is the heat capacity (J-mol™*-K™), Ty is the bulk fluid temperature, and hg is the

convective heat transfer coefficient between the fluid and the surface of the particles. The
U.VT; represents the energy transfer owing to the convection of fluid, the &,k; VT, term

demonstrates the conduction heat flux of the gas phase, and the last term describes the
convective heat flux from the particle's surface to the fluid bulk. The boundary conditions in

the z-direction of the bed are:

T, (r,z,t=0) =T, (3.28)
GTf(r,z,t20)| o (3.29)
oz -

In addition, the temperature in the center of bed is finite and around the walls is fixed using

a heater.

8T(r,z,t20)| _0 (3.30)
or r=0

T(r,zt>0) =T, (3.31)

where R is the radius of bed, and Twan is the fixed temperature at the wall. The relation to the

particle-energy balance is:

5} [(pCP)efpre]

y = ketV?Tye + 7co,4Hco, (3.32)
(PCe ) :(1_gpe)pCCP,c +€pePCp it (3.33)
kerr = (1= gpe)kc + (gpe)ks (3.34)

where pc (kg/md), Cpc (I/kg.K), and ke (W./m.K) stand for the density, heat capacity, and

conductive heat transfer coefficient of carbon. AH co, (J’kg) is the heat of the reaction. It
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should be noted that it is assumed that the total volume of the particles is reactive instead of

the pore volume.

The following - boundary conditions are used to solve Equations (3.32):

M (Gt 20)) (3.35)
O, oo
1y TelRe)
R_ Dpe,i T = hf (Tf _Tpe rpeRpe) (336)

pe

Equation (3.36) represents that no accumulation of heat takes place on the particle’s surfaces.
In other words, heat is carried by the fluid outside the particles. According to Equation (3.36),
the bed equation and particle equation are linked through heat transfer on the surface of the

particles.

The value of convective heat flux is calculated as [43]:

Nu=—— 3.37
" (3.37)

h, L
f
where ks is the conductive heat transfer coefficient of the fluid. Nu is the Nusselt number, which is
the convective-to-conductive heat-transfer ratio across the boundary, in which the convection
covers advection and diffusion mechanisms. For a single particle, this number is obtained for

the fluid as follows:

1 2 PR
Nu = 2{0.4 Re2+0.06 Re3JPr°'4 {ﬂj (3.38)
:uf,w

where uy, and urw are the viscosity of fluid far from the surface of the particles and near the

surface of the particles. Pr is the Prandtl number and calculated as:

C
Pr— Pkf:uf (3.39)
f
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Initially, the bed and particles are at the same temperature:

T (rzt) =T (3.40)

t=l

T ( fpe,t) =T, (3.41)

For a bed of spherical particles, the following equations have been obtained by Gunn et al.
[44]:

t=0

1
Re, = Re (3.42)
(1-&)
Nu, =1+1.5(1-¢,)Nup (3.43)

3.2.2.1.4 Particle shrinkage

Anode-gas chemistry causes solid particle shrinkage because of the reaction with the gas
phase. In addition to influencing gasification, particle shrinkage robustly affects the particle
direction on the way out of the reactor [45]. The absence of particle shrinkage causes particle
entrainment to be highly overpredicted. The change in the anode particle radius during the
process can mathematically be explained by a moving boundary condition obtained by
Kavand et al. [41] as follows:

0 X(a)<1,X(100%) ,,ter layer

or,
] OX (3.44)
ot A X a =1X 100%

X or

when 100% of an imaginary external layer is consumed, shrinkage conversion is obtained by

outer layer

solving the second-condition term of Equation (3.44).
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3.2.2.2 DEM

To add a particle’s motion and the effect of interaction between particle-particle and particle—
fluid to the model, a DEM needs to be applied. Gas flow through an anode particle bed has
been examined conventionally in a continuum model that can successfully capture some
essential points of the porous solid-phase behavior. Nevertheless, some phenomena and
structural exchanges, such as shrinkage effects at the particle scale and particle-particle
interactions, cannot be explained by macro-partial differential equations (PDEs) [29, 33].

Therefore, these phenomena should be modeled by a DEM.

According to the DEM, the deformation of the material is simulated by successively solving
the law of motion for each element and the force-displacement law for each contact [23, 29,
30]. Inthis dynamic process, a centered finite-difference scheme solves the equations through
a time-stepping algorithm, assuming that the time step is sufficiently small such that the
velocities and accelerations are constant within each time step. The algorithm tries to detect
the contacts according to the known positions of the elements, so the magnitude of the
possible overlaps among elements is detected. Then, by applying the force-displacement law,
the propagated contact forces are calculated. After the forces are inserted into the law of
motion, the velocity and acceleration of the particles are calculated. According to the
obtained values, the updated positions of all particles in the current time step are determined.
This cycle of calculations is repeated and solved at each time step, so the flow or deformation
of the material is simulated.

Elements in DEM are rigid bodies in the form of circles (in 2D). However, they can overlap
with one another owing to applied forces, and the magnitude of the overlaps is related to the
contact force via the predefined contact model [33].

Newton’s equation of motion for N spherical particles in the system is as follows:

~ 25
i%: id )Z(i: z _f’i?_p+f’if-p+ﬁext (345)
dt dt jic,,
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D, d2p. I
L—L=1,—5= > (M +M]) (3.46)

dtz jeCL;

where fi and M; are the sums of the different forces and torques that act on particle i,
respectively. They are complex functions of variables such as the particle position x;, angular

position¢-,j, translational velocity of the center of mass vi, and rotational velocity around the
center of mass @, We call these four variables the state variables of the particle. We use the

subscript j for the input parameters of the forces and torque functions to denote that the state
variables of particle i and other particles in the system affect the resultant interactions. The
first term on the right-hand side of Equation (3.45) is the sum of particle-particle interaction
forces acting on the particle, and i may involve collisional or interparticle forces. This
summation is implemented for all particles existing in the contact list of particle i, CL;. The
second term represents the fluid-particle interaction forces; when the fluid effects are
insignificant, this term is assumed to be zero. The third term describes the external forces
acting on particle i owing to uniform or non-uniform external fields. Two types of contacts
between particles exist, namely, physical and nonphysical. Physical contact covers a
condition where the surfaces of two particles are contiguous; By contrast, a condition in
which particles are not necessarily contiguous but are still interactive is referred to as
nonphysical contact. Calculating the collision force between two physical contact-sharing
particles is performed according to the force-displacement laws and the interaction force

between two particles with nonphysical connections according to interparticle interactions.
In Equation (3.46), the first term in the summation represents the tangential torque Mi}

produced by the particle-particle collision. Considering that the particle-particle collision

force acts on the contact point (particle surface), it causes a torque that is the origin of the
rotation of particles. M i represents rolling friction, which is considered to be another torque

applied onto particle i because it lies almost opposite of the particle’s rotation; accordingly,
it is recognized as the rolling-resistance torque. To resolve the particle-wall and interparticle
collisions, a soft sphere DEM was used. The forces for interparticle contact are computed
using equivalent simple mechanical elements, such as a spring, slider, and dashpot. However,

particles can lightly overlap, and the normal force that tends to repel the particles can then be
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subtracted from this spatial overlap and the normal relative velocity at the contact point. The
spring stiffness can be calculated by Hertzian contact theory by knowing physical properties
such as Young's modulus and Poisson’s ratio. The soft sphere model’s characteristic features

that detail the implementation issues of the DEM are available in the literature [23, 33].

The physical properties adopted in the current study for the collision model include the
following: Poisson’s ratio of 0.3; Young's modulus of 5x10° Pa; and restitution and friction

coefficients of 0.9 and 0.3, respectively [23, 33].

3.2.2.2.1 Generation of DEM sample

Several methods exist for solving sphere placement, including dynamic compression [46,
47], radius growth, and solving geometrical equations [48, 49]. It is necessary to specify the
porosity and define the sphere overlap to obtain the desired specimen. In this work, the
YADE software, an open-source 3D simulation program, was used to generate fixed-bed
structures. Yade can implement computational algorithms using the discrete element method
(DEM) in a stable and uniform environment. As a result of the soft-body model, rigid particle
surfaces can penetrate each other during collisions. It is assumed that particles are rigid
bodies, but interparticle deformation is allowed by a simple force-displacement law to
overlap between particles. A specified number of spheres Np with diameter dp are placed
within a cylinder at random positions by allowing particles to penetrate one another through
interpenetration available in the YADE software and allowed to fall due to gravity (Figure.
3.3). A total of three column diameter (D) to particle diameter (d) with D/d = 6, 12, 24 are
used. A maximum particle overlap of 1% of the particle diameter is obtained from the DEM-
code. A 2D mesh with 1.0 mm holes was produced by Gmsh, a finite element mesh generator
[50] (Geuzaine and Remacle, 2009). After the pellets have settled in the container,
information about the simulated packings, particularly bulk porosity, is generated using a

post-processing mesh-based analysis [51].
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Figure. 3.3 Random packing of spherical particles obtained from DEM simulations for D/d
=6

3.2.3 Numerical method for solving the developed model

The developed model considers the gas species concentration (C) and anode-conversion rate
(X) as the objective variables that should be computed. As the apparent radius of an anode
particle starts decreasing after the critical anode-conversion rate [3] and finally approaches
zero, the proposed model uses the moving-boundary method to solve the equations. The
model incorporates a series of nonlinear PDEs, and it can use a proper numerical technique
to solve these equations. Communication between the two grids and length scales can be
ensured through an interpolation strategy. The dual-grid multiscale scheme is originally
proposed to couple DEM and FEM. From a software viewpoint, implementing the dual-grid
multiscale approach needs two computational grids and a routine for interpolating between
them. The DEM platform has been used to evolve a set of discrete spherical-anode particles
that move as long as a gas-phase flow exists. At every step, the positions and orientations of
the particles are updated, and the program's outputs represent the gas concentration (C) versus
time. The mesh grids are shown in Figure 3.4. The left picture shows the macroscale mesh
in two dimensions. The right picture illustrates one particle with the micromesh and the heat
and mass fluxes, establishing the connection between the two scales. By matching the
simulation and experimental data, unknown variables such as reaction-rate constants can be

calculated. The best-fit curve is obtained by minimizing the f function, given as [52]:
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f (min) = i(cj —Cpi)? (3.47)

where n is the number of experimental points.

™~
i N
(&1
Jeo

Figure 3.4 Schematic of two-scale simulation for gasification in a fixed-bed reactor

This paper defines an interface to convert the data between continuum models derived from
the FEM mechanism and the DEM model. A partially coupled framework is involved in the
interface between the FEM and DEM mechanisms [53]. Figure 3.5 presents the algorithm
used for this process. "n" is the number of simulations; so, it makes the simulation time,
simulation time = time step (dt) x number of simulations (n). In the beginning, all
components of simulation will be initialized; DEM, CFD, and coupling. Based on the
position of particles and fluid mesh information, the coupling calculates the fluid porosity.
The particles' velocity and fluid velocity are then used to calculate the fluid-particle
interaction force acting on each particle. The next step involves iterating the DEM. During
the coupling step, the fluid-particle force is calculated and used in the Equation of motion of
each particle. For the DEM iteration loop, the time step is dt, and the iteration loop for the
Equation of motion is n. All particles’ new positions and translational and rotational velocities
are calculated following the DEM loop for the next fluid time step. Calculated porosity and
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volumetric fluid-particle interactions in each fluid cell are used to solve mass and momentum

conservation equations for the fluid phase.

Finally, to change the initial conditions for each time step, the data are sent to the FEM
mechanism to set the values of the parameters obtained from the DEM and run the simulation.
The unknown variables are calculated in the next step by comparing them with the simulation

and experimental data.

A sensitivity study of the model compared to the size of the mesh has been carried out to
know the optimal size of the chosen mesh. Accordingly, seven levels of mesh, including
extremely coarse, extra course, coarser, coarse, normal, fine, and finer, were used. At the
finer level, 75800 prisms, 3032 triangles, 4400 quads, 488 edge elements, and 10 vertex
elements were used. The average mesh quality is equal to 0.889. As the mesh quality at this
level is suitable, finer mesh level was used to study the model. In addition, the extra fine and
extremely finer mesh were used to investigate the smaller mesh. The results showed that only
the computation time increases, but the results do not change. The velocity of the fluid, the
temperature of the fluid, the concentration of species in fluid, temperature of particles,
concentration of species inside the particles, porosity of the bed, the porosity of particles,
radius, and position of particles are the dependent variables. Equations (3.3), (3.10), (3.23)-
(3.27), (3.32), (3.42)-(3.44) as PDEs and ODEs are solved simultaneously via coupling
COMSOL and YADE. A constant damped version of Newton’s method (damped factor=0.8)
was used to solve the fully coupled phenomena. Backward differentiation formula (BDF)
with an order of accuracy varying from one (backward Euler) to two was used as time steps.
BDF methods have been used for a long time and are known for their stability. Node
information can be modified by MATLAB scripts. YADE software, an open-source C++
framework, was applied as a DEM engine that can solve Newton’s second law of motion for
each anode particle. Relative tolerance of 0.001 was used as stopping criteria. To validate the

model with experimental data, an algorithm genetic is applied using MATLAB.
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Figure 3.5 Algorithm of the mathematical model

3.3 Experiments

Several sets of experiments are needed to establish an accurate model to determine solid and

gas phases' physical and chemical properties during gasification.
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3.3.1 Materials

3.3.1.1 Anode particle

Raw carbon anode particles were provided by the Deschambault aluminum smelting plant
(Alcoa Corporation). An anode was made from a mixture of 50%-65% petroleum coke,
14%-17% coal tar pitch binder, and 15%-30% recycled anode butts [1, 4, 5]. The raw
material was first crushed and sieved in various USA standard mesh sizes (16, 30, 50, and
100). Ball milling was used to mill large particles (>1 mm) into finer ones (Blaine Number
2300). Some experimental tests were conducted to obtain the physical properties of the anode
particles. The real density of the anode particles was measured using a helium pycnometer
(Micromeritics, AccuPyc Il 1340, USA) at different particle sizes (0.5, 1, and 2 mm). Each
sample was weighed three times with an analytical balance (MS204S, Mettler Toledo, USA)
and placed in a stainless-steel cell in a helium pycnometer. Real density was obtained by
dividing the mass of the sample by the volume obtained with the pycnometer. To obtain the
specific surface area, powder samples containing 0.02 g to 3.00 g of particles with a given
size were degassed under pure nitrogen (N2) at 523 K for 5 h [3]. Then, the samples were
analyzed with a gas-adsorption analyzer (Micromeritics, Tristar 11 3020, USA). The gas used
for surface measurements was Nz (purity = 99.995%; Praxair, USA) at 77 K. The chemical
composition of all samples was analyzed with an X-ray fluorescence spectroscopy system
(Axios max, Panalytical, USA). The particle properties of anodes with different particle sizes

are presented in Table 3.1.
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Table 3.1 Elemental composition and physical properties of anode particles with different
particle sizes

Properties Particle size
2.190+£0.190 1.200+0.205 0.500 = 0.060 0.200 = 0.033
(mm) (mm) (mm) (mm)
S (%) 1.85 +0.06 1.86 + 0.06 1.83 £ 0.06 1.82 +0.06
Si (ppm) 257 + 36 222 +37 293 +35 453 + 63
Ca (ppm) 468 + 23 335 + 63 204 + 10 459 + 63
V (ppm) 308 + 15 316 + 15 312+ 15 308 + 15
Fe (ppm) 696 + 35 740 + 37 775+ 35 895 + 45
Ni (ppm) 187 +9 197 + 10 201+ 10 188 +9
Helium density (g-cm) 1.990 2.002 2.008 2.020
BET surface area (m?-g?) 4.5 5.3 5.0 55

3.3.2 Gasification tests

Figure 3.6 shows a schematic of the experimental gasification process. A fixed-bed reactor
(MTI; GSL-1600X50) with a 1.2 cm inner diameter and 40 cm-long glass column was used.
The properties of the fixed bed reactor has been gathered in table 3.2. Temperature probes
(K-type thermocouples) were placed along the bed to measure the temperature. Before
entering the reactor, the gas phase was mixed in an inert fixed bed to homogenize the
temperature equilibrium. The outlet-gas concentrations were measured with a gas analyzer
(E-1500, E Instruments, USA). First, the fixed-bed reactor was loaded with a predetermined
amount of anode particles (samples containing 1 g to 4.00 g, depending on bed height), and
then the reactor was placed in a furnace at a high temperature (1233 K). Subsequently, a
condenser was attached to either the exit of the reactor or a gas collector. Furthermore,
nitrogen was used as a carrier gas. The temperature controller was configured according to
the considered value (1233 K) for each test. Experiments were conducted for different gas-
flow rates (0.5, 1, and 2 L-s}), bed heights (2, 3, and 5 cm), and particle radii (0.5, 1, 2, and

3 mm). The particles were heated with an inert gas (99.995% N at 200 ml/min) from room
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temperature to 1233 K at 8 K/min heating rate. The setup was maintained for 20 min under
N2 to stabilize at 1233 K. The sample was then gasified under CO2 (99.9%). After a specific
duration of carbon conversion, the furnace was switched off, and the anode particles were
cooled down in an inert atmosphere. The monitored data during each experiment included
the measured inlet and outlet temperatures, masses of anode particles, pressure drop, the
specific surface area of samples, and reactor-exit gas concentrations at different time
intervals. The reaction time depended on the sample particle size and varied between 3 and

15 h. The outlet-gas flow was directed to the oil tank to avoid emissions to the atmosphere.

HX
] ] \i
Anode Particle - O | l y
3z (™ Q) GA(CO:6cO)| | ¥
S |8 1
2T -
COZ >Q— Qil
MFe T: Thermocouple
P a— | — MFC: Mass Flow Controller
MFC L | || M: Manometer
HX: Heat Exchanger
V: Valve
GA: Gas Analyzer
TI: Temperature Indicator

Figure 3.6 Schematic of the experimental setup (fixed-bed reactor)
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Table 3.2 Summary of experimental conditions used for modeling.

Property Description Values for di_fferent particle
sizes
0.5 mm Imm 2mm
L (m) Height of the bed reactor 0.05
d(m) Diameter of the bed reactor 0.012
po (kg-m3) Density of bed 1.238
pp (kg-m3) Real density 1.989 1.985 1.983
&b Macroscale porosity (of bed) 0.38
&p Microscale porosity (of particle) 0.33 0.35 0.37
S (m?-kg?) Initial specific surface area 4.57
particle bed
B (m?) Permeability of bed 2x1012
Di (m?-s?) Diffusion coefficient of particle 5.67x10°
Mmix (kg st-m™) Viscosity of gas phase 4.35x10°

3.4 Results and discussion

The outputs of CFD-DEM include the velocity of fluid, temperature, pressure drop, and
species concentration for the fluid phase, as well as particle position (The particles do not
carry by the gas, but due to their consumption, they fall down, and the height of the bed
decreases over time. The second law of mechanics was used to find a new position of the
particles in the bed. The YADE software implemented the numerical procedure), velocity,
temperature, and interparticle forces of particles, changes in structural parameters (e,g,
porosity, permeability, and specific surface area at any time interval of the process). These

parameters are unachievable through experimental works.
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3.4.1 Pressure drops

The pressure drop across the carbon anode is one of the critical parameters for designing a
plan related to the operational conditions and flow distribution. It leads to the formation of
convection term and increased consumption of anode. The concentration and pressure
profiles in line with the reactor’s radial and axial coordinates are provided using the
numerical model presented in this research. The reactor’s wall temperature remains fixed at
1233 K, favoring the Boudouard reaction [3]. The manometer monitors the pressure drop
along the anode particle bed. The pressure drop 3.4.1 results from the model are compared
with the experimental ones by using those plotted against gas velocity in three ratios of the
bed diameter per particle diameter (d/dp), as depicted in Figure 3.7a. Results from the figure
and the calculated ones confirm the good agreement between the experimental data of the
model (R? = 98.95). With increased particle size, less pressure drop occurs for an identical
gas velocity. This status may be due to the lower gas velocity in the distance between the
anode’s particles with an equal flow rate over the larger particles, where the local void
fractions remain larger than the smaller ones. Additionally, the pressure drop rises with
increased superficial gas velocity for all ratios (d/dp). A decrease in the ratio can stem from
a non-uniform flow that exerts a bypass effect throughout the bed of particles because the
wall effects stay paramount at a low gas-flow rate [54, 55]. By contrast, for a high ratio
d/dp of 24, the near-wall non-uniform effect can be found at larger gas velocities (v > 0.3 m
- s, satisfying the conditions linked to the bed’s turbulent-flow regime [56]. To better
design large-scale anode particles, these behaviors seem excessively practical. However, the
impact of porosity remains dominant at high flow rates. A lower porosity confers difficulty

in fluid penetration into the bed, so a higher pressure drop occurs.
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Figure 3.7 a) Pressure drops of the model compared with experiments against gas for three ratios of
D/dp. b) Pressure drop as a function of effective Reynolds numbers for simulations with and
without chemical reactions (R =6 mm, H=5cm, T = 1233 K).

Figure 3.7 b shows that the pressure drop as a function of the Reynolds number (Equation -
3.42) decreases for simulations containing and lacking chemical reactions. According to the
result, the pressure drop increases by applying the chemical reaction for all ranges of Re.
Considering that gasification is an exothermic reaction, gas properties change with increased
temperature and affect the Re. The transition Ree number between the laminar and turbulent
regimes Ree is based on the average interstitial velocity and the characteristic length scale of
the pores, so the limitation of laminar flow for a porous fixed-bed reactor is relatively low.
Proper fitting between the experimental and model data in the laminar regime occurs (Ree<1).
For larger Reynolds numbers (Ree>5), a slight overestimate of the pressure drop is shown by
the model for turbulent regimes [54, 57]. This effect can be due to the flow channeling in the

bed and increases with increased flow rate [56].

3.4.2 Diffusion-coefficient dependence on mass transfer

To determine the dependence of the CO: outlet concentration on the gas velocity

with/without mass-transfer limitation, Figure 3.8 is plotted in the outlet gas. Figure shows
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the mass-transfer limitations in the outlet gas according to the model results. A notable

difference exists between CCO2 conversion with and without mass-transfer limitations. With

mass-transfer limitations, the velocity dependence on the outlet concentration of CCoz

remains weak. The thin gas film surrounding the anode particles decreases with increased
velocity, making the mass-transfer limitations less important. Eventually, the two plots
approach each other as the velocity increases, and the outlet concentration becomes less

dependent on the mass-transfer limitations.
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Figure 3.8 Mass-transfer limitations in the outlet gas (r =1 mm, R=6 mm, H=5cm, T = 1233 K)

Figure 3.9 depicts simulation results of the outlet CCOZ dependence on the mass-transfer
coefficient for a 0.2 m-s* entrance velocity. i.e., a medium-velocity level in the laminar flow

in the fixed-bed reactor. With an increased mass transfer coefficient, the outlet CCoz

decreases. This situation underlies the rationale that a higher CCOZ bulk concentration

approaches the surfaces of anode particles and reacts. With an increased mass-transfer
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coefficient, the concentration advances from the bulk toward the surface and becomes the

reaction’s driving force.
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Figure 3.9 Outlet CCO2 dependence on the mass-transfer coefficient for 0.2 m-s* velocity (r = 1
mm, R=6mm, H=5cm, T = 1233 K).

4.4.3 Concentration distribution

After model verification, one of the significant applications is used to predict the
concentration distribution in the carbon anode. The superiority of this model is the prediction
of gas-component concentration in the particle size (microscale) and between the particle
(macroscale) in the fixed-bed reactor simultaneously at each time and position. Figure 3.8
shows the simulation results of the molar concentrations of the gas species with CO> (Figure
3.10a) and CO conversion (Figure 3.10b) along the reactor length. With decreased CO>
concentration, CO drastically increases at an extremely close distance to the reactor entrance.

These results demonstrate that CO, and CO are distributed inside a particle in the middle of
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the bed and their concentration plots within the particle. Evidently, the concentration close
to the center of the particle is higher for CO, where products form and diffuse into the bulk

gas from this specified location.

In contrast to the reactant gas, the CO. concentration is small at the center and approaches
the bulk concentration on the surface. Figure 3.8 verifies the general trends observed in the
reactor. The CO2 molar concentration progressively decreases as the gas stream passes
through the bed, whereas the CO concentration increases through the Boudouard reaction. It
should be noted that the anode bed has axisymmetric so that a cut plan in 3D can be done,
which in turn results in a 2D plan (yz-plan). Figure 3.10 is a 2D plan from the simulated 3D
bed.
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Figure 3.10 Molar concentrations of gas species in the vertical fixed-bed reactor (inlet gas input
from the bottom of the reactor: a) CO; and b) CO conversion along the reactor length (r = 1 mm,
Q=11Imin',H=5cm, T = 1233 K).
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Figure 3.11 shows the simulation results of CO, concentrations inside the particle at various
reactor positions. The CO: concentration is lower at the particle’s center than at all reactor
positions. In other words, the performance of the reactor is constrained by diffusion inside
the particle, and the active porous material in the center of the particle is not consumed.
Decreasing the particle diameter can avert this limitation. For a particle radius of 1 mm, the
intraparticle diffusion limits the reactor because the active sites in the particle interior are not
used to their fullest potential, as shown by the slope of the solid lines. The lines level out
more quickly with decreased particle size (0.5 mm), implying more significant reaction-rate-

limited regions.
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Figure 3.11 CO; concentration (inside the particle) at various reactor positions
(Q=1,R=6mmL-:min?, H=5cm, T = 1233 K).

Figure 3.12 compares the computed results with the experimental ones for the outlet gases.
The experimental results were measured by placing the gas analyzer in the outlet stream. The
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profiles show that the degree of conversion dramatically increases from the start of the
reaction until it reaches approximately 0.60 and 0.4 for CO, at 1 L-min flow rate.
Accordingly, the reaction advances very slowly until full conversion. Initially, the fast-
increasing conversion can be directly attributed to the rapid evolution of the surface area until
the pores collapse. In this status, either the reaction surface or the reaction rate decreases.
The dashed line shows the distribution concentrations after 8 h. The particles have shrunk,
so the total bed height decreases to 3 cm. The slopes are steeper because of the reactive
particles’ surfaces. The results indicate good agreement between the calculated and
experimental data (R?=0.9921), and the model can provide highly reliable estimates of

experiments.
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Figure 3.12 Comparison of the model to the experimental data along the reactor length at different
processing times (r = 1 mm, flow rate = 1 L-min, bed height = 5 cm, temperature = 1233 K).

3.4.4 Specific surface area and porosity

The model allows the tracking of the evolution of the specific surface area throughout
gasification at each time and position of the fixed-bed reactor. Figure 3.13 shows the

variations in the surface area versus the bed position for four anode particles (1 mm particle
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size) in the different process periods. As indicated in the figure, the surface increases rapidly
at the beginning during gasification and approaches the highest point (1, 2, and 4 h). The
anode particle surface remarkably rises to 10% of the initial surface area after 1 h. The
maximum surface point proceeds from top to bottom after 4 h and then starts to decrease.
Different zones exist in the reactor with different values of chemical-reaction rate and mass
transfer, so the structural parameters of the particles remain unchanged throughout the
process. In this model, the evolution of specific surface area is performed by the RPM
equation in the chemical reaction term because RPM can indicate the nature of pore structure
and pore-volume distribution. At the first time step, the increase in the surface area may be
due to surface reactions [33, 58, 59]. As the reaction proceeds, the specific surface area
initially increases with increased pore radii and pores smaller than 1 nm open gradually.
Conversely, they decrease at the next step, possibly because of the appearance and

coalescence of pores [60, 61].
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Figure 3.13 Variations in the surface area versus bed position of four anode particles (r = 1 mm,
Q=1L-min, H=5cm, T = 1233 K) throughout the different process periods.

Porosity is found to change with particle position in the fixed-bed reactor, as shown in Figure
. To avoid edge effects, the first and last layers of particles are not taken into
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consideration.The figure shows the volume fraction at each cross-section of the particle bed
at various periods along with the bed height. In the first-time steps, no notable porosity
change occurs with bed height. After a while, porosity increases with time at each position.
Additionally, the porosity in each time step evidently has a maximum amount at the bottom
of the reactor, which can be related to more available active sites for the reaction at the bottom
of the reactor. Therefore, the slope of the porosity changes dramatically in this zone and
decreases at the top of the particle bed. These results demonstrate that after a 12 h gasification
reaction, more than 90% of the solid particle is consumed. This consumption includes internal
and external gasification, leading to the shrinkage of particles and bed height. The bed height
reaches 0.01 after 12 h,
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Figure 3.14 Porosity changes with particle position (r=1 mm, Q =1 L-min?, H=5cm, T = 1233
K)
Figure 3.15 shows the distribution of external and internal gasification for different particle
sizes during gasification. Simulation results show that internal gasification is dominant for
all particle sizes in the initial steps, but over time, the sizes decrease rapidly as the reaction
progresses. Increasing the external gasification can be related to improving the outer surface
of the anode particle by reaction progress. F. Chevarin et al. [3] reported that the external

surface increases because of two factors. First, after gasification progresses, the particles
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shrink, increasing the ratio of the external surface to the particle volume. Second, the
enlargement of pores near the external surface after a certain processing step is evaluated as

the external surface, leading to increased external gasification.
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Figure 3.15 Ratios of internal and external gasification versus the processing time for three different
particle sizes (Q =1 1. mint, H=5cm, T = 1233 K).

3.4.5 Effectiveness factor

Effectiveness factor is a measure used to compute the minimum ratio of the reaction rate
owing to the particles’ pore-diffusion resistance [62]. The kinetic model results reveal that
anode-particle gasification depends on anode conversion. The effectiveness factor is almost
0.95 for particle sizes less than 0.05 mm, with X = 0.60 at the reactor center and upwards,
but lower for greater particle sizes (Table 3.3). The diffusion rate is recommended to be equal
to the reaction rate. A significant difference exists for large size particles (2.0 mm) than for

small ones.

The distributions of the effectiveness factor in a fixed-bed reactor at multiple heights are
presented in Figure 3.1. The factor fluctuates at around 0.900-0.959. The first and second
steps gradually increase from the wall to 0.001 m distance and decrease from 0.001 m to the
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reactor center, where the lowest value emerges. According to the definition of the
effectiveness factor, the control of gasification follows the reactants’ mass-fraction
distributions because the temperature gradient inside the particles is not included. A relatively
low reaction remains when the comparatively small temperature near the wall at the fixed-
bed reactor’s center. By distancing the fluid from the wall and increasing the temperature
gradually, the temperature that positively affects the intraparticle transfer exceeds the value
shown for the reaction rate. The concentration gradient within the anode particles is
weakened by continuing this process, so the effectiveness factor increases with increased
distance from the wall [27]. However, nearer to the reactor’s center, a higher temperature
increases the reaction rate. At 0.001 m distance from the reactor’s wall, the reaction rate is
positively affected by temperature exceeding that for intraparticle transfer, which in turn
causes the enhancement in concentration gradient within the particles. Hence, the
effectiveness factor decreases when approaching the center of the reactor. As a result, Figure
3.16 shows the reverse trend of the effectiveness factor. Additionally, at the height of 0.030
m, the maximum temperature causes the effectiveness factor to be minimized at the center of

the reactor.

Table 3.3 Effectiveness factor for different particle sizes and anode conversions.

Radius (mm) Reaction rate Carbon conversion %
0 20 40 60 80
0.05 First order 0.81 0.85 0.89 0.94 0.98
L-H 0.75 0.79 0.86 0.93 0.97
0.5 First order 0.49 0.64 0.79 0.88 0.94
L-H 0.44 0.60 0.75 0.86 0.93
1.0 First order 0.45 0.63 0.77 0.87 0.93
L-H 0.38 0.57 0.71 0.81 0.90
2.0 First order 0.43 0.59 0.74 0.86 0.92
L-H 0.36 0.53 0.68 0.81 0.89
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Figure 3.16 Effectiveness factor distribution in the radial-bed direction for different bed heights.
(r=1mm,R=6mm, Q=L-min?, T=1233 K).

3.4.6 Temperature profiles

Figure 3.17 and Figure 3.18 exhibit the temperature distributions at various positions and
directions (axial and radial). Figure 3.17 demonstrates that the hotspot is located close to the
reactor exit. The solid temperature is higher than that of the gas because of the exothermic
reaction within the particles [21, 56, 59, 63]. Based on Figure 3.18, the temperature increases
at the center and decreases on both sides in a parabolic manner because of the wall heat sinks.
This temperature difference results from a competition between the rates of interfacial heat
and mass exchange. In this particular case slight resistances to heat transfer to and from the
solid particles cause a higher temperature in the particle. The solid temperature is higher than
the gas temperature [64]. In practical applications, the above temperature variations are due
to the much higher thermal-conductivity performance and heat capacity of the solid phase

than those of the gas phase.
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Figure 3.17 Temperature profiles in the reactor. Temperature distributions along the axial direction
of the reactor (r=1mm, Q=1L-min!, H=5cm, T =1233 K)
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Figure 3.18 Temperature profiles in the reactor. Temperature distributions along the radial direction
of the reactor (r=1mm, Q=1L-mint, H=5cm, T =1233 K)

Figure 3.19a-c demonstrates the simulation outcomes at multiple flow rates. The hotspot
temperature rises as flow rates increase. Moreover, the outlet temperature increases slightly.
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Whenever the volume flow rate of the material increases, the Reynolds number in the bed
significantly increases. Consequently, the axial and radial heat-transfer rates increase,
whereas the radial-temperature difference and hotspot temperature decrease to their original

value.
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Figure 3.19 Temperature distribution of the hotspot at multiple flow rates: a) 0.5 L-min‘, b) L-min*
and c¢) 2 L-min? (r =1 mm, R = 6 mm, hotspot-min®, H=5cm, T = 1233 K)

3.4.7 Particle shrinkage

Figure 3.20 illustrates the evolving particle size during the process through the shrinkage
effect. As expected, the particle size is fixed and identical to the initial value at any point
inside the domain when no shrinking exists. By contrast, the particle size decreases with
gasification progress. Similar to the apparent density, the particle shrinkage’s greatest
gradient is observed near the inlet area where the reactions primarily occur. The simulation
reveals that the mean particle diameters decrease to 3 mm after 10 h at the reactor’s bottom
side. As a consequence of particle shrinkage, they fall, and the height of the bed begins to

decrease throughout gasification.
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Figure 3.20 Evolving particle size for the shrinking pattern (Q =1 1. min, H=5cm, T = 1233 K)

3.4.8 Particle tracking

The movement trajectory for selected particles is shown in Figure 3.21. The moving direction
of the particle changes and falls into the bed because of gas-particle interactions, particle-
particle collisions, and boundary effects in the vicinity of the bed top [23]. Figure 3. compares
the tracking at multiple flow rates. The figures show that for a smaller particle size r = 0.5
mm (Figure 3.21 a and 3.21b), either the passing direction or processing time remains lower
than those of other tests (9 h). Clearly, with increased flow rate, the passing direction, and
processing time decrease (Figure 3.21c and 3.21d). In each figure, particle tracking is
simulated in three different bed positions. The particles in the reactor’s central position
vanish in less time, and the tracing pad may stem from a higher chemical reaction in such

regions.

131



0.05 ¢ il 005 7 0.05 ) 0.05; ™
T £y ST T8
1 : t : / V|
004" : 0.04 | 0.04 ' | : 0.04} |
1 : | /‘ : '
| I \ : /
_ 003 1 _003f! _003py \ i _003f"
g ' i E ' = v il | 8 :
N " - N : £ : N ! k3 N :
0.02 }, : 0.02}, ® 002t ' \/ 002} |
1 K \ \ ; II
1 \ 8 \\ :
0.01 ! ; 001t} | ¢ 4 0.01 | 0.01} |
3 . 1 .
1 ! ’ v |
: : 'S 3
o | :—l- O L ! .i. J 0 L \l d o L : -
0 0.012 0 0.012 0 0.012 0 0.012
d(m) d(m) d(m) d(m)

Figure 3.21 Comparison of particle trajectories in the bed of particles at a) 0.5 L-min, r =1 mm, b)
0.5 L-mint, r=0.5mm, c) 1.0 L:-min,r =1 mm, and d) 2 L-min?,r =1 mm

3.5 Conclusion

This research addresses the development of a reaction-transport model to simulate anode
COo-reactivity dynamics using the FEM-DEM model. The gasification process of anode
particles was explained using mass transfer, heat transfer, and momentum equations. A
particle-shrinkage pattern was rigorously applied to determine how density and size variation
affect the main performance parameters, such as specific surface area, particle porosity,
carbon anode conversion, and process time of the fixed bed. CO, and CO concentration
distributions inside particles and throughout the bed were analyzed, and gas velocity and
pressure simulations were conducted. With an increased flow rate, gasification time
decreased. Results revealed that conversion drastically increased in the reaction’s early
stages. The gas distribution showed that the maximum change occurred in the first steps, and
this change was primarily due to the existing surface reactions. Accordingly, the distribution
decreased owing to pore merges. Anode consumption during the process included internal
and external gasification and consequently led to the shrinkage of particles and bed height.

Internal gasification was predominant in the initial stages, but external gasification increased
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as the reaction progressed. The results indicated that the CFD—DEM model could predict the

particle's bed scale and the complete microscale. An inventive particle-tracking technology

based on the CFD-DEM approach was illustrated in this work to quantitatively evaluate the

actual process time and the passing direction of particles.
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Conclusions and Recommendations
Conclusions

First Part (Single Particle)- A diffusion-reaction model was developed for the gasification
reaction of aluminum-industry anode particles, involving different kinetic models. The model
assumed spherical symmetry and included the most notable chemical reactions, e.g.,
Boudouard reaction, intra-particle mass transfer resistance, mass conservation, and anode
structural characteristics such as porosity, permeability, and shrinkage. The heat transfer was
not included since the size of the anode particles was small enough to assume insignificant
temperature gradient across the particle. A numerical method was used to solve the model.
Model parameters were obtained experimentally by reacting monolayer anode particles in
TGA. According to the experimental and simulated results, we concluded that the random
pore model (RPM) is best describing the anode reaction behavior. Thus, this model was
chosen among 5 models tested in this study. The model outputs allow tracking the particle
consumption rate and the distribution of gas composition inside the reacting particle. In
addition, due to the moving boundary condition for the external gasification, it is also
possible to track the shrinkage and structural evolution of the particle during the gasification
process. These data, mostly impossible to obtain experimentally, allow better interpretation
of the reaction behavior. As such, the evolution of different parameters such as particle size,
processing time, porosity, and surface area of the anode particles during gasification are
revealed and their effect on the gasification process are discussed. The simulation results
demonstrated that the anode structure (specific surface area and porosity) has a significant
effect on both the intrinsic reaction rate and the intra-particle mass transport. The relative
importance of intrinsic reaction and diffusion on the overall gasification process are
quantified by calculating the Thieles modulus and effectiveness factor. Analyzing these
factors reveals that their contribution on gasification rate may evolve at different stages of
reaction, i.e., diffusion is more important at the beginning and chemical reaction becomes
dominant towards the end of gasification. The L-H type reaction, integrated in the model,

allowed revealing the inhibition effect CO on the gasification reaction. Although the
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inhibition effect of CO on carbon gasification is a well-known feature, our model allows
quantifying this effect along the whole gasification process. The effect of three different
concentrations of CO in the inlet gas were given as examples. In summary, the model predicts
well the gasification rate of anode particles, considering structural and diffusion parameters,
thus offering a useful tool for optimization of gasification of anode particles.

Second Part (Bed of Particles)- This research addressed the development of a reaction-
transport model to simulate anode CO reactivity dynamics using the FEM-DEM model. To
explain the gasification process of anode particles within a fixed-bed gasifier, mass, heat
transfer, and momentum equations were used. A particle shrinkage pattern was applied
rigorously to determine how density and size variation affect the main performance
parameters such as specific surface area, particle porosity, carbon anode conversion, process
time of the fixed bed. CO2 and CO concentration distributions inside particles and throughout
the bed, and simulations of gas velocity and pressure were conducted. An increased flow rate
gave rise to decreasing the gasification time. The results revealed that the conversion
drastically rises in the reaction’s early stages. The distribution of gases showed that a
maximum change exists in the first steps, and this change is mainly caused by the existing
surface reactions. Accordingly, the distribution decreases due to pore merges. Anode
consumption during the process includes both internal and external gasification and
consequently leads to shrinkage of particles and bed height. In the initial steps, the internal
gasification was prominent, and as the reaction progressed, the external gasification
increased. The model results depict that CFD-DEM model can predict not only the bed scale
but also complete micro-scale inside the particle. An inventive particle tracking technology
based on the CFD-DEM approach is illustrated in this work to quantitatively evaluate the real
process time and the passing direction of particles.

Third Part (Anode Slab)- The simulation of carbon anode reaction with CO», gasification, at
the Hall-Heéroult process, was studied for anode slab. Such gasification is not desirable
because it increases net carbon consumption. The gasification process is including anode
intrinsic reactivity and mass transport phenomena. In this part, a numerical model was
developed for a large-scale anode slab. The model includes a finite element method (FEM)

for the gas and solid phases (anode). The distribution of physical properties of solid phases,
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such as porosity and specific surface area are ultimately tracked. In order to modify geometric
changes in the anode slab, a moving boundary condition was applied during the process.
Mass transfer phenomena and chemical reactions are considered during anode gasification
with CO2. The results demonstrated that both are important and limitation term depends on

operation condition, kind of materials and structural properties of carbon anode.

Recommendations

This study looked at the development of mathematics model of carbon anode gasification
through various approaches and geometries including single particles, bed of particles, and
simulation of anode slab. Further research can focus on the effects of catalytic material on
the anodes that it will make a complicated model. The particle shapes of anodes can be
assumed in different shapes. Experimental tests of anode slab to validation of simulation well
be assist.

In addition, to be closer in the industrial condition, wettability, and joule effect respectively

in the mass and heat balance equations will be helpfull.

139



Appendix A

Modeling of CO2 gasification reaction of carbon anode slab

Abstract

The reactivity of carbon anodes with CO; is one of the main concerns in aluminum smelters
that use the Hall-Héroult process. This reactivity is not desirable because it increases the net
carbon consumption and thus shortens the lifetime of the anodes. Anode overconsumption is
affected by anode intrinsic reactivity and mass transport phenomena. As a first step toward
the simulation of the gasification process of the anode with COg, the use of an anode particle
bed was first considered. A Mathematical model was developed for large-scale modeling of
the anode slab. The model includes a finite element method (FEM) for the gas and solid
phases (anode). The physical properties of the solid phase, such as porosity and specific
surface area, and the thermochemical properties of particles like the reaction heat, were
ultimately tracked. Geometric changes in the anode slab, heat and mass transfer, and
chemical reactions were considered during anode gasification with CO2. The dynamic
concentration and temperature profiles of the anode were modeled.

Résumé

La réactivité des anodes de carbone avec le COz est I'une des principales préoccupations des
alumineries utilisant le procédé Hall-Héroult. Une telle réactivité n'est pas souhaitable car
elle augmente la consommation nette de carbone et raccourcit ainsi la durée de vie des
anodes. La surconsommation d'anode est affectée par la réactivité intrinséque de I'anode et
les phénomeénes de transport de masse. Comme premiere étape vers la simulation du
processus de gazeéification de I'anode avec du CO3, un lit de particules d'anode a d'abord été
envisagé. Un modele numérique a été développé pour une dalle a grande échelle qui
représente I'anode en carbone. Le modele est basé sur la méthode des éléments finis (FEM)
pour les phases gazeuse et solide (anode). Les propriétés physiques de la phase solide, comme
la porosite et la surface spécifique, ainsi que les propriétés thermochimiques des particules,
telles que la chaleur de réaction, sont finalement suivies. Les changements géométriques dans
la dalle anodique, le transfert de chaleur et de masse, et les réactions chimiques sont pris en
compte lors de la gazéification anodique avec du CO». Les profils dynamiques de
concentration et de température de I'anode ont été modélisés.
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Keywords: Anode slab, CO; gasification; carbon anode particle; transport phenomena

Nomenclature

as surface area of the anode per unit volume of the bed, (m?-m)
Cc concentration of anode reactant, (mol-m)
C concentration of gaseous species, (mol-m)
C(O) surface of carbon-oxygen complex, (mol-m2)
Cp specific heat capacity, (J-kg™-K™?)

D diffusion coefficient, (m?s)

E apparent activation energy, (J-mol™?)

h thermal conductivity, (W-m?-K?)

J mass flux, (mol- st-m?)

K reaction rate constant, (mol - m‘3)(1'n) st
K convective mass transfer coefficient, (m-s?)
L, pore length, (m-kg™)

n partial reaction order, (-)

P partial pressure, (kg-m™-s?)

Rg gas constant, (J-mol™*-K™?)

r Chemical reaction rate, (kg-m=-s™)

S specific surface area, (m?-kg™)

t reaction time, (s)

T temperature, (K)

q heat flux, (W-m)

u flow velocity, (m-s?)

X gasification conversion of anode particle, (-)
Greek symbols

B permeability, (m?)

AH enthalpy of reaction, (kJ-mol™)
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e void fraction, (-)

0 solid volume fraction, (-)
x thermal conductivity, (W- m1.K?)
# viscosity, (Pa-s)

() Wilke's coefficient, (-)

p density, (kg-m)

o potential characteristic length, (m)
T tortuosity, (-)

v structural parameter, (-)
Subscripts

b Bulk

C Carbon

(6{0) carbon monoxide

CO2 carbon dioxide

diss Dissolved

e Effective

f active carbon site

g gas phase

m Molten

mix mixed gases

S solid phase

t Instantaneous

0 Initial

Introduction

In this study, the gasification of carbon anode with CO> was modeled. In this process, anodes
are partially submerged into the electrolyte solution, which is made up of molten cryolite.
Molten aluminum is produced by reducing dissolved alumina in the cryolite, and the anode
is oxidized electrochemically, generating CO2 [1]. The stoichiometry of this overall
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electrolysis reaction is shown as Equation (a.1). The CO. generated on the anode surface
flows directly to the electrolysis cell headspace. However, part of the generated CO> diffuses
into the porous structure of the carbon anode due to the electrolyte hydrostatic head and the
concentration gradient (according to reports by Sadler & Zeigler).

Consequently, it reacts with the solid carbon through the Boudouard reaction [2]. The
Boudouard reaction is not desirable because it increases net carbon consumption and may
contribute to the generation of carbon dust in the pots, which is an operational problem [3,
4]. The carbon dust is principally generated by the selective reaction of the anode components
in contact with air or CO». For instance, it has been suggested that the binder matrix within
the anode preferentially burns, causing detachment of the carbon particles from the anode
surface, which then fall into the electrolyte bath [5].

21,0, 4 +3C,, — 4Al

© m T3C04q (a.1)

The combustion reactions occur either at the anode surface or within the anode bulk. For a
given anode formulation, the reaction rate is a function of temperature, pore structure,
permeability, and intrinsic reactivity of the anode constituents [5-7]. The minimum
theoretical carbon consumption for aluminum electrolysis is 0.334 kg/ kg of Al produced.
However, since the cell efficiency is usually less than 100%, the real electrolytic consumption
of carbon is around 0.41 kg per kg of Al produced.

Gasification of the anode by air and CO; greatly contributes to this carbon overconsumption.
Several researchers/works/reports [8-12] have discussed the influence of anode properties on
its reactivity with air and CO2 and the net carbon consumption. The present work will mainly
focus on the quantification of the structural changes of anode slab during CO: gasification
and its effect on the gasification reactions.

The electrolysis cell (pot) is composed of prebaked carbon anodes, molten cryolite, and a
liquid layer of aluminum lying on cathode carbon blocks. The carbon anode is consumed
during the process, and it should be replaced by a new one approximately every 25 days. The
anodes in the electrolysis cell are in contact with CO- at high temperatures (typically 960
°C). At temperatures higher than 800 °C, the apparent rate of carbon-CO- gasification
reaction becomes more significant due to the combined chemical reaction and the mass
transfer effects. It is worth mentioning that diffusion is the main part of the mass transfer [13,
14] and its effect on the gasification rate becomes more significant for particles larger than
0.1 mm [14, 15].

The mass of generated carbon monoxide is 7.1% of that of CO>. In addition to the electrolytic
reactions, the anode can also react with air and produce CO- (Figure a.1). On the top and
bottom of the anode, CO and O concentration gradients cause mass transfer by diffusion.
The hydraulic pressure gradient at the bottom of the anode causes mass transfer by
convection of CO.. These reactions are not desirable because they result in an increase in net
carbon consumption.

Air reactivity is based on the oxidation of carbon by the oxygen within the air:
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C(s) + Oz(g) = COxg) (a.2)
and

2C(s) + Oz(gy— 2COy(g) (a.3)

Figure a.1 Definition of gas reactivity in the anode slab [2]

CO2 molecules generated by the electrochemical reaction at the anode’s bottom react with
the anode’s surface. Besides, diffusion of CO2 may occur through the porous structure and
consume the anode’s interior [5-7].

Cis) + CO2(g) S 2CO() (a.4)

This reaction is beneficial over 930 °C [1, 9]. CO. diffuses through the anode and then reacts
at the chemically active surface, thereby generating CO. Thus, both the chemical reaction
and the mass transport are significant in the anode’s mass loss.

The overall gasification rate of an anode is determined by combining the intrinsic chemical
reaction rate with mass transport limitation. Rafsanjani et al. [16] assume that the gasification
reaction of char particles is the first order of gas reaction. When presenting their model, they
introduce a term to consider the variation in the activation energy as the reaction proceeds.
Simple modeling approaches are mostly applicable to isothermal conditions and usually
limited for the following reasons: (i) they are only applicable to first-order kinetics on gas or
solid reactants, and (ii) they do not explicitly make allowance for structural changes with
reaction. Qixiang Xu et al. [17] apply a mathematical method for solving gas-solid non-
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catalytic reactions to predict char activation processes. The model also includes mass transfer
through convection and diffusion within the char particle. They solve a set of non-linear
differential equations to predict gas production rate, gas composition, and carbon
consumption rate during gasification. To this end, they use the Quantize Method (QM).
Jamshidi and Ale-Ebrahim [10, 18-20] have developed a semi-analytical, semi-numerical
method and employed new tactics for solving coupled partial differential equations, where
considerably reduces the mathematical difficulties commonly present in gas-solid problems.
These authors illustrate the QM potential by applying it to several gas-solid reaction models-
-including the grain model--half-order model, and modified grain model. More recently,
Gomez-Barea [21] has applied this method and has suggested a new mathematical solution
for predicting char activation reactions. He has proposed a simplified model for gas-solid
reactions in the fluidized bed (FB). The model has been formulated under a local volumetric
approach, using non-linear chemical Kinetics. They have reported a change in the porous
structure during gasification.

Although some research has been done on particle gasification, few works have been carried
out on slab anode modeling; most studies have focused on practical ways to improve
properties and efficiency of anodes. Ziegler [22] has used a transport-reaction model to
describe the dusting phenomena in the anode slab. His model calculates porosity as a function
of the slab height while observing the simultaneous flow of carbon dioxide under the
influence of a pressure gradient and its diffusion under a concentration gradient. Although
the results accurately describe the reaction localization on the submerged sides of the anode,
permeability is not considered.

In this work, we have expounded on a mathematic model based on an experiment addressing
the gasification of the anode slab from the starting time to when only one-third of the anode
remains. This whole process took 21 days. The anode that disappeared has been calculated
in the model by adding the burning rate of the anode and the moving boundary condition in
the model.

Mathematical model

A homogeneous model for the fluid phase and the solid phase was applied to model an anode
slab. According to this model, all of the anode slab is considered as one porous control
volume, so that we can imagine a uniform porosity (¢), contained in a long column of length
L along which the gas flows at a superficial velocity u and an initial concentration equal to
Co. Figure a.2 shows a schematic representation of an anode slab under CO> and O reactivity
at the bottom and top, respectively [2]. The anode gasification reactions are sensitive to mass-
transfer effects. The gasification rate diagram is illustrated in Figure a.2 It may take place
through physical as well as chemical processes in the following steps: 1. mass transfer (by
diffusion) of gaseous reactant(s) from the bulk gas phase to the carbon surface; 2. adsorption
of reactant(s) on the carbon surface; 3, 4, and 5. chemical rearrangements (reactions) on the
surface, mobility, and formation of adsorbed product(s); 6. desorption of product(s); and 7.
mass transport (by diffusion) of the gaseous reaction product(s).
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Chemical and physical processes

1. Diffusion through the film
2. Diffusion through the pores £
3. Surface adsorption )
4. Surface reaction

5. Surface desorption
) 6. Diffusion through the pores =
CO; |7. piffusion through the film

ficro kinetics
chemical process

Anode surface

Figure a.2 Chemical and physical processes of each particle in an anode slab

With a very long history of the Hall-Héroult process (over 125 years), the orientation of
specialists and experts in aluminum production makes it possible to rely on this hypothesis
that the overall reactivity of carbonaceous materials is controlled by their microstructures
and by physicochemical phenomena, including the diffusion and convection of gases in
solids. Industrial parameters such as joule effect interferences in the determination of anode
reactivity were avoided by Sadler and Zeigler [22, 23]. Therefore, as the current work relay
on Sadler's study, the Jule effect has been avoided. The mathematical model described in the
present work is founded on the following assumptions:

The mass transfer occurs through convection and diffusion within the anode.

A non-isothermal condition in the anode is established through solving heat balance
PDE with the initial and boundary conditions.

The gas exiting the anode would be in equilibrium with the carbon.

Chemical reactions (Boudourad reaction) occur in the solid phase as non-catalytic
reactions.

The Langmuir-Hinshelwood (L-H) mechanism and the random pore model (RPM)
equation are used to define the chemical reaction term.
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Mass transfer equations

Equation (a.5) provides a conceptual mass balance used for each component in the anode
slab.

Input-output + generation — consumption = accumulation (@.5)

It is possible to incorporate a non-linear chemical reaction rate, expressed by R, and the
changes in porous structure during conversion by an appropriate equation into the mass
balance. Mass balance also allows for changes in the effective diffusivity with reaction
through the input of conversion (X). For a given time t and the particle position, it can predict
the concentration profiles within the particle and the slab. Equations (a.6) and (a.7) describe
the mass balance of CO and CO: in the slab.

0CrnnéE

;fz +V.(Cgoou) =V.(Dgg,-VCro,) = Reo (a.6)
0Crné&

9% +V.(Coolt) = V.(Dgy-VCop) + 2Reo; @7)

where CCOZ and C,, are the concentrations of reactant and product gases of the anode,

respectively. The first left-hand term shows the accumulation rate, while the second term
describes the convective mass flux related to the velocity of fluid gases. The first right-hand
term represents the diffusion of fluid gas onto the anode slab obtained by Fick's law [24].
Finally, the last term represents the chemical reaction of CO, within the carbon anode.

Sadler and Algie [23] have proposed that mass transport of carbon dioxide occurs by viscous
flow and is related to anode permeability. The driving force comes from a hydrostatic
pressure of around 200 mm water. The electrolytic face of the anode will apply.

Heat Transfer Between the Phases

To model heat transfer in a porous matrix that possibly consists of several solids and is filled
with a mobile fluid, equation (a.8) is used.

(PCp ) %r+pfcpifu.VT +V.(—heff VT)+QSZAH”Ri (a.8)
(pCP)eﬁ = spsCP,s"'(l_es)prP,f (a.9)
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In the above equations, s stands for the solid volume fraction of the matrix. Here, pr (kg/m®)
is the density of the mobile fluid; Cp (J/(kg-K)) is the heat capacity at a constant pressure of
the mobile fluid, (pCr)err (J/(M3-K)) is the effective volumetric heat capacity at constant
pressure, defined by an average volume model to take into account both the solid matrix and
fluid properties; and u (m/s) stands for the velocity field of the mobile fluid, either an analytic
expression or the velocity field from a fluid flow. It is noteworthy that u should be interpreted
as the Darcy velocity, that is, the volume flow rate per unit cross-sectional area. The average
linear velocity (the velocity within the pores) can be calculated as u.=u/ep, where & is the
porosity and equal to 1-6s; het (W/(m-K)) is the effective thermal conductivity, defined by a
volume average model (equation a.9) to take into account both solid matrix and fluid
properties; and AH;,; is the enthalpy of the reaction I which is calculated using equation (a.11).

AH, ;= 0,H;(T) (a.11)
j

Here, vj,i is the stoichiometric coefficient of the component j in the reaction i, positive for
products and negative for reactants. Hi(T) is the enthalpy of component j and is calculated as:

)
H,(T)=AH/(298.15)+ j C,,(T)dT (a12)

298.15

where AH jf (298.15) and Cp(T) stands for the enthalpy of formation of component j at

298.15 K and heat capacity of component j. Hj(T) can also be calculated from NASA
relations.

Movement equations

The momentum balance that governs the fluid flow is built upon the momentum equation
and continuity equations. The conservation of mass is the generic equation used, and the
following continuity equation is formulated for a porous medium with a term that effectively
represents the chemical reaction on the flow [24]:

O(&pP5)
ot
k

u Z—IVP (a.14)

+V.(pu) =W (a.13)

where W (kg/m?3.s) is the mass source or sink, which accounts for mass deposit and/or mass
creation in porous domains; and px is the fluid density. When gas flow enters the reactor, gas
climbs through the particle bed. The flow leads to a pressure drop in the reactor. This effect
is integrated into the motion equation, leading to the formulation of the Ergun equation,
which can be written as follows [24]:
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2 2
VP _ 150t 0= 5)" g 75 P10 (—5) (a.15)
L d,&, d,&,

where & is the bed porosity, umix (Pa-s) denotes the viscosity of the mixed-gas, pr is the gas
density (kg-m?), L is the anode length coordinate (m), u is the gas flow velocity (m-s™), and
k is the sphericity of the particles. The Ergun equation combines both the laminar and
turbulent components of the pressure loss across a packed bed. In laminar flow, the first term
is predominant. Under turbulent flow, the second term is dominant. The pressure drop is
related to the square of the superficial velocity and linearly depends on the density of the
fluid passing through the anode. Darcy's law is derived because the viscous resisting force in
the Navier-Stokes equation is linear with the velocity (equation a.14).

Reaction rate

The random pore model developed by Bhatia et al. [25] was applied to intra-particle
gasification reactivity of carbon with carbon dioxide in the present study. The reaction is
mechanistically considered as an adsorption-desorption two-step reaction, with the product
gas, CO, having an inhibiting effect on the reaction--something that is not present in the n-th
order equation. In the L-H formulation, the adsorption coefficients of CO and CO> are
assumed to be constant (k1, k2, andks), and the following pathway is proposed for this process:

C,+C0O,—>C(0)+CO (a.16)
C(0)+CO—&—C, +CO, (a.17)
C(0)—+—>CO+C, (a.18)

where Cs is the active carbon site; ki , k2, and ks are the reaction rate constants; and c(o)

represents the carbon-oxygen surface. The presence of CO results in the lowering of the
steady-state concentration of c(o) by an inhibiting effect. r(Cq) as described by Equation

(a.19):

k
- 1Feo, (a.19)
! 1+ k2|:’c02 +k3Pco

where Pco2 and Pco are the partial pressure of CO2 and CO. When the CO concentration is
small and/or the inhibiting effect exerted by this species is not considered, a simple global
model can be applied.

The intrinsic rates of the gasification reaction are a function of three variables: temperature,
the concentration of the bulk gas, and the activated reaction surface of the solid. In general,
kinetic models for intrinsic rates of heterogeneous reactions can be expressed as the product
of three contributing parameters.

149



R = k(T)(C)S(X) (a.20)

S(X)=S,(1-X)y1-wInll-X) (a.21)
where So is the specific surface area and y is the dimensionless parameter indicating the
nature of pore structure:

_Ano(d— &) (a.22)
v 2

SO

In this equation, Lo, So, and &o are the initial pore length, pore surface, and solid particle
porosity.

The k function can be calculated by the Arrhenius equation as [17]:
K(T)=ke" (a.23)

Here, E is the apparent activation energy, Rq is the gas constant (J/mol.K), and T is the
reaction temperature (K).

In the present study, the L-H rate equation is considered for f(C). This mechanism is
proposed based on the adsorption and desorption of CO and CO; to yield expressions for
calculating the reaction rates of anode gasification. The RPM [17] is applied to the structural
part of the chemical reaction equation. Therefore, the chemical-reaction term is as follows:

dx k.S K, Peo> So(L—Xx)\[1—wyIn(L—x) (a.24)

This set of Equations defines a boundary value problem involving a pair of partial differential
equations coupled through CO and CO. components such as the following L-H reaction
mechanism Equations. The values of the parameters, namely, ki, ko, and ks, are determined
by regression of the total experimental carbon conversion to the calculated carbon conversion
using the minimization of the relevant objective function. The details of the optimization
procedure are provided by Kavand et al. [26]

Gas properties:

The following equation obtains thermal conductivity, molecular diffusion, viscosity, and heat
capacity in the model [17].

T(Mx10°) LI5C, +088R,
o’ M.

h =2.699x10°°

(a.25)
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where Qp is the dimensionless collision integral, o is the potential characteristic length value,
T is the temperature (K), and M; is the molecular weight of component I, and Cp denotes the
heat capacity.

The binary diffusion coefficient of component (Dj;) for species i in reaction j is estimated by
correlation of Hirschfelder as [27]

JT° (M, + M)/ (2x10°M;M))

.26
PQo,0; (.26)

D, ; = 2.628x10*

Here, Djj (m?/s) is the binary diffusion coefficient, M (kg/mol) equals the molecular weight,
T (K) represents the temperature, P (Pa) is the pressure, and o (m) equals the characteristic
length of the Lennard-Jones/Stockmayer potential.

The viscosity of the gas mixture can be evaluated by Wilke’s correlation as follows [17].

u=2 ny o (@.27)
_i ﬂ ~1/2 Hi w2 ﬂm 2
q)ij_\/g(l_i_'vlj) |:1+( j) (Mj) } (a.28)

In order to calculate heat capacity and enthalpy of the components in the reaction, NASA
correlation is applied [28] as:

Co =R (a,+a,l +a, T’ +a,T°+a; ") (a.29)

H =R, (aT +%T2+%T3+%T4+%T5+aa) (a.30)

The apparent and real densities of the anode are set to 1600 and 2100 kg-m3, respectively,
which gives a void fraction equal to 0.238 at the initial condition. As the carbon is consumed,
the porosity of the bed increases. The porosity of the bed in the y-direction is calculated
as[22]:

d M
Lo e R (a.31)
dy 1000)0 real Uburn

i Mae
Uburn - J (3.32)
4F1000p,,

where R is the reaction rate based on the CO2, j (A/m?) is the current density, F (C/eq)
represents Faraday constant, Mwc is the molecular weight of the carbon anode, and vburn IS
anode’ s consumption velocity. The current density, used for the anode consumption
at the bottom, is set to 9000 A-m. Together with these parameters, equation (a.32) give a
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burn rate or descent velocity of the anode of 1.75x10”7 m-s™t. Equation (a.31) couples the
transport phenomena with the porosity of the anode bed. In this way, the porosity of the
anode slab appears in both models.

Geometry and Boundary Conditions

The geometry of the anode slab is shown in Figure a.3. Domain width is 0.3 m, which
corresponds to a 0.6 m anode width with symmetry in the middle. A circular arc of 0.04 m
radius surrounds the immersed corner of the anode. A bath of density 2100 kg/m? is immersed
at the bottom of the anode for 0.12 m [22].

By setting atmospheric pressure at 10° Pa, the CO- pressure at the bottom of the anode equals
102470. Pa. We assume that the gas is 100% CO», and we calculate the gas concentration
using the ideal gas law. The CO2 concentration of zero is set at the top of the 0.60 m thick
anode, and CO concentration equals 1-atmosphere total pressure. An electrolytic process at
the anode generates a hydrostatic pressure of around 200 mm water gauge, driving this flow.
Above the anode working face, the hydrostatic head is most likely to dominate internal mass
transport.

A fixed temperature equal to 1233.15 K was applied to the immersed part of the slab, and
also heat flux (g=hx(Tw-T)) was applied as B.C. of the un-immersed part of the slab. Also,
owing to high temperature, surface to surface radiation was applied.
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Figure a.3. Geometry of anode slab immersed under cryolite solution
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Mesh creation

Depending on the detail of mesh refinement required, the simulation geometry can be meshed
at three different levels, edges, surfaces, and volumes. When a global uniform mesh suffices,
the meshing can take place on the volume level. At this point, one uniform control volume
size is determined, and the entire simulation geometry is meshed with this standard control
volume size, creating a uniform mesh density. When local refinement is required, e.g., in
sensitive regions of the geometry, different mesh densities can be defined to surfaces or edges
specifically. For example, to get a converging flow solution, the mesh needs to be finer near
contact point areas, between particles in the geometry, or between particles and the externally
bounding column wall, than in larger void areas in the geometry. To be able to adjust the
mesh locally, mesh densities must be defined on edges along with these contact points. A
sensitivity study of the model compared to the size of the mesh was carried out to find out
the optimal size to choose. Accordingly, five levels of meshes, namely extremely coarse,
extra coarse, coarser, coarse, and normal, were used. At the normal level, 378 triangles, 62
edge elements, and 7 vertex elements were used. The average mesh quality is equal to 0.87.
As the mesh quality at this level is suitable, the normal mesh level was used to study the
model. Figure a.4 displays the used mesh and its quality. In addition, the fine and finer mesh
was used to investigate the smaller mesh. The results showed that except for the computation
time, which increases, the results would not change.
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Figure a.4. A) The used mesh in the simulation, B) the quality of the used mesh.

As the anode slab is consumed, the geometry is deformed in the y-direction. Therefore,
automatic remeshing was activated in the COMSOL software to update the mesh of the
geometry. It should be noted that the anode is a three-dimension, and owing to its axial
symmetry; the anode was simulated using 2D axisymmetric in the COMSOL software.
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Numerical Solution

In this model, gas species concentration (C), the temperature of the anode slab, the velocity,
the gas pressure, porosity of the anode slab, and anode conversion rate (X) are the variables
to be calculated. Because of a series of non-linear partial differential equations (PDES), the
COMSOL software uses an appropriate numerical technique to obtain the mentioned
variables. A commercial FEM (finite-element method) software, COMSOL Multiphysics, is
used to simulate the problem. The software appears with various modules in its library for
special purposes. The Chemical Engineering Module contains tools for modeling fluid, heat,
and mass transfer, as well as for chemical reactions. These tools can be used for both steady-
state and transient analysis[29].

Results and Discussion

A constant damped version of Newton’s method (damped factor = 1) was used to solve the
fully coupled phenomena. Backward differentiation formula (BDF) with an order of accuracy
varying from one (backward Euler) to two was used as time stepping. BDF methods have
been used for a long time and are known for their stability. The simulation was run for 26.5
days.

Pressure drops

One of the critical parameters on CO> gasification of the anode is the pressure drop across
the carbon anode related to the operational conditions and the flow distribution. It can lead
to the formation of convection terms and more consumption of anode. The fluid moves from
the high-pressure zone to the low-pressure zone, resulting in convection that results in the
movement of carbon dioxide from the bottom to the top of the anode. The presence of carbon
dioxide causes the carbon grains to consume. Pressure profiles in line with the anode slab are
provided, using the numerical model presented in Figure a.5. The results reveal that the
pressure is higher at the working face of the anode. The pressure drop causes an increase in
carbon consumption because it causes more carbon dioxide transfer and consequently more
reaction. Figure a.5 a depicts the pressure contours on the first day of the process, and Figure
a.5 b shows the pressure contours of the part of the anode remaining after 18 days.
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Figure a.5. Contour of pressure after a) 1 day (a), and 18 days (b) of the gasification process

Porosity distribution

Figure a.6 a and 6b show that the porosity is higher at the vertex of the anode than on the
working face. This evidence depicts that this mechanism causes an increase in the carbon
dust, particularly on the vertexes of the anode; Under the same operation conditions, the
porosity of the vertex of anode remaining in the cryolite solution increased over 18 days from
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Figure a.6. Distribution of Porosity after a) 1 day (a) 18 days (b) of the gasification process
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Temperature profiles

Figure a.7a,b exhibits the temperature distributions at various anode positions after 1 day and
18 days of the gasification process, respectively. The maximum temperature took place at
the bottom and the side, which are in direct contact with 960 °C electrolyte. The figure shows
that in the same y position, the temperature would not remain constant but was affected by
structural changes such as porosity and permeability, which in turn lead to changes in mass
transport and in the intensity of chemical reaction intensity.
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Figure a.7. Temperature profiles of anode slab after 1 day (a) and 18 days (b) of gasification

Chemical reaction rate

The distribution of chemical reaction rates at various positions is depicted in Figure a,8. The
rate is higher on the vertex of the anode than on its working face. This finding, like in the
case of porosity, supports the hypothesis about the formation of carbon dust on the vertex of
the anode. Besides, as the process advanced, the porosity of the carbon anode increased,
which led to an increase in the specific surface area and the chemical reaction rate. For
instance, in the middle of the working face, the chemical reaction rate approached 8x107
after 18 days, which, compared to the chemical reaction rata at the same place after 1 day, is
more than two times as much.
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Figure a.8. Distribution of Chemical reaction rate after 1 day (a) and 18 days (b) of gasification

Mass transfer study

To find out how the presence or absence of mass transfer limitations would affect the
relationship between CO2 concentration and gas velocity, Figure a.9 is plotted to show CO-
concentration at the center of the anode slab. The figure shows the mass transfer limitations
in the outlet gas according to the model results. As can be seen, there is a notable difference

between Cg, conversion with and without mass transfer limitations. With mass transfer

limitations, the velocity’s dependence on the generated concentration of CCOZ remains

weak. As velocity increases, mass transfer limitations become less significant. The reaction
will cause a convective flow out of the reaction zone. In this way, the reaction is sustained
by fresh CO>, which must diffuse upwind, that is, against the convective flow outward. The
convective flow itself is relatively insensitive to the permeability; if the permeability
decreases, the pressure gradient can increase to provide the same flow rate, which is
ultimately determined by the diffusion rate. There are secondary effects due to changes in
permeability, which account for minor differences in calculations. As the velocity increases,
the two plots eventually approach each other, with the outlet concentration becoming less
dependent on the mass transfer limitations.
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Figure a.9. Mass transfer limitations in the center of anode working face

Conclusion

In this chapter, a simulation of the anode slab was carried out as a large geometry using the
homogenous model. The results accurately describe the reaction localization on the
submerged sides of the anode. The model takes account of the mass and heat transfer
equations for the gas components and the solid carbon anode. It results in a set of non-linear
partial differential equations, which can be solved using a finite element method. The model
has the capability to predict the gas generation rate, the gas compositions, the carbon
consumption rate, the pressure drop, and temperature distribution during the gasification
process. Besides, the values for structural parameters including porosity, permeability, and
surface area were obtained. Results confirm an unsteady state process with an increasing
trend in the values for structural parameters. Diffusion and convection are important terms
during gasification. The controlling term depends on a variety of parameters, including
pressure gradient, the porosity of carbon material, and the velocity of reactant gas.
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Appendix B

Corrections and supplementary documents of chapter 3

As Figure b.1 shows, the bed is a 3D cylinder which has axisymmetric. In addition, there are
3D porous spherical particles inside the bed. The extra dimension is the added radial (r)
microscale dimension inside each particle. The system has two types of the porosities
including porosity due to void in particles and due to void between particles. The 3D of the
model was used in the simulations.

ptxtﬂ0\x>

il

Macro-scale:
Concentration in fluid
passing thorough bed

Micro-scale:
Concentration inside
porous particles

Figure b.1 Fluid—particle flow field for a 3D cylinder axisymmetric model.

Mass equations

A mass-balance-based reaction-transport model is developed to simulate the dynamics of
anode COz reactivity by applying heat-transfer equations, as well as momentum equations,
to describe the gasification process. CO is the product of the Boudouard reaction, and because
of the inhibition effect of CO on gasification (by adsorption and desorption), it should be
applied in the model for each step to achieve accurate modeling. This model facilitates the
incorporation of a nonlinear chemical-reaction rate, w, the conversion-induced
transformations in the porous structure by the pertinent equation, and the reaction-induced
changes in the effective diffusivity through the input of conversion (X) [2-4]. The
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concentration profile within particles can be obtained for a particle position (r) and certain
time (t) by solving the set of equations in the bed:

0(&,C
%+gbu.vci = ngiVZCi - hD,iSb (CI _Cpe’i)l | = COz,CO (bl)

where -C., and -C¢, are the concentrations (mol/m?) of reactant and product gases of the

bed, respectively;-u (m/s) is the - velocity of the fluid; ey is the porosity of the bed, hp,i (m/s)
is the convective mass-transfer coefficient around the particle; and S, (m? particles/m? bed)
is the surface area of particles the per unit volume of the bed. The first right-hand term
represents the diffusion of species - in the gas phase obtained by Fick's law [5] (Equation
b.1) . The second left-hand term describes the convective mass flux of species related to the
velocity of fluid gases. The last right-land term represents the convective mass flux owing to
the concentration driving force between the surfaces of particles and the gas bulk.

The boundary conditions in the z direction for Equations (b.1) - at the reactor inlet and outlet
for each component ‘i’ are as follows:

C/(r.zt=0)  =C, (b.2)
aC, (r,2,t 2 0)| 0 (b.3)
oz

z=L

The concentration of species is finite at the center and also there is no mass flux from the
wall of the bed. Equations (b.4) and (b.5) describe these two conditions:

oC;(r,z,t=0)

=0 b.4
oz o (b.4)
oz .

Initially, the bed is clean and carbon dioxide is not present such that the fluid concentrations
are zero everywhere within the bed:

C (r.zt)|_ =0 i=CO,,CO (b.6)

t=

Ce(r.z.t)  =C, (b.7)

t=0

where Cc is the concentration of carbon. This initial condition applies for the bulk fluid
concentration as well as the concentration in the particles.

Due to the axisymmetric, there is no concentration variation in the @ direction. The reaction
inside the particles is included as a sink term in the intraparticle mass balances for the
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transport of dilute species interfaces with reactive particle features. Looking inside a pellet:
Assuming no concentration variations in the space-angle (¢, ¢) direction, but only in the
radial (r,) direction of the spherical pellet allows a spherically symmetric reaction-diffusion
transport equation inside the pellet. A shell mole balance across a spherical shell at radius rp.
of the pellet gives:

0(£0,Cpe.i oC,.,
47;N{ (% p"‘")+i 0 (—rZD "e"JWpe,i} (b.8)

ot reor. | ™ " o,

where N is the number of particles per unit volume of bed, epe is the pellet (microscale)
porosity, Cpe,i is the interstitial (physical) species concentration in moles/m? of fluid volume
element inside the pore channel, wpe,i is the pellet reaction rate. This corresponds to reactions
taking place inside the particles (per unit volume of pellet.). Dye;i is the effective diffusion
coefficient of component i inside the pellect. The effective diffusion coefficient in the
depends on the porosity epe, tortuosity z, and physical gas diffusivity D; in the manner of:

_ %D,
pei

D (b.9)

T

The number of particles per unit volume of bed is calculated from the porosity of the bed and
volume of a pellet as:

1-

N == (b.10)
Ve

The boundary condition at the center and the radius of the particles (Rpe) is:

oC..(0,t>0

L (0120) =0 (b.11)
or

1 oc, (Rpe)J
= Dpoy — % | =y (C —Cpei) (b.12)
R [ P or P

Equation (b.12) is the Neumann boundary conditions that specifies the normal derivative of
the function on a surface. In this process, an assumption lies in the claim that the gas
components’ external convective mass-transfer rate to the surface has to be equal to the
transport rate via the particle surface. The bed and particle equations are linked through the
mass transfer on the surface according to the boundary conditions appearing in the mass-
balance equation.

For the case of randomly packed spherical particles, the specific surface area exposed to the
free fluid is[6]:

S, = Ri(l—gb) (b.13)

pe
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Equation (b.13) is used in equation (b.1). The mass transfer coefficient in Equations (b.1)
and (b.12) can be computed from the fluid properties and flow characteristics within the
porous media. For this, the Sherwood, Sh, number defined as the ratio between the convective
mass transfer coefficient and the diffusive mass transfer coefficient is used [7]:

h,.L
Shi:D—"
D.

(b.14)

where L is a characteristic length (for particles, typically the radius), and D; is the diffusion
coefficient of component i in the fluid. From the Sherwood number, the mass transfer
coefficient can be computed. The Frossling relation [6] was used as an empirical expression
for the calculation of the Sherwood number as:

1 1

Sh=2+0.552Re? Sc? (b.15)

Where Re, and Sc are the Reynolds, and Schmidt, numbers as:

L

Re = 211 (b.16)
Hy

Sc— ”fD (b.17)
P

Here L is the characteristics length of the particles, pr, u, usare the density of the fluid, velocity
of the fluid, and viscosity of fluid between particles.

Various models can explain the kinetics of the CO> gasification reaction. The reaction rate
per unit of volume of particle is essential to formulate in a “structural” format [3] inside a
particle. Thus, an equation is introduced to outline the reaction for the available particle sites
at a given processing time. To explicitly combine this feature, the following intrinsic kinetics
Is assumed to be established for all locations in the particle:

Wye co, = Tco, - F(X) (b.18)
oC

feo, =fc =~ (b.19)

f'eo = —2I’CO2 (b.20)

In equation (b.18), the reaction rate can be divided into two parts [8]. In the first part, rc:02

, the effect of CO» concentration on the reaction rate is considered. In the second part, F(X),
depicts the effect of changes in the available reacting surface. The description of this equation

is detailed in a previous work [9]. In general, the L-H rate equation is considered for r002 .

This mechanism is proposed based on the adsorption and desorption of CO and CO: to yield
expressions for calculating the reaction rates of anode gasification. The RPM [10] is applied
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to the structural part of the chemical-reaction equation. Therefore, the chemical-reaction term
is as follows:

dXx kR
- = S, (1— X)/1—w In@@— X b.21
dt  1+k,P, +k,P o= X)yI=yin@=X) (b.21)

27 co, 3" co

Here X is the carbon conversion, and So and y are the initial specific surface area and the
structural parameters of the RPM equation, respectively. ki, k2, and ks are the chemical-
reaction rate-constants.

Movement equation

The momentum balance that governs the fluid flow is built upon the Navier—Stokes and
continuity equations. The conservation of mass is the generic equation used, and the
following continuity equation is written for a porous medium with an effective term of the
chemical reaction on the flow [5]:

%0 v o =, (b.22)

—_k
u=-—- AP (b.23)

where Qm (kg/m?3.s) is the - mass source or sink, this term accounts for mass deposit and/or
mass creation in inter-particles domain. px is the density of the fluid. When gas flow inter to
the bed, gas is going up through the particle bed, therefore, flow leads to a pressure drop
during the reactor, to be able to add this effect on the motion equation, the Ergun equation
has been defined, and it can be written as [5]:

J— 2 2 —_
AP _1504,u(l-,) L 175P1Y 1-s,) (b.24)

2 .3 3
L Roe€o Roe&o

where &y is the bed porosity, us (Pa.s) stands for the viscosity of the fluid, pr is the fluid
density (kg.m™®), L is the bed length (m), u is the fluid velocity (m.s'). The Ergun
equation combines both the laminar and turbulent components of the pressure loss across a
packed bed. In laminar flow, the first term is predominant. Under turbulent flow, the second
term is dominant, and the pressure drop is related to the square of the superficial velocity and
linearly depends on the density of the fluid passing through the anode. Assuming the viscous
resisting force in Navier-Stokes equation is linear with the velocity, and then the Darcy’s law
is derived (equation b.23).
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Energy equations

The bulk energy balance for a fixed-bed reactor can be written as follows:

) (b.25)

e

r.=R

pe

6(8be ) 2

where —Cp is the heat capacity (J-mol™*-K™), Ty is the bulk fluid temperature, and hg is the
convective heat transfer coefficient between the fluid and the particles surface. The U.VT;

represents the energy transfer owing to the convection of fluid, the ¢9bka2Tf term

demonstrates the conduction heat flux of the gas phase, and the last term describes the
convective heat flux from the surface of the particle to the fluid bulk. The boundary
conditions in the z direction of bed are:

T (r,zt=0) =T, (b.26)

oT, (r,2,t>0)|
0z

=0 (b.27)

=L

In addition, the temperature in the center of bed is finite and around the walls is fixed using
a heater.

8T(r,z,t20)| 0 (b.28)
ar |r:0
T (r’ z,t=> O)LR =T (b.29)

where R is the radius of bed, and Twan is the fixed temperature at the wall. The relation to the
particle-energy balance is:

a[(pCP)efpre]

or = kerV*Tpe + Tco,4Hco, (b.30)
(pCF’ )eﬁ = (1_‘9pe )chP,c +&0eP1Cp 1 (h.31)
kerr = (1= gpe) ke + (£ )k (b.32)

where pc (kg/m®), Cpc (J/kg.K), and ke (W./m.K) stand for the density, heat capacity, and
conductive heat transfer coefficient of carbon. AH Co, (J/kg) is the heat of the reaction. It

should be noted that it is assumed that total volume of the particles are reactive instead of
pore volume.
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The following - boundary conditions are used to solve Equations (b.30):

0Ty, (1 12 0)

pe’

or

pe

0 (b.33)

Toe =0

ot (R,
RLLDPGJ %] = hf (Tf _Tpe

- ) (b.34)

pe

Equation (b.34) represents that the no accumulation of heat take place on the particle’s
surfaces. In other words, heat is carried by the fluid outside the particles. That is, the bed and
particle equations are linked through the heat transfer on the surface of the particles according
to equation (3.36).

The value of convective heat flux is calculated as [11]:
_hL

C (b.35)

Nu

where ki is the conductive heat transfer coefficient of the fluid. Nu is the Nusselt number, which is
the convective-to-conductive heat-transfer ratio across the boundary, in which the convection
covers advection and diffusion mechanisms. For a single particle, this number is obtained for
the fluid as follows:

1 2 4
Nu = 2{0.4 Re2+0.06 Re3JPr°'4 (”f—‘”] (b.36)
:uf,w

where s, and us,w are the viscosity of fluid far from the surface of the particles and near the
surface of the particles. Pr is the Prandtl number and calculated as:

C
Pr — Pt Hs (b.37)
Ky

Initially, the bed and particles are at the same temperature:

T (r.zt) =T (b.38)

T (1)

For a bed of spherical particles, the following equations have been obtained by Gunn et al.
[12]:

=T, (b.39)

t=0

1
e_(l'gb)

Re Re (b.40)
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Nu, =1+15(1- & )Nu, (b.41)

Numerical sulotion

Generation of DEM sample

Several methods exist for solving sphere placement, including dynamic compression [14,
15], radius growth, and solving geometrical equations [16, 17]. To achieve the desired
specimen, it is necessary to specify the porosity and define the sphere overlap. In this work,
the YADE software, an open-source, 3D simulation program, was used to generate fixed-bed
structures. Yade, can implement computational algorithms using the discrete element method
(DEM) in a stable and uniform environment. As a result of the soft-body model, rigid particle
surfaces can penetrate each other during collisions. It is assumed that particles are rigid
bodies, but interparticle deformation is allowed by using a simple force displacement law to
overlap between particles. Within a cylinder, a specified number of spheres Np with diameter
dp are placed at random positions by allowing particles to penetrate one another through
interpenetration available in the YADE software and allowed to fall due to gravity(Figure
b,2). A total of three column diameter (D) to particle diameter (d) with D/d = 6, 12, 24 are
used. A maximum particle overlaps of 1% of the particle diameter is obtained from the DEM-
code. A 2D mesh with 1.0 mm holes was produced by Gmsh, a finite element mesh generator
[18] (Geuzaine and Remacle, 2009). After the pellets have settled in the container,
information about the simulated packings, in particular bulk porosity, is generated using a
post-processing mesh-based analysis [19].

Figure.b.2 . Random packing of spherical particles obtained from DEM simulations for D/d = 6
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This paper defines an interface to allow the data to be converted between continuum models
derived from the FEM mechanism and the DEM model. A partially coupled framework is
involved in the interface between the FEM and DEM mechanisms [20]. Figure b.3 presents
the algorithm used for this process. "n" is the number of simulations; so, it makes the
simulation time, simulation time = time step (dt) x number of simulations (n). In the
beginning, all components of simulation will be initialized; DEM, CFD, and coupling. Based
on the position of particles and fluid mesh information, the coupling calculates the fluid
porosity. Following that, velocity of particles and velocity of fluid are used to calculate the
fluid-particle interaction force acting on each particle. The next step involves iterating the
DEM. During the coupling step, the fluid-particle force is calculated and used in the equation
of motion of each particle. For the DEM iteration loop, the time step is dt and the iteration
loop for the equation of motion is n. Following the DEM loop, all particles' new positions
and translational and rotational velocities are calculated for the next fluid time step.
Calculated porosity and volumetric fluid-particle interactions in each fluid cell are used to
solve mass and momentum conservation equations for the fluid phase.

Finally, to change the initial conditions for each time step, the data are sent to the FEM
mechanism to set the values of the parameters obtained from the DEM and to run the
simulation. In the next step, the unknown variables are calculated by comparing with the
simulation and experimental data.

A sensitivity study of the model compared to the size of the mesh been carried out to know
the optimal size of the chosen mesh. Accordingly, seven levels of mesh including extremely
coarse, extra course, coarser, coarse, normal, fine, and finer were used. At the finer level
75800 prisms, 3032 triangles, 4400 quads, 488 edge elements, and 10 vertex element were
used. The average mesh quality is equal to 0.889. As the mesh quality at this level is suitable,
finer mesh level was used to study the model. In addition, the extra fine, and extremely finer
mesh was used to investigate the smaller mesh. The results showed that only the computation
time increases but the results do not change. Velocity of fluid, temperature of fluid,
concentration of species in fluid, temperature of particles, concentration of species inside the
particles, porosity of the bed, porosity of particles, radius and position of particles are the
dependent variables. Equations (3.3), (3.10), (3.23)-(3.27), (3.32), (3.42)-(3.44) as PDEs and
ODEs are solved simultaneously via coupling COMSOL and YADE. A constant damped
version of Newton’s method (damped factor=0.8) was used to solve the fully coupled
phenomena. Backward differentiation formula (BDF) with an order of accuracy varying from
one (that is, backward Euler) to two was used as time stepping. BDF methods have been used
for a long time and are known for their stability. Node information can be modified by
MATLAB scripts. YADE software, an open-source C++ framework, was applied to work as
a DEM engine that can solve Newton’s second law of motion for each anode particle. A
relative tolerance of 0.001 was used as stopping criteria. To validate the model with
experimental data, an algorithm genetic is applied using MATLAB.
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Figure b.3 Algorithm of the mathematical model

Temperature profiles

Figure b.4 and Figure b.5 exhibit the temperature distributions at various positions and
directions (axial and radial). Figure b.4 that the hotspot is located close to the reactor exit.
The solid temperature is higher than that of the gas because of the exothermic reaction within
the particles [21-24]. Based on Figure b.5, the temperature increases at the center and
decreases on both sides in a parabolic manner because of the wall heat sinks. This
temperature difference results from a competition between the rates of interfacial heat and
mass exchange. In this particular case slight resistances to heat transfer to and from the solid
particles cause a higher temperature in the particle. The solid temperature is higher than the
gas temperature [25]. In practical applications, the above temperature variations are due to
the much higher thermal-conductivity performance and heat capacity of the solid phase than
those of the gas phase.
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Figure b.4 Temperature profiles in the reactor. Temperature distributions along the axial direction
of the reactor r=1mm,Q=1L-min?, H=5cm, T=1233 K)
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Figure b.5 Temperature profiles in the reactor. Temperature distributions along the radial direction
of the reactor (r=1mm, Q=1 L-min?, H=5cm, T = 1233 K)

Figure b.6)a-c demonstrates the simulation outcomes at multiple flow rates. The hotspot
temperature rises as flow rates increase. Moreover, the outlet temperature increases slightly.
Whenever the volume flow rate of the material increases, the Reynolds number in the bed
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significantly increases. Consequently, the axial and radial heat-transfer rates to increase,
whereas the radial-temperature difference and hot-spot temperature decrease to their original

value

a) b) c)
0.05 0.05 0.05 K
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2 0.03 | 0.03 0.03 1240
N 1238
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Figure b.6 Temperature distribution of the hotspot at multiple flow rates: a) 0.5 L-min, b) L-min’*

andc)2L-mint(r=1mm,R=6mm,Q=1L-min, H=5cm, T = 1233 K)
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ABSTRACT: The present work focuses on the gasification of a single carbon-anode particle with CO,, using a detailed reaction-
transport model based on the reaction intrinsic kinetics and transport of gaseous species. The model includes the mass conservation
equations for the gas components and solid carbon particles, resulting in a set of nonlinear partial differential equations, being solved
using numerical techniques. The model may predict the gas generation rate, the gas compositions, and the carbon consumption rate
during the gasification of a carbon particle. Five kinetic models were compared to describe the gasification behavior of carbon
particles. It was found that the mandom pore mode]l (RPM) provided the best description of the reactivity of anode particles. The
model also predicted the particle shrinkage during the gasification process. The model was validated using experimental results
obtained with different particle size ranges, being gasified with CO, at 1233 K. The experiments were performed in a
thermogravimetric analyzer (TGA). Good agreement between the model results and the experimental data showed that this
approach could quantify with success the gasification kinetics and the gas distribution within the anode particle. In addition, the
Langmuir—Hinshelwood (L—H) model i used in order to capture the inhibition effect of carbon monoxide on the gasification
reaction. The effectiveness factor and Thiele modulus simulated for various particle sizes helped assess the evolution of the relative
dominance of diffusion and chemical reactions during the gasification process.

1. INTRODUCTION results in an increase in the net carbon consumption and may

Carbon anode reactivity i of considerable concern for most contribute to the gmaaﬁm:?fwb(m dust in the pots, which
aluminum smelters using the Hall-Héroult electrolysis is an operational problem..’ The carbon dust is principally
process. In this process, anodes are partially submerged into generated by selective bmm.mg °f the anode components that
the electrolyte solution, which is made up of molten cryolite. are in contact with air or CO,. For instance, it is belicved that
Molten aluminum is produced by the reduction of dissolved the binder matrix within the anode is preferentially burnt,
alumina in the cryolite, and the anode is electrochemically ~ causing detachment of the carbon particles from the anode
oxidized, gencrating CO, The stoichiometry of this overall surface, which then fall into the electrolyte bath.

electrolysis reaction is shown as eq . The generated CO, at
the anode surface directly escapes to the clectrolysis cell Recefved:  Ocwober 30, 2020
headspace. However, part of the generated CO, diffuses into Accepted:  December 22, 2020
the porous structure of the carbon anode due to the ckctrolyte Published: March 22, 2021
hydrostatic head and the concentration gradient. Conse-

quently, it reacts with the solid carbon through the Boudouard

reaction.” The Boudouard reaction is not desirable because it
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The combustion reactions occur either at the anode surface
or within the anode bulk. For a given anode formulation, the
reaction rate is a function of temperature, pore structure
pemmeability, and intrinsic reactivity of the anode constitu-
ents."™" The minimum theoretical earbon consumption for
aluminum electrolysis & 0334 kg per kg of Al produced
However, since the cell efficiency is usually less than 100%, the
real electrolytic consumption of carbon is around 041 kg per
kg of Al produced. Keller et al. reported that the extra cost
associated with the owerconsumption of 1 kg anode per one
ton of produced alumimim is around US$S 2 The ower
consumption of a midsze smelter (producing 300,000 tons of
aluminum per year, and needing 150,000 anodes per year), is
approximately 40 kg per anode. Therefore, the estimated extra
cost could be about USE 12 million per year.™ Gasification of
the anode by air and CO, greatly contributes to this carbon
averconsumption. Several authors ™" discussed the influence
of anode properties on its air and CO, reactivity and the net
cartbon comsumption. The present work will mainly emphasize
the quantification of the structural changes of anode particles
during COy gasification and its effect on the gasification
reactions.

The electralysis cell (which is called pot) & composed of
prebaked carbon anodes, moken cryolite, and a liquid layer of
aluminum lying on cathode carbon blocks, The carbon anode
is consumed during the process, and it should be replaced by a
new one approximately every 15 days, The anodes in the
electmolysis cell are in contact with COy at high temperatures
(typically 1233 K). At temperatures higher than 1073 K, the
apparent rate of carbon—C0O, gasification meaction becomes
maore significant due to the combined chemical reaction and
the mas transfer effects. It is worth mentioning that the
diffusion is the main part of the mass tansfer,’"" and its effect
on the gasification rate becomes more significant for particles
larger than 0.1 mm."™"

In order to estimate the anode cornsumption rate, numerous
mathematical models have been introduced in the literature
such as T.hegra]u model (GM),""" the valume reaction madel
(VM)L™™ the mudeation model, the single-pore madel
(5PM)," the modified grain model (MGM 3," and the randam
pore model (RPM).'7 Bmadly, these modes can be
divided into two main categories: structural and volumetric
maodels The structuml models account for the changes in the
structure of carbon in the process. During the reaction, the
internal pore structure is changing over time.” """ 7" I the
volumetric models, convemsely, experimental correlations are
used for considering the porous structural
changes.” "™ 5 I this latter approach, the problem is
addressed by feeding the model with the anode mechanical
properties or other experimental data. These models explicitly
mention the solid microstructure changes during the reaction
and the influence of the microstructure evolution on reactivity,
but despite changes in the structure, the particle sze during the
process remains invadant. The literture abounds with
simplified techniques to circumvent mathematical and
computational difficulties. Jamshidi and Ale Ebmhim ™
developed o semi-analytical, semi-mumercal method, the
Quantize Method (QM), with simplifying assumptions Their
maode] leads to acceptable results hased on the experimental
data, though without mentioning the effect of solid structural
changes into the solid volume. Thus, the partide mdius

8003

memained fied during the gasification, that is, not truly
representing the real gasification conditions.

In a non-catalytic carbon=C0 reaction, it is esential to
take into account the solid structural changes as the reaction
progresses because the reaction rate is a function of both gas
and solid concentrations.”""" From a mathematical point of
view, this aspect leads to coupling the gas—solid conservation
equations within the model that increases the complexity of the
problem. Researchers have extersively studied the computa-
tional aspects of these models, but there is only limited
mesearch data available on single-particle reactions, considering
gas—solid conservation equations,” and it is essential to
develop models for such practical systems. An accurate model
for a particde reaction could genemte valuable insights for
modeling the whole anode reaction in the future.

In this contibution, we attempted to reduce the gap
between theory and experiment by providing a model that
considers diffusion and pore growth during the reaction of an
anode particle, Upon the gasification process, the anode
particles are consumed, and the apparent mdius of the carbon
anode reduces gradually while the porosity of the partice also
increases, Hence, the effect of shrinkage and particle porosity
was considered in mathematical modeling, Therefore, suitable
mimerical methods were implemented in the mathematical
model for solving the governing tramsfer equations. First, the
intrinsic kinetics of CO, gasification is experimentally
imvestigated by using a thermogravimetric analysis. Then, a
global reaction model was developed by comsidering all the
abovementioned aspects. The suitability of the existing
structural reaction model for our global reaction model was
examined.

2. EXPERIMENTS

2.1, Materials and Method. 2 1.1. Materials. The carbon
anode particks were obtained from the Deschambault
alumimm smeling plant (Aleca Corporation). Ball milling
was wsed to mill large particles into fine fractions, To have
various particle sizes of anodes, the particles were crushed and
passed through vardous USA standard siewe trays (from 20 to
4380 pm ).

The real density of the anode particles was measured wsinga
Helium: pyenometer (Micromentics, AccuPye T 1340, USA),
Each analyzed sample (2 g) was welghed three times with an
analytical balance (MS2045, Mettler Toledo, USA) and placed
in a stainlesssteel cell in the He pyanometer, The real density
was obtained by dividing the mass of the sample to the volume
obtained by the pyecnometer.

To obtain the specfic surface area, powder samples, with a
given size, were fist degassed under pure nitrogen (N,) at 523
K far 5 h. Then, the samples were analysed with a gas
adsorption analyeer (Micromeritics, Tristar 11 3020, USA).
Mitrogen (Praxair, purity: 99.995%, USA) was used as the
adsorbing gasat 97 K. The chemical composition was analyzed
for all samples using an X-my fluomescence spectrometer
(Panalytical, USA). Characteristics of the anade particles with
different sizes are presented by Chevarin et al." The amounts
of sulfur, vanadium, nickel, and sodium are similar for all
particle sizes. The increase in the amount of iron observed with
decreasing partice size may be explained by the crushing and
grinding of the paricles, which resulted in potential iron
contamination. The variability of silicon and calcium
concentrations is difficult to explain
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2.1.2 Gasification Tests. A themnogravimetric analyser
(Metzsch STA 449 F3 Jupiter) was used for measuring the
apparent reaction rate of anode particles at 1233 K by
measuring the online weight loss of the samples. To remove
muaisture content, the samples were placed in an oven at 423 K
for 15 h. Only one layer of dried particles was placed in the
TGA sample holder {182 mm height and 6.45 mm diameter)
to ensure the constant composition of the feeding gas near the
surface of each particle. The temperature was gradually raised
(20 Kemin™") to the target reaction temperature (1233 K.
Nitrogen (99.995%, 100 mLmin~") was used as a protecting
gas during the heating step. After meaching the target
temperature, the system was stabilieed for 15 min under the
flow of N, The fllow rate of nitrogen was then steadily
decreased to 20 mLomin~!, while the flow of CO, gas (99.9%)
was inmeased to 100 mL-min™", and the mass loss was
recorded. At the end of the experiment, the CO; flow was cut
aff and substituted by N, fow, and the furmace was switched
aff to cool down to ambient temperature. Each experiment was
stopped once no further mass loss was occurring, indicating
complete gasification of the samples. The reaction time was
imdeed a function of the particle sive. Equation 2 states the
gasithication comeersion (X)) of the carbon material to be used
for expressing the apparent anode reactivity:

X=[l -
My (2)

where miy is the initial mass of the anode partide sample and m,
is the instantaneous mass at time.

3. MATHEMATICAL MODELING

3.1. Gasification Models. The primary chemical reaction
can be represented by eq 3

adp + BBy, — Gy (31

where A and B are the gas and solid reactants, respectively, and
C s the gaseous product while @ and b are their comesponding
stoichiometric coefficients. Some simplifying assumptions are
used in this model as follows: the domain of the anode partide
consists of a spherical reactive solid and the intra-particle
parosity, which shelters the gaseous mactants and products,
On account of the small size of the particles, it is safe to assume
that both gas and solid phases are in an isothermal state.'* For
simplicity, we assume the topochemical particle evolution
preserving its sphericity during the gasification process, CO, in
a spherical anode particle reacts with carbon according to the
following reaction:

COypy + Gy = 200, (4)

The local mass comversation equations for each species
assuming spherical partide symmetry can thus be written as:

1 2 dC 0, B d‘[ecml}

F;[ﬁn dr ]+le— o (s)

19 2 %e0) g = e

#E[”zq a )" Beo=—5 (6)
o _Fe _

Re=—7 = ke (7)

The boundary and initial conditions are:at
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* =1 Coo, = Cop,yr Coo =0 (#)
at
[
r=1 ﬂ=04 9Cco =a
Y ar (%)
Ceal=o = Cooy + Coob=o =0 Ccbmp = C, (1¢)

where o is the chemical reaction rate of CO, R is the rae

of anode meactant consumption, Cp is the instantancouns
concentration of anode, Cpo s the inital concentration af

anode, Cog, is the concentration of the gaseous reactant, Cop
is the initial concentration of the gaseous reactant, D, is the
effective molecular diffusivity, r is the Jocal radial positicn
within the anode particle, and ry is the initial particle radius.
According to eq 7, both rates of gas consumption (Rpg ) ard
carbon reactant consumption (Ho) are equal during gas-
ification. The void fraction or the local porosity of the anode
particle may change during reaction due to the consumption of
the solid mactant or the difference between the vohime of the
solid reactant and product. The variation of local porosity can
be modeled by eq 11'7 as follows:

£= g+ (1 = g)X (1

wheme g, is the initial porosity of the anode. Equation 11 can
be derived by means of a material balance based on the
assumption that the bulk density of the ash remains constant™
and the ]?."'a] porosity  satisfies a linear relation with
conversion.

According to eqs 12—14, first, the partial differential cqs 5
and & with boundary and initial conditions (eqs 5—10) ace
salved to abtain the instantaneous Cpp, and Cpy mdial profiles,
Then, Cgis calculated from the mass balance at each locaticn
by

Ce = Cg, +(Ceo, — Ceo,,) (12}

The carbon conversion has been expedmentally acquired
and caleulated by eq 2. Carbon conversion and porosity, which
both are locally dependent, are calculated in the model as
follows:

X=1--¢

Ce, (13}

e=E 4l —glX=1-(1~- 1',3}[#]
Ceo (14}

For the structuml evolution of the particles during the
gasification, different models have been proposed in the
literature. For instance, RPM assumes that the pore stmctu-e
of pomus partides consists of cylindrical channels having
different sizes and that the reaction takes place on the wall
surfaces. According to this model, the relationship between the
intemal surface area of partide and its porosity can be given

'I:r:.r:“"u
(X1 =501 = X)1 = wln(l = X} (15}

where 5, i the initial surface area, y is a dimensionless
parameter indicating that the nature of the pore structure (ie,
RPM structural pammeter) was caleulated using equation 17,
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and alo other related parameters are determined by the
following equations;

2 ® 1)
) A
e+ 1) J, (16)
4,1 = g)
= ————
S5 (17
Ey = —VP
TV +1p (18)
Ve = JC tolr) dr (19
| e)
= dr
Ly w(Vo+ 1) -/n- i (20)
£}
7o L f tlr ) dr
i ld, 21)

where Ly, £ and o, are the pore length, the porasity, and the
density of the anode particle, respectively. The pore volume
distribution function VPI:r} is abtained by eq 19, Equations 20
and 21 estimate the total pore length and the average pore
radiug, mespectively,

Gas diffusion in a porows solid is affected by the porosity and
the pore structure, Therefore, an effective diffusion coeflicient
is corsidered. The effective molecular diffusivity (D) of the
gas i a porous particle is obtained by

&

h=0b7 (22)
where [Vis the molecular diffusivity of the gaseous spedies, 1 is
the tortuosity factor, and £ is the particle porosity. The hinary
diffusion coefficient of component (D,_.]I at each tempemture,
for species [ in reaction ], is estimated by the correlation of
Hirschfelder.

LR
L
5]
(23)

where Py, is the absolute pressure in atmospheres and M, and
M are the molecular weights of T and ], nespectively. oy is the
Lennard=Jones collision diameter in angstrom, and £2, is the
collison integral for maolecular diffusion.

Both the chemical reaction rate and diffusion rate may
contribute to the overall reaction mte. At high diffusion rates,
the chemical reaction could be a limiting factor, and
redprocally. The Thiele modulus is a dimensionless parameter
that informs which phenomenon has the leading chamcterstic
time."" Here, a modified Thiele modulus () is developed to
account for the stmactural change undergome due to the
comsumption of the matedal during the particle’s gasification
For a first-order chemical reaction, a modified Thiele modulus
is defined as:'

L5 1
(OOLESET l'“' +

=
! P.:bu"’ljﬂu

A= U+ yinll — gp) — winll — £) % (1 — £)/e
[24]
in which ¢ is the Thicle modulus,"* defined as:

8005

o= rl}l'_k;{‘&,}q_}. f2 [25)

where k s the reaction-mate constant, ry is the initial particle
radiug, o, is the density of the anode particle, 5, is the nitial
surface area, and D is the effective diffusivity.

The efectiveness factor 3 can be aloalated wsing the
modified Thiele modulus by the following equation:

1 1 1

! .-1[ tanh(34) 3 ]

As the largest chamcteristic length scale of the pore stroctumne
is much smaller than the charctedstic length mssodated with
the concentration gradients, the reaction mte term in eqs 5—7
should be adequately defined. So, from a particle paint of view,
the maction rate per unit volome must be formulated in a
“structural” form. Thus, a function that summarizes the
avalable reaction sites at a given time should be introduced.
To incorporate this feature explicithy, we assume the following
intrinde kinetics at any location within the particle as:

R = =r{Cgp ) FLX) (27)

This reaction rate corsists of two parts, r(C,) and F{X). The
first part stands for the influence of the gas ]:lf']asc components
an the reaction mte, whereas the second part depicts the
st'ru:tuj]:] change brought by the reaction in the porous solid

ase.
1:’:hlﬂ this wark, to model COy gasification of the anode
particles, twao types of equations are used to describe the gas
phase reaction, (C,), a simple fAstorder form, and a
Langmuir=Himshelwood (L=H) form. The latter is preferred
due to its ability to account for the species adsorption/
desorption. In the L—H formulation, the adsorption
coefficients of CO and CO, are assumed to be constant (),
by and k), and the following pathway is proposed for this

process:

(28]

C, + CO, % C(0) + CO

(28)

C(0) +CO 5 ¢ + CO, (29)
ko .

o) = o o+ G (30)

where Cpis the active carbon site, &, k&, and Lare the reaction
mte constants, and C(O) represents the carbon—coxygen
surface. The presence of CO nesults in lowering the steady-
state concentration of C{0) by an inhibiting effect rI:Cg} as
described by eq 31:

. = kFeg,
T 1+ kg, + kyPoo (31]

Equation 17 becomes eq 32 by substitution of = Cg) (eg
1T

I:,Fu_,,]

= ——F(X)
L+ kP, + kiR

(32)

An Arthenius-type of temperature dependence b assumed
for E:

E
k=k ——
uup[ RMT] (33)
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where E is the activation energy, &y is the pre-exponential
Fac}or (atm™s7'), and B is the ideal gas constant (kJ-mol ™"
K™

There are also wriows models to cast the kinetics of the
gasiication reaction for the porous solid phase FX). In
general, different kinetic models can be applied to the structure
part af eq 17, among which, the shrinking core maodel, the
volumetric reaction model, the modified volumetric model,
and the mndom pore model are widely used by research
ers U HIRITISAAAS Tl 1), To evaluate these different

Table 1. Main Structural Reaction Models for the
Gasification Rate""' "

madd equatian {F[X])
wabumaetric madel (VM) [1=X)
shrinking, core madel [1-xr*
[CM)
ulfl:tl]e:?‘:lfwn mackl (1- x]u-m
“?nﬁdﬁ:ld[r;;tdﬁﬁ e 114 fe + 00em}1 = X1 = pinl] — X}
wadisonal {TM) [1-XF

“a: modified random pore model comstant, (57'), an power-lw
constant, [=).

models, a set of experimental data is used. The carbon
comversion i caleulated by using various kinetic models, and
the solved set of equations is compared with the experimental
data. Models that account for particle shrinking-core behavior
usually asume that the extemal layer of the patticles is
removed with time, which is referred to the exposed shrinking
core model (CM). Therefore, in these models, the external
mass transfer and intrnsic kinetics in the external surface are
considered. In addition, the reacting partices are assumed to
preserve their spherical shape during gasification, as stated
eadier. The reaction between the partide and gas reactants is
started on the interface of the particle and gas. As the external
surface i consumed, the reaction front moves gradually to the
particle's interor. This results in decreasing the paricle's
radius during the gasification reaction progress. However, this
model cannot capture the structural changes inside the particle
since the gasification takes place only on the extemal surface of
the particle.

On the other hand, in the volumetric model (VM) it is
assumed that a homogeneous reaction oceurs ' 1
results in a linear decrease of the surface area with conversion
during the reaction. In the RPM model, from a practical
standpoint, while 5 and £ are accessible experimentally, Ly
camnot be measured "™ ¥ g is 2 free parameter that i adjusted
using experimental data, The value of y is related to the solid
materdal and the formation condition™™"* Momrover, the
modified mndom pore model (MEPM) is the improved pore
structure model to simulate the evalution of the superfidal area
of carbon partides during COy reaction, Different forms of
MEPM have been proposed in the literature by introducing a
new comversion term and a time function with two or three
dimensionless parameters into the original random pore
model. "™ We used the equation, which is proposed by
Gémez-Barea and Ollern™ in which the new conversion term
and time function have a linear relation with time. It simplifies
the equations and lets us find the analytical solation with
remonable results. The influencing factors, such as pore
characteristics and the superfidal arca of porous particles
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during gasification are taken into account ™" ¢ in MBEPM
represents the gasification time, and yrand, o are the structural
parameter and the powerdaw constant, respectively. @ is the
power-liw constant that can be positive or negative that shows
the effects of time on ks that is defined by [1 + (o + 1) (eer)].
The negative value of @ means that the reaction mte is
constant, The higher valae of & (>5) shows the higher impact
of time on the reaction mte. In this case, MEPM can deliver
reliable results comparing to BPM. o is a discreteness
parameter. When & goes to zero, the results of RPM and
MRPM are the same. The parameter @ i related to the
structural parameters of particles such as initial porosity and
specific surface area. With an increase in ar, the walue of the
surface area is reduced.

Several equations were applied to obtain the efective
diffusion coefficient, which depends on both porosity and
tortuosity (eq 22). Comiti and co-workers' ™" defined the
tortuosity of spheres hased on the theometical tortuosity—
porosity relations. Their equations are used by numerous
esearchers, especially for porous catbon materiak. """ Akkani
et al. investigated different practical equations to calculate the
tortuosity value, and their results showed that the effective
diffusion could be related to the particle size, shrinkage, and
the pore size of the particle.'” In this work, we applied various
tortuosity equations proposed in the literature to obtain the
ane best representing the anode partide behavior, To do so,
the model was mun wsing different models, and the simulated
results were compared to the experimental gsification tests,
The experiments were carried out at different particle sizes of
0.05 1, and 3 mm to cover the diffusion effect from low to
high, respectively. The results, summarized in Table 2, reveal

Table 2. Summarized Model Results for Different
Tortuosity Equations for Three Anode Particle Sizes'™ ™

thearetial tortuosity—porasity relaons

errar
R = 005 R=1 R=3

mm mm mim remarks
r= (35— r)i2 [Tt 0.1 005 packing™
=081 =g) 008 003 007 hbarstory contaminant

+1 dliffursiom ™'

rm gl i 0.3 006  sphericad paride™
f=l=05ks QW 0.03 011 =and-spherical pantick™
t=gt i 0.0% 005  owrhpping spheres’”

that wsing the tortuosity expression in the first row is the most
suitable one for anode particles mnging between 0.05 and 3
mim for which the fitted tortuosity led to the least error among
all the tested tortucsity models,

3.2, Particle Shrinkage. Understanding the structural
features of anode particles and  their evolition during
gasification provides useful information for the development
af gasification-hased systems, During the gasification process,
the anode particle starts to shrink, and the apparent mdius of
the anode particle (r,) decreases gradually. In this step, the
outer layer of the sﬁ:id is fagmented.” In the developed
madel, the fragmentation occurs when 100% of an imaginary
external layer is consumed. This imaginary external layer may
have a finite thickness, which could be defined depending on
the resolution of the caloulations. In our model, the apparent
radius is kept unchanged until the convesion at the outer
surface layer reaches 100%. On the other hand, at this step, the
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thin cuter layer of particle reaches toa comversion of Xir,) =
L. After consuming the outer layer, a new updated outer layer
is defined, and the radius of the partide is now smaller by the
thickness of the removed outer layer.,” According to this
description, the change in the anode particle radius during the
process can mathematically be represented employing a
moving boundary condition as follows:

0 X hsertper < 1

(34)

When 100% of an imaginary external layer is comsumed, the
start point shrinkage comwersion (X} will be obtained by
solving the second condition temm of eq 34, The schematic of
gasification inside an anode particle is illustrated in Figure 1. At

Fage X (P

Figure 1. Schematic of the gasification process for a single particle.

the center of the particle, the apparent radius equals 0, and at
the outer layer of the partide, the apparent radius and related
anode comversion equal ry, and X(ro), respectively.

3.3. Numerical Method. In the developed model the
anode conversion (X} is the target varable to be computed In
this model, after reaching a critical catbon convemsion rate, the
apparent radius of the anode panicle decreases untl it
eventually leads to partide vanishment (depending on the
ash content of the particle, complete disappearance of this
latter may not occur experimentally). Thus, it is essential to
consider the moving boundary method for solving the
proposed model. The model indudes certain nonlinear partial
differential equations (FDVEs), which are also tdme-dependent
equations, Since the numencal method of lines & a proper
technique for solving the time-dependent partial differential
equations, the sets of PDEs of this model can be solved using
this method.*' In the method of lines, all the derivatives are
substituted by the hnite diference method, but the time
derivatives remain with no change. It is assumed that the
variables Cand X are related to (z, 7)) but are independent an
(z,_p o) or (2, 7, ) Hem, i and j indicate the indices of a
computational grid node; index i defines the position and j the
time instant. The gid number in the r direction equals 10,000
for a particle with a 1 mm radivs, The model is an explicit time
step of a finite difference algorithm in which the time step is
automatically defined, and it & compatible with the ODE
solver. Therefore, PDEs are corverted into a system of 00 Es.
This package is written in MATLAB software in three-layers of
calculations. All the input data are imported to the first layer;
an appropriate model is defined; at the end of calculations, the
results are returned to this layer The second laver is a
transporter layer in which all the required data are transported
to the solver of the model. Besides, the results of the modeling

Boay
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are reflected from the caleulation core to the upper layer by
this part. The third layer (caleulation core) is the ODE salver.
In this package, the ODE solver consists of ODEXMb that
accurtely caleulates rigid systems using raw error tolerances.
This salver i an implicit Bunge—Kutta method. Al unknown
varables must be solved simultanecusly in one system of
ODEs. The model outputs are the cabon convesion (X}
versus time. The model constants can be caleulated wsing the
experimental results,

Originally, X is a local value, but to compare it with the
experimental vahie, X must be averaged over the particle
volhime at each time instant as follows:

f X(r, ) P dr
i [35)

We defined eq 30 @ a cost function for identification of the
model constants, including the chemical reaction mte constant
and adjustable parameters in the function of F{X) such as g for
RPM, w and o for MBEPM, and » for the TM equation.

3
X A==
o

minf = 3 (X (1) = X (£

[38)
where H is the number of experimental time points.

4, RESULTS AND DISCUSSION

Figure 1 shews the conversion of the anode particle as a
function of time bath in terms of model predictions and the

/
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Figure 2. Ancde particle conversion wversus time using different
kinetic models [ﬂ:p-erh'nﬂm] data comes from the gasu'ﬁu'l:im'l of the
carbon particles with the sive of 1 mm, T = 1233 K).

experimentally determined one. Particles with an average size
of 1 mm were used to generate experimental data, and the
spherical particles of diameter 1 mm were wsed for simulation.
In the model, we integrated different structural kinetic models
presented in Table 2 to wverify their suitability for the
gasification of anode particles. The results eshibited good
agreement between experiments and three models (RPM,
MRPM, CM) The ermors between experimental and simulated
results are presented in Table 3. As the RPM model showed
the reasonable outcome with the Jow error and number of
pammeters; thus, we used hereafter the EPM model to
simulate the guification of anode partides under varying
conditions.

Figure 3 demonstrates the time required for full con-
sumption of the partides with different sizes as a function of
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Table 3. Model Parameters for Varlous Structural Kinetic
Models, where r(C) 1s the First-Order Equation

reaction

mand el made] parameters MSE
VM ko= 17084 [s7') 17 % 107"
M k=387 (s 14 0070
(AGN] ko= 10935 (371, g L7687 s80 0% 107"
MEPM b =0%959 (57, = L9811, w0 = —L0O0TE 55k 10t

[s"],u = 3]
T™ ko= 13078 (s, 8 = L1790 a6 107"
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ro (oumn)

F:i,.l:l! 3. Time for full m'l.l.‘l’ﬂ])‘bﬂﬂ'l wersus initial ]urh-rJ: raddius [ T'=
1233 K).

their initial mdius. The results revealed that a good agreement
exists between predicted (continuous red line) and measured
(solid circles) data. As expected, the smaller particdes are
consumed faster due to both a higher specific external area and
smaller quantity of material to be consumed.

Figure 4 shows the simulated plots of anode particle
conversion versus time for different particde sizes. The
experimeental data points for the particle size of 1 mm were
also presented for comparison. Figure 4 reveal that the model
validated by one set of experiment data (particle sze = 1 mm)
and ather particle sives were obtained by model prediction not

iF T T — T T
- —
- ,-ff
(¥ I
oEl
T
- i - Expermantal]
parF —=— =002 mm
FEOUS0 mm
—=— =100 mm
L —s—r=2.00 mm
0.2 —s— =300 mm
—— = 00 mm
o . . . .
] 05 1 15 H 25 3
£ (5] <104

Figure 4. Conversion versus time for different particle sizes of the
anode partick [experimental data for the particke size 1 mm, T = 1233
Kl
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just validation and data fitting. The results suggest that the
particle sive significantly affects the reaction rate of the particle
gasification (a5 reflected by the slope of the curves). As the
particle size decreases, the reaction mte increases, and full
comsumption i reached in a shorter time. Particles with a
radius lamger than | mm did not achieve total consumption
after 10 b of reaction. This could be attrbuted to the larger
extemnal surface area of the fine partides compared to that of
the coarser ones. This also indicates the diffusion-inhibited
reaction rate for the coarser partiddes,” the same as the
observations reported by Gamez-Barea and Ollero.” As
expected, the corversion mte holds a direct relationship with
the reaction time but an inverse relationship with the particle
size.

The COy mole fraction inside a reacting particle, predicted
by the model during the gasification time, is shown in Figure 5
for eqs & and 6 solved for the centml position (r = 0) of the
anode particle for different particle sizes. Initially, CO, reactive
gas is introduced into the pores. Therefore, the COy mole
fraction is near one within the pores and at the surface of the
particles (Figure 5a). When the reactions start, COy is
comsumed and CO is gererated, resulting in a gradual increase
of CO concentration at the expense of that of COv. The graph
[ Figure 4b) shows that the COy concentration at the center of
the particle decreases first to reach a minimum at (8= 1 % 10"
s}, and then it increases gradually until the particle i fully
comsumed. This peak of COy & attributed to the quick
consumption of active carbon at the beginning of the reaction,
In fact, not all carbon sites have the sme activity with respect
to CO4, and some of them are more reactive, as reported
eatlier.*” In these areas, carbon & consumed quickly when they
come in contact with COy. Therefore, in the beginning (Figure
Sa), the mte of reaction is high due to the presence of active
carbon sites, resulting in a quick depletion of CO,
concentration over the first 25 s. Then, the mte of COy,
reaction with carbon decreases as the active sites are
comnsumed. At the same tme, the presence of CO results
also in a decrease of OOy reaction with carbon These two
phenomena result in a balance between the consumption mate
of COy and its diffusion rate from the suface at around 1= 1 %
L0 5. By progressing the reaction, the pamsity of the particle
increases, so § its permeability, leading to the increase of the
C0y diffusion from the surface and its mole fraction at the
center of the particle. The reaction rate with COy for all
particle sizes follows the same trends. Another observation is
that the CO, fraction at the center of large particles s ahways
smaller than that of the fine particles, mainly due to higher
diffusion distance.

4.1, Structural Evolution of Anode Particle during
Gasification, Figure & is demonstrating RPM predictions of
carbon consumption as a function of time for particles with a
radius of | mom for different initial porosity. The rate of solid
comsumption (slope of curves in Figure 6) in the first stage of
the reaction is steep, and then it reduces gradually at a later
stage, The monotonic reduction of reaction mte is presumably
ascribed to the lesser amount of residual solid to react as
reaction progresses. Therefore, the porous samples will vanish
in a shorter process time. The difference between slopes
increases by increasing the porosity, As expected, for the
samples with higher porosity (£ 2 0.5 and more), the slope of
the curves at the first stage is steeper since the diffusion rate is
higher at high porosity level and conversely, for the sample
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Figure 5. Mol fractions of CO; inside the reacting anode partick (at r = 0) versus time for various initial particle sizes and T= 1233 K and
different time scales: (a) the first 25 3 and (b) the rest of the process time.
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Figure 6, Effects of initial poresity on the conversion of carbon versus
time; indtial particle radiug is 1 mm, T = 1233 K.

with Jower poresity (£ < 02 and less), the difference between
two stages i not significant.

Experimentally, Figure 7 shows the pore wolume distribu-
tions mewsured by mercury intmsion (Auto Pore IV,
Micromeritics, Norcross, GA, USA) as a function of the pore
size for anode particles gasified under COy at 1233 K and at
gasification level of 0, and 30 wt % for two partide sizes (1
mm and 2 mm ) As can be seen in Figure 7 the pare interval
(0L1—40 pm) has the largest pore volume for both partice
sizes, and these pore sizes increase strongly with the increase in
the percentage of gasification, A broader peak for the pore sice
range larger than approximately 80 pm s observed that is
associated with the voids between the particles

Over the gasification process, the model incudes both
effects of transport of gaseous species and intrnsic reaction
rates. Due to the diffusion resistance, it is expected that the
reaction on the partice surface be faster than that inside the
particle. This description conforms to simulation outcomes for
the anode particle gasiication at 1233 K, as shown in Figune &
This figure presents the comsumption of cartbon (maole
fraction) as a function of tHme at three different locations of
the particles: at the external layer, at the middle mdial position,
and at the center of the particde. As Figure Bab shows, the
anode particle on the external surface layer will be consumed
faster than on other positions within the anode particle. This
difference i getting larger when the size of the partide
increases. The shorter comsumption time at the surface
confirms the particle shrinkage over the gasification process.
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Figure % shows the change of the relative particle mdius (r/
ro) as a function of reaction time. It can be seen that the
relative mdius of all samples remains unchanged within the first
1% 10" s of maction. After this period, the particles start ta
shrink. Acconding to Figure 4, this reaction time comresponds
to almost full consumption of small particles (r = 005 mm)
and 33% of consumption for the lairgest particles (r =5 mm). It
is interesting to see which fraction of a partide is consumed
when it starts to shrink. Thus, we plotted the shrinkage
conversion, cormesponding to the conversion of the particle at a
shrinkage starting point (X)) as a function of partice radius
(Figure Sh). We can see that X decreases sharply with
increasing particle size. In other words, as the particle radius
increases, inception of shrinkage occurs at the smaller
conversions, X, eg, 45 33, 25, 18 and 12% for = 1, 2,
3, and 5 mm, respectively,

4.2, Modified Thiele Module and Effectiveness
Factor. The modified Thiele modulus, 4, describes the
melationship between diffusion and the reaction rate in porous
partidles with no mass tramsfer limitations™ (eq 24). The
effectiveness factor, #, is a measure indicating that the diffusion
resistance neutralizes the intrinsic reaction mte (eq 26) An
effectiveness factor approaching unity indicates that the
meaction contrals the process. The results of the kinetic
model show that, depending on particle size and the mass
conversion of the anode, the intrinsic reaction and diffusion
can be significant parameters in determining the overall
gasification process. Achieved by RPM expresson at multiple
carbon comversions, the effectiveness factors, 4, and modified
Thiele module, 4, are shown in Table 4 for both first-order and
L=H kinetic modek. By increasing the particle size, the
maodified Thiele modulus increases whereas the effectivencss
factor decreases. It means that, as expected, the diffusion
mesistance increases with the paricle sive, reslting in a
reduction in the effectiveness factor.™

For all samples, the effectiveness factor increases by
conversion, appmaching 1 at 80% of conversion. When the
carbon comversion does not exceed 609, the results reveal that
both reaction and diffusion contral the reaction. By further
increasing in the anode conversion, the reaction becomes maore
dominant due to the pattide shrinkage during the gasification
process.

For small particles (r = 0,035 mm) the low values of the
modified Thiele modulus (<2) demonstrate that reactant is
homogeneous distributed inside of the anode, and therefore,
the diffusion resistance is negligible. Invemsely, for the larger
partides (22 mm), especidly for the initid corverson, high
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Figure 8. Mole fraction of the consumption anode particle during process time for three positions (surface, middle, and center of the particle ).

Initial particle size (a) ry= 1 mm and (b) 5 = 2 mm.

valies of the modified Thicl modulus (>3} confirm that the
diffusion signibicantly mesists against the gasification for lange
particles. By starting the gasification process and anode particle
conversion, the modified Thicle modulus decreases and
approached one at 80% of conversion. Because at the early
stages, the reactant gs cannot exsily penetrate inside the
particle and the diffusion is dominant for larger partides.'’
4.3, Specific Surface Area. The model allows capturing
the evolution of the specific surface area during the gasification
process, Figure 104 shows the evolution of the surface area
versus the gasification conversion for four different particle
sizes. For ease of comparison in a single graph, we used the

010

182

relative specific surface area, obtained by dividing the actual
specific suface area of the smple (5) into its initial specific
surface area (5,) to make a dimensionless parameter for the
spedfic surface area. It can be seen that the specific surface area
increases at the early stages of the gasification, reaching a
i, and then declining until vanishing. By computing
the derivative of the cumes and plotting it against the
gasification conversion (X}, the maximum of the curves can be
better visualized. These maxima can be seen in Figure 10h,
where the curves cross the sero line, We can see that the
maximum specific surface area for the smallest sample (v =005
mm) occurs after 25% of gasification. By increasing the particle
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Table 4, Modified Thicle Moduli and Effectiveness Factor for Different Partide Sizes and Carbon Conversions

aarhon canveson %

radins {mln:l readtion rafe definsizan (1] il 40 &0 {1}
0035 first ardler eifectiveness factar 081 LEL] s 094 098
madified Thides 159 1.75 141 111 040
L=H eifectiveness factar 075 (180 086 [1L K] 87
madified Thides Lo L&Y L45 L1& 043
a7 first arder effectivensss fador L] LA [ LEE] 094
madified Thides 4.98 Al L 1.50 101
L-H effectivensss fadtor L [iF] QW74 LT LLE]
madified Thides 541 41 L5A 159 106
10 first arder effectiveness factar 45 if.1} 77 087 as93
madified Thides w47 kL) T 154 104
L-H effectiveness factar LR 0s7 a7l 0ns&l asaq
madified Thides L 345 187 187 118
11 first andler eilectivenss factar 043 L) 074 e LEF]
madified Thides L | 480 L5 L&& 107
L-H effetiveness factor L] 5% a8 [E}] 089
madified Thides 619 AR08 L8l L79 1148
1
NE

== =r=3.00 mm
04 r=2.00 mm ]

———r=1,00 mm
Qg Tre0.08mm ]
0 ]
a.2 0.4 a6 1N 1

No(-)
i :

b

r=2.00 men| 1
r=2.00 mm
r=1.00 men
| mr=0.08 men|
-5
a 0.2 0.4 & 0.8 1

i

Figure 10, (a) Prediction of the surface area of the particle during the gasification. (b} Differentiation of surfice area versus carbon conversion [T =

1233 K, r = 30, 2, 1.0 and 005 mam ).

size, the maximum is shifted toward lower gasification levels.
For instance, this maximum occurs at 4% gasification for the
largest sample (r = 3 mm). In other words, the conversion at
which the maximum surface area occurs depends on the
particle size and it decreases drastically by increasing the
particle size. For all particle sizes, the specific surface area
increases at the early stage of conversion. This is attributed to
pore enlargement. However, with the progress of gasification,
the overlapping of the multiple ca]:li]]arjcs” and the
codlescence of neighboring pores™™™" take place (mostly

am
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through disappearing inter-walls), thus decreasing the specific
surface area. For the small particles, there is not a big difference
between the reaction rates at the internal and extemal layers
(Figure Bal; however, this difference becomes significant as the
particle size increases (Figure 8b). The delay of the reaction in
the internal layers mitigates the increase of the specific surface
area. That is, when the internal layer maches its maximum
specific surface area, the surface area of the external layers is
already in a declining phase. Therefore, the maximum is barely
seen for the largest particle.
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4.4, Inhibition Effect of CO in Anode Gasification. The
presence of CO in the intemal anode pores can play an
inhibition moleon the carbon gasification reaction, which could
explain the lower observed maction mte compared to the
expected one, To descrbe these observations, the inhibition
effect caused by CO should be modeled by a reascnable kinetic
expression to undestand its effect. A Langmuir—Hinshelwood
maodel can adequately separate the inhibition effect of CO
[chemical limitation) from purely diffusional efects (physical
limitation). It is believed that adsorption of CO, on the surface
of the anode followed by desorption of CO are the main steps
determining the gasification mte (eqs 28-30) Adsorption of
CO on the carbon sites may decrease the mte of adsorption of
COy by occupying the active sites, thus inhibiting the reaction
rate. To assess this effect, we mn the reaction with three
different CO concentrations in the inlet gas Figure 11 shows
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Figure 11. Anode particle conversion versis process time at different
ratiod of the partial presiure of CO, and CO in the inlet gas (T =
1233 K, rg = 1.0 mm ).

the conversion in mole fraction at the center of a particle (r = 1
mm) as a function of tme for three different inlet gas
compositions. Table 5 shows the experimental data and the
cormsponding values obtained from the model for the
parmmeters of &, k, and k; (L=H equation), for different
vales of initial Py, as well as their tempemture dependence
by means of its Arhenius coefficients. The mesults show good
agreement between calculated data and experimental data for
ky and kj, but there is a high level of uncertainty and
discrepancy for by, particulady at the start and the end partial
pressure ratio ranges H"u'llh., =0 and 1). These values confirm

the stronger CO¥ inhibition effect in the anode-C O, gasification

in comparison with that obtained with pure CO; in the inlet
gas. As a result of this mechanism, any increase in the CO
amount at the inlet gas causes a decrease in the conversion of
anode particles during the gasification process.

Figure 12 shows the rate of gasification reaction as a
function of time for three different gas compositions in the
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0.5 1 135

. 25
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«10%
Figare 12 Sinmulation of the anode partick gasification rate at
different ratios of the partial pressure of CO and CO in the inlet gas
[T=1233K, 55 = 10 mm).

inlet gas. It can be seen that the mate of reaction at the
beginning of the maction is much smaller for higher CO
concentrations. As discussed above, all reactions reach a
maximmum rate after a while, which is due to the fast rmaction of
the mare active carbon sites. However, this maximum occurs
eadier for pure €O, The inhibition effect of CO delays the
occurrence af this maximum and decreases the maximum walue
af the reaction rate. After about 1 % 10% 5, it seems that the
reaction rate for the samples with pure COy becomes smaller
than those with COvin the inlet gas. This is basically due to the
lower amount of remaining solid carbon in the former case at
the same reaction time. For instance, at £ = 1 % 100 s 0% of
the sample is consumed under pure COy, while only 42% is
consumed under 5% CO,,

According to the L—H mechanism, it is possible to use the
values of activation energies (B, Ey, and E;) mspectively
comesponding to ky, by, and k; to illustmte how the various
activation energies are involved in the C—COy madtion, The
amount of activation energy was calculated by the Arthenius
type of temperature dependence (eq 33) for each L-H
mechanism step. The activation energies of 59, 17, and 187 kJ-

Table 5. Reaction-Rate Parameters k of the L—H Model for Anode-CO, Gasification in Different Temperatures and CO

Concentrations in the Inlet Gas
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mol™!, were obtained for thme steps of the reaction,
respectively. Higher partial pressure of carbon moncxide
leads toa decreasing gasification rate, which i reflected by the
k, reaction rate constant of L—H eq 31.°7""***" Results are in
accondance with those obtained in most studies and showing
that the activation enengy of step 3 (E;} is higher than that of
step 1 (E,). This means that the third step (eg 30) is the
limiting step of the reaction rate.

5. CONCLUSIONS
A diffusion—reaction model was developed for the gasification

reaction of aluminum-industry anode partides, imvolving
different kinetic models. The model assumed spherical
symmetry and included the most notable chemical reactions,
e, Boudouard reaction, intra-particle mass transfer resistance,
mass conservation and anode structural characteristics such as
pomsity, permeability and shrinkage. The heat transfer was not
induded since the size of the anode particles was small enough
to assume insignificant temperature gradient across the
particle. A numerical method was used to sobve the model.
Maodel parameters were obtained expedmentally by reacting
monolayer anode particles in TGA. According to  the
experimental and simulated results, we concluded that the
random pore moded (RPM) is best describing the anode
reaction behavior. Thus, this model was chosen among 5
models tested in this study.

The model outputs allow tracking the particle corsumption
rate and the distribution of gas composition inside the reacting
particle. In addition, due to the moving boundary condition for
the external gasification, it is also posible to track the
shrinkage and structural evolution of the particle during the
gasihcation process, These data, mostly impossible to obtain
experimentally, allow better interpretation of the reaction
behavior, As such, the evolution of different parameters such as
particle size, processing time, porosity, and surface area of the
anode particles during gasification are revealed and their effect
on the gasification process are discussed. The simulation
results demonstrated that the anode structure (specific surface
area and poresity) has a significant effect on both the intrinsic
reaction mte and the intra-particle mass transport, The melative
importance of intrinsic reaction and diffusion on the ovemll
gasification process are quantified by caleulating the Thieles
modulus and efectiveness factor. Analyzing these factors
reveals that their contrbution on gasification mte may evolve
at different stages of reaction, ie., diffusion is more important
at the beginning and chemical reaction becomes dominant
towards the end of gasification. The L=H type reaction,
integrated in the model allowed revealing the inhibition effect
CO on the gasification reaction. Although the inhibition effect
of CO on catbon gasification s a well-known feature, our
mode]l allows quantifying this effect along the whole gas-
ification process. The effect of three different concentrations of
COin the inlet gas were given as examples. In summary, the
mode]l predicts well the gasification mate of anode partices,
considering structural and diffusion parmeters, thus offering
useful toal for aptimization of gasification of anode particles.
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B NOMENCLATURE
Latin symbols

a stoichiometric coefficient, (=)

b stoichiometric coefficient, (=)

Co  concentration of anode reactant, (molm™)

C concentration of gaseous species, (molm ™)

Ci0) surface concentration of carbon—oxygen complex,
{maolm ™)

il diffusion coefficient, (m*s™")

D, effective diffusion coefficent, (m*s~")
reaction rate constant, (mol « m el
pre-exponential factor, (har®s™')

pore length, (mkg™)

number of experimental data, (=)
maolecular weights, (kgmal™)

mass of anode particle, (kg)

partial reaction onder, (=)

pressure, (kg™ *s)

particle radius, (m)

chemical reaction rate, (mals™' m™)

gas constant (k] mol™K")

specific surface area, (m™")

reaction time, ()

temperature, [ K)

pore valume (m*kg™')

gasification comversion of anode particle, (=)
Greel symbols

modified random pare mode constant, (571)
void fraction, (=)

Thiele module, (=)

effectiveness factor, (=)

modified Thide module, (=)

density, (kgm ™)
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& Lennard-Jones collision diameter, {m)

£, collision integral for molecular diffusion, (=)
T tortuosity, (—)

@ power-law constant, [ =)

w o structuml pamameter, (=)

Subscripts

abs  absolute

ap  apparent

ave  average

C carbon

CO carbon manoxide

C0y carbon dioxide

diss  dissolved

f active carbon site

i gas phase

I gas specles

] as species

m  molten

5 salid phase

sh  shrinkage start point
t instantaneous

Q initial
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ARTICLEINFO ABSTRACT

Keypaonts The reactivity of carbon anodes with Q0O is ane of the main cancerns in aluminum smelers using the
Q03 grvification Hall-Héroult process. Such reactivity & undesirabide because it in the net carbon consumption and thus
2:::‘* puride shartens anade lifetime. Anade averc ption & affected by anade intrinsic reactivity and mass4rans part
M-t rasport. phemomms phenamena. Heredn, as a first swep toward the simulation of anode gasification with CO,, an anode particke

Shesknge bed was considered. Numerical multiscal putatianal fluid dy s (CFD )-dis ) hod (DEM)
) madel was developed tased on an Eulerian-lagrangian concept The maodel inchxdes an Eulerian finite-element
methad for the gas and salid particles, and a Lagrang fan DEM for the particle phase. The was intended to capture
e partiches hrinkage effect (movement of particles during gasification ). The physical (e.g., porasity and specific
surface aren) and thermochemical (e.g., heat of reaction) properties of partides are ultimately tracked. Geo-
metrie changes in partices, heat and mass transfer, mﬂkk mrﬂm and chamical reactions are considered
during mode gasification with CO,. The dynamic cc and profiles of the reactant and
praduct gases, as well as the solid comversion, were modeled in the mut between the partickes and the pares
imside each partide. To validate the model, experimental tests were performed using a bed of anode particles.

1. Introduction

The Hall-Héroult process & a common industrial process of pro-
ducing aluminum where alumina is fed to electrolysis cells (ako called
pots) containing carbon anodes [ 1-51. A pot, representing an electrolysis
cell, consists of malten cryolite, prebaked carbon anodes, and a lquid
layer of aluminum, which lies over the blocks of the cathode carbon [ 11,
The electralysis reaction can be written as

2ALO A dissh+ 3C(s)—=4 AKm )+ 3COAg), m

where molten aluminum & the main product of Eq. (1. During this
process, the carbon anode is consumed and should be replaced by anew
anode appraximately every 25 days.

The least of th ically combusted carbon is equal to 033
kg C/kg Al produced. However, the real electralytic consumption of
carbon is approximately 0.41 kg C/kg Al produced because cell effi-
ciency does not usually reach 100%. The overconsumption of ane kg
anode per won of produced aluminum is around 2 USS [21. The over-
consumption of a midsize smelter { producing 300 000 tons of aluminum
per year and using 150 000 anodes per year), is appraximately 40 kg per
anode [ 2,6]. Thus, the estimated extra cost could be about 12 MUSS per

E-mall addres: Mohammad kavand )6 ulavalea,

haps //dolorg/10.1016/) fuel 2021 120092

year | 26). The overconsumption could be related to two main factors,
namely, gasification by air and CO, and the anode properties [6.7],
which may lead 1 carbon dust. Carbon dust Is principally defined by
selective buming of the anode components in contact with air or CO,
and the detachment of carbon particles from the anode surface (2], The
anode-gasification rate depends on the surface structure, temperature,
permeability, and reactivity of anode constituents [ /1. The effect of air
reactivity is fairly well mitigated by covering the anode with alumina,
which reduces the diffusion of air toward the anode surface. However,
this solution is not passible for CO; reactivity because it primarily occurs
in the part of the anode immersed in malten salt. Providing a salution for
Q03 reactivity requires a deep understanding of the effect of different
parameters on reaction rates. Accordingly, the present work aims to
provide a model to predict and quantify the effect of such parameters on
the €O, gasification of carbon anodes.

U3)+00Ag) = 200().4G" =40800-41L.7T cal (2)

The reaction, described by Eq. (2), occurs In the presence of CO5 [ 1L
A gas-bubble layer forms undemeath the bottom surface of the carbon
anode, which prevents reaction of anode with electraly®e and increases
the cell voltage [1.2]. QO; also diffises into the anode pores and reacts
with carbon on the active surfaces of anode, generating CO. The diffu-
sion of CO; in anode pores is enhanced under the hydraulic pressure of
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Nomenclature

surface area of the anode per unit volime of the bed,
imm )

concentration of anode reactant, (molm ™)
concentration of gaseous species, (malm )
surface of carbon-oxygen complex, (molm ™)
contact list of particle i, {-)

diffusion coefficient, {m*-5 ')

el lismaester, (m)

particle diameter, (m)

convective heat transfer, (Wm "K™Y

ted heright, (m)

mass flux, fmal- s~'m~*)

reaction rate constant, (modm 1)
convectve mass transfer coeffickent (ms ")
pere: length, (mkg

helght of the bed reactor, (m)

tomque, (kg mts )

revation of panticles, {kgm®s )

[=]

g eFEm=~Toabbganah #

=

tangential torgue, (kgm®s )
maz of anode panticle, (kg
partial reaction order, (=)
number of experimental data
Musselt number, (-1

partial pressure, (kgm s
Prandt] numbeer, ()

particle madius, {m)

radius of the bed reactor, {m)
Revnolds number, {-)

effective Reynolds number, (=)
specifie surface area, (m™ kg ')
Srhmidt number, {-)

Sherwood number, (<)
reaction tme, {5)

temperature, (K)

flow rate, {L-min ')

Tt fuse, (Wom )

Mow velaelty, (ma ")

chemical reaction rate, (mols "m

ALLEETELY FELERF LN

X gasification conversion of anode particle, (<)

Gireek symbaols

F permeability, (m®)

AH enthalpy of reaction, (kl-mal ')
void fraction, (-]

angular position, {rads )
efflectiveness factor, (=)
sphericity, (-)

Thiek: madulus, {-)
viscoslty, (Pas)

trans lational velocity
density, (kgm ")
torhugity, (<)

structural parameter, {(-)
ruational velacity, (rads "

g€ e mE 0,

g
$

Apparent
Average

Bulk

Carlan

carbon monoide
carbon dioxdde
Trigsorlved
Effective

active carbon site
gas phase
gas-solid interface
Maolien

milxed gases
Particle

solid phase
Instantanems
Initial

Superscrips

Ext External

-p Muid-particke interaction forces
™p panticle-particle interaction

ﬁlﬁ‘dhgﬂﬁﬂﬁ:ﬁ
b}
F88°7z%

R
=

the bath. Thus, chemical reaction and mass-transport phenomena ane
impartant factors for this reaction

Taor develop a mathematic al model for anode-reaction simulation, the
anade structure is simplified We consider the anode as a fixed bed of
particles, exhibiting two types of porosites, Le, pomosity inside each
particle, representing the interpartic ke porogity of the coke aggregates in
the anode which are not filled with pitch, and the valds between the
particles, representing the pores within the binder matrix, genarated
during compaction or haking process. Reaction 2 is a function of tem-
peeratire and partial pressure of the gag species in the pores, and both are
affec ted by the flow patterns and mass transport in the fixed-bed reactor.

Reactions in fixed-bed reactors can be simulated by different math-
ematical approaches depending on system complexity, i.e., pseudo ho-
mogeneous or pseudo heterogensous maodels in sweady state or translent
regimes. Paewdo homogeneous models amume tha the surface of the
solld phase is fully exposed to the gas phase, with no gas-to-solid mass
and heat-transfer resitances. The heterogeneous approach assumes
conservation equations for both phases scparately.

Over the past decade, several researchers have modeled fived-bed
reactors based on radial, axial, and circumferential profiles [9-13)
Haoweever, only afew studies have coupled the macro- and microscales of

fuid dynamics and panticle reactions in fived beds Moreover, mest
previous research has been periormed for catalytic reactions, whene the
sioe and the structural characteritics of the bed enmined unaltered
during the process [9-15). Larachi [ 16,17 ] investigated a reactor design
by applying a parallel modeling structure in which the scales of particle
and reactor are considered. To study the deposition of fine in packed
beds, a computational Muld dynmamies (CFD) approach [14] has been
uged by Valkow et al. [ 19 Paropour and Dixon [20] proposed a mul-
tiscale model of steam methane reforming with catalytic reactive par-
tieles by applyving the inkeractions between local pellet-seale dynamic
responses and the bed-scale global fields through CFI. Noncatalytic
reactions in fixed-bed reactors have also been reported; however, the
kinetics is often limited to a spocific range of pooes parame ters
[1%,21-26], but all of them assume that the solid phase does not change
during the proces. Besides, owing 1o compatational hardware limita.
ton, reseanchers are restricied o asmall number of solid paricles (<500
forming & random fixed bed.

Improvements in computer performance can enable studies on a
larger number of panticles. These numerical methods eapture the prop-
erties of a material, so the accuracy and robusiness of material proper-
tes tracking b insufficlently high to conduet the modeling of time-
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history variables. Meanwhile, Eulerian me thads do not predict accurate
resulis in case of material response to boading and damage. Lagranglan
methads are more accurate for solid phase, in contrast to Eulerian
methods that are preferable for uld phase. [t demonstrates the |mpos-
tance of coupling these two methods for the caleulation of solid-Muid
Interactions. An Eulerlan-Lagranglan approach has recently been used
to simulate porous pardckes [20,23.27-32). However, an Euler
ian-Lagrangian madel of entrained-flow solid gasification and its vali-
dation are unavailable to the best of our knowledge.

In the present study, a multiscale mode] with noncatlytic reaction
was developed to Investigate fxedbed reactors and apply a new
approach to consider solid structural changes during gasification. In this
method, the solld particles were considered as a diserete part, and the
flow in the space between the particles was considered & a continuum
phase. A Eulerian findte-element method (FEM) served & the basls of the
proposed mathe matical me thod to model the fluid phase, coupled with a
discrete-clement method (DEM) applied to model the anode particles’
dynamics and panicle shrinkage, which enabled the tracking of the
particks’ motion and the fluid phase's dynamics. Communication be-
tween the two length scales was achieved through an interpolation
strategy, and the dualgrid multscale scheme wa originally proposed
for the coupling between DEM and FEM. To Gcilitate data conversion
between continuum madels derdved from FEM and DEM, an interfice
wiis defined. This process was the key point to model gasification and
enable the investigation of particle-Muid interaction withow! mising the
particls ' information.

To validate the model, & set of experiments was neaded. A fixed-bed
design was used to determine an effect of opemting parametens, such as
Mow rate, bed height, particle size examined, and unknown parameters
{e.g., chemical-reaction constanis ). The el aartpart ineluded the dis.
tribution of concentration, pressure, flow rate, and temperature of gas
components inside and outside of particles. Structural parameters such
as particle porosity, permeability, specific and surface area were also
determined. The model was applicable as well 1o panicle shrinkage
during the process, and particle tracking was available for all anode

Bl 297 (BB} 120602
2, Mathematical modeling
A1, Methodology

The mathematical model in the present work is developed with the
Tallowing assumptions.

# To conform to a microstructural model of anode, a simplified struc-
ture may be applicable by considering a bed of particles ssuming
that the pomsity inside a particle represents small pores and the
valds benween particles represent large pores. The active sltes on the
mnade particles are susceptible to let the reaction accur, which isa
strang function of the particle temperature and specles partial pres-
sures, affected by the flow pattems and mags transport in the fixed-
e reactar.

» Mas transfer occurs through convection and diffusion at the
macroscale (fluid phase) and diffusion within the anode-particle
damain.

# MNon-isothermal conditions prevail in the fived-bed domain,

» Chemical reactions { Boudouard reaction) oocur in the solid phase as
nane atal ytic reaction.

= All particles are spherical

# The Langmuir-Hinshelvood (L-H) mechanism and random-pore
made] (RFM) equation ame used todefine the chemical reaction temm.

Anode-gasification reactions are sensitive to mass-transfer effects.
The gasifica tion-rate schematie Dlustraed in Fig. 1, and it may oocur by
physical and chemical processes through the illowing steps: 1) mass
transfer {by diffusion) of gaseous reactant(s) from the bulk gas phase 1o
the carbon surface: 23 ad.-lmjﬁilm af reactant{s) on the carbon surface:
3-5) chemical rearrangeme nts (reactions) on the surface, mobility, and
formation of adsorbed ]'mid.m{s:l; (3] dmlr]'ﬁim af ]'midmﬂ{s): and T
mass transport (by diffusion) of the gaseous reaction product{s).

2.3 Simukation

To simulate the Muld-particle flows in ths work, Euler-Lagrange
approaches are used to omsider a combination of CFD and IXEM,

Chemical and physical processcs

particles.

1. Diffusion through the film
2, Diffusion through the pores

Fixed bed
renclon

3. Surface adsorption
4. Surface reaction
5. Surface desorption
B. Diffusion through the pares
7. Diffusion thmuﬁh the film

iy,

R

PFig. L. Chemical and phy=ical processes of each particle in a fixeck bed reactar.
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referred to as CFD-DEM. The inclusion of constitutive equations related
to fluids and solids and proper coupling strategy in CFD-DEM allows us
ta study momentum, heat and mass transports, and chemical reactions
in almost any detadl on the particle scale.

221 CH

In this approach, the Muid flow amund panicles is estimated a8 a
continuum, and its mesoscale motion & described by the volime-
averaged Mavier-Stokes equation. CFD-DEM increases the computa
tional cost, but it can provide higher accuracy than the two-fluid model
TFM [ 33].

22 1.1. Mass eguatons. A massbalance-based react on-iransport
mialel is developed o simuilate the dynamics of anode QD reactivity by
applying heat-transfer equatons, as well & momentum equations, to
deseribe the gasificalion proces. 00 & the product of the Boudousard
reaction, and becawse of the inhibition effect of 00 on gasification (by
adaomption and desomption), it should be applied inthe maodel for each
siep to achieve accurate modeling. This mode] fcilitates the incompo-
ration of a nonlinear chemical-reaction rate, w, the converslon-induced
transformations in the porous structure by the pertinent equation, and
the reaction-induced changes in the effective diffusivity through the
input of comversion (X) [34-34]. The concentration profile within par
ticles ean be obi@ined for a panticle position {F) and cerain tme (1) by
salving the set of equations in the bed:

ACea, b
Tooagle

= 637 (Do, FCea,) = 667 [Coa ) = ket | Cey = oyl |
(3

% = En?-l_ﬂtr.l Nla) —En?-l_l-:r.l vl — ket Con — G copy ) [E!]
where o, and Gon are the concentrations of reactant aned produet gases
of the bed, respectively; G, is the concentration of the reactant gas for
the particle congidered in the axial position; v is the superficial velocity
of the reactant gas; &y & the porosity of the bed, ky & the convective
mass-transfer coeffickentaround the pardcle; and a, s the surface area of
the per unit volume of the bed The first ight-hand term represents the
diffusion of Mluid gas onto the solid phase obtained by Fick's law [17]
{Eqs. (31 and (4L The second term deseribes the convective mass fux
related to the veloclty of lukl gases. The lasi term represents the
convective mags lux owing to the concentration drving force betwesn
the surfaces of particles and the gas bulk.

The boundary conditions for Eqs. (1) and (1) at the reactor inlet and
autlet for each component ' are & follows:
Cun = Cingen (5
Cip = Comapal (&)
In addition,
aC -
A a L]
l'ﬂ-.'.n .
= =1 8

LET

The reaction inside the partickes & included as a sink term in the
intrapanticle mags balances for the transport of dilite species interfices
with reactive partick featunes.

A,

3= VDT Gl = v B

The boundary condition at the center of the partick: is

ﬂ"" 4 -
. i
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D, is ane fective diffusion coeffickent {m®s 1), and wy is the reaction
source term. Various model can explain the kinetics of the G0, gasifi-
cation reaction. The reaction rate per unit of volume & essential to
formulate in & “structural” format [35) inslde a panicle. Thus, an
equation & introduced 1o outline the reaction for the available panicle
sltes at a given processing time. To explicltly combine this feature, the
following intringic kinetics is agumed to be established for all locations
in the partick:

W= —r[Cy - FIX) (11)

In Eq. (11, the reaction rate can be divided into two pans (18], In
the first part, r(C4), the effect of gas concentrationon the reaction mte &
congiderad. In the second part, F(X), depicts the effect of changes in the
available reacting surface, The description of this equation is detailed in
& previous work [19]. In general, the L-H rate equation |s consldered for
r{Cy). This mechanism & proposed based on the adsorption and
desarption of CO and 0 to yield expressions for cakeulating the reac-
tion rates of anode gasification. The RPM [40] is applisd 1o the structural
part of the chemieal-react on equation. Therefore, the chem ical reaction
term is a8 follows:

X kP, —
E_]+k‘\P...J+hP...E'|']_x:' 1-phil-X) a2
where 5y and i are the initial specific surface area and the structural
parameters of the RPM equation, respectively, and kg, kg, and k; are the
chemical-reaction rate comtants. On the surface, the particle's g
concentration is assessed to provide boundary conditions and solve the
propose d model. In this process, an assumption les in the clalm that the
g components’ extemal convective mass4ransier rate to the surface
has to be equal to the transport rate via the particle surface. The bed and
partick equations are linked through the mass transler on the sudace
according to the boundary conditlons appearing in the mass-balance
edquation. Hence,

di= KplGp = Cia) (13

where J i5 the mas fux on the suface of the particle Cy & the
component concentration in the bulk gas outside the particle, and K &
the massiransfer coefficlent specified by comelatng the classic
Ranz-Marshall forced convection mass transfer for a spherical particle
[41k

Ko = ¥ 14

Sh=1+1.5]1 — & )8k, 15)
H

Se= (16)
S

where i the characteriitic length (m) equal 2rinour case, and Sh i the
Sherwood number representing the ratio of the convective mass transfer
to the diffusive mass-tmanspon rake. This approach can be applied 1o
miass transfer from a single spherical particke o the bulk gas in which Re
and S¢ represent the Reynolds and Schmidl numilbsers, respectively. The
Sherwood mumber for a bed of spherical particle can be obtained from
Gunn et al. [12] as follows:

Sh =1+ 151 - r,15h, {17

2.2 1.2 Movement equations. The momentum balance that governs the
Mudd Mow is bl uwpon the Navier-Stokes and continulty equations. The
congervation of mass & the generic equation used, and the follywing
continuity equation Is written for a porous medium with an effective
term of the chemical reaction on the flow [37]:

@ T el = W e
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where W is the chemical-reaction mate term, and pyis the density of gas
apecies. When gas flow inter 1o the reactor, gas is going up through the
particle bed, therefore, low leads to a pressune drop during the reactor,
to ke able to add this effect on the motlon equation, the Ergun equation
has been defined, and it can be written a8 [17):

VPO 180l — et J.?S,l.rll"'l'l = )

- o + T {19

where &, B the bed porosity, gy denotes the mixed-gas visomsity {Pa-s),
sy is the gas density (kg-m ™), L i the reactor length coordinate (m), v &
the reactor flow veloecity (m-s '), and « is the sphericity of particle. The
Ergun equation & valid for luminar and turbulent flows. Inlaminar flow,
the first term is predominant, Under turbulent flow, the second term &
dominant, ane the pregume drop is related o the square of the super.
ficial velocity and linearly depends on the density of the fluid passing
through the bed.

22 1.3 Energy equatbons The bulk energy balance for a fived-bed
reactor can be written as follows:

,urq% = =TT+ 6V VT = haalTe - T, {20
where G, is the heat capacity (kg "K', Th is the bulk temper ture,
and ky is the thermal-conductivity eoefficient. The first right-hand term
L.%WTh represents the temperature change owing to the convection of
fudd, the second term demonsirates the conduction heat lux of the gas
phase, and the last term describes the convective heat flux from the
surface of the particle to the Mukd bulk.

For the surface, the relation to the particle.energy balance is:

rla,.c',-.:lm;ﬂ = (1~ TIRTT, )4 (1 g, 3 AHW, 21

where Cpy is the heat capacity (Jkg 'K 'L T, represents the solid
pearticle temperature, and k is the conves ve heat transfer, (Wm K 'L
Al the terms of Eq. (210 is multiplied by {1 - 4,1 to describe the mtio of
the volume occupied by the solid to the total volume, The terms of
(K,;%T) b the conduective heat flux [37], and (&H) 15 the enthalpy of
reaction generated ingide the paniclks.

The following initial and boundary conditions can be used to solve
Eqs. (200-{21%:

PRLLL R (23
T ln o

Ti = Tyan 23

T = Tt (249

t=1T=Tulpn (29

The gt temperature analogicing the concentration on the particle's
surface is assessed to provide heat transfier and tem permtune equations,
An smsumption & that the rate of the external convectlve heat transfer on
the surface of the gad components must be identical to that of trans port
Inslde the particle surface {(no accumulation on the surface) as follows:

= b (T~ T,) (26

In the above squation, g & the heat flux, and b, represents the co-
efficient of heat transfer of a particle determined by correlating a
spherical particlke's forced convection mass transfier [43],

Au k
L™ - {2M

The bed and particle equations are linked through the mass transfer
on the surface according to the boundary conditlons appearing in the

Frarl 207 (2020 ) 1 20602

miass-balance equation.

In thi equation, Nu is the Nusselt number, which is the convective:
to-conductive heat-transfer ratio across the boundary, in which the
convection covers advection and diffusion mechanisms. For a single
partick, this number & olvained for the Auid a8 follows

Nu, = 2+ 0 AR Pt (28)
Re and Prare also obtained by
Re = oty 29)
H
=gt >

where | is a characteristic linear dimension (m), and ky & the thernal-
conductivity coefficient (W.m K 'L

For a bed of spherical particles, the follvwing equations have been
ohtained by Gunn etal, [42F

1
Re,

Tyl {31)

Ny = 1+ L5 — e My (32)

2.2 1.4, Partide shrinkage Anode-gas chemistry causes solid particle
shrinkage because of the reaction with the gas phase. Particle shrinkage,
in addition to influencing gasification, robustly affects the particle di-
rection on the way out of the reacior [44], and the atsence of particle
shrinkage cautes particle entrainment to be highly overpredicted. The
change in the anode particle mdius during the process can mathe meti-
cally be explained by a moving boundary condition olvained by Kavand
etal [39] & Dllows

Xlay < 1 X(100%) e iyer

dr,

Xla) = 1, X(100% ) uiar

g—.‘eE—? B

when 100 of an imaginary external layer Is consumed and shrinkage
conversion is obtained by solving the second-condition term of Eq, (35,

4.3 DEm

To add a particle’s motion and the effect of interaction between
particle-particle and particle-fluid o the model, a DEM nesds 1o be
applied. Gas flow through an anode particle bed has been examined
conventionally in a continuum model that can sueoessfull y capiure some
essential points of the pomous salid-phase behavior, Nevertheless, some
phenomena and structural exchanges, such as shrinkage effects &t the
particle scale and particle- panicle interactions, cannot be explained by
macro-partial differentlal equations (PDEs) [29.33) Therefore, these
phenomena should be modeled by a DEM

According to the DEM, the deformation of material is simulated by
successively solving the law of motion for each element and the force-
~displacement law for each contact [23, 29,300, In this dynamic process,
a centerad fintte-difference scheme solves the equatons through a time-
stepping algorithm, msuming that the time stepis sufficiently small such
that the velocities and acoelerations are constant within each tme step
The algorithm tres 1o detect the contacts according 1o the known po-
sitions of the clements, s0 the magnitude of the possible overlaps amaong
elements B detected Then, by applying the free-displacement law, the
propagated contact forces are calculated. The forces ame then inserted
Into the law of motion for each particle, and the velocity and acoelera-
tionof the particles are calculated. According o the obtained values, the
upsdated positions of all particles inthe curnent time step ane detenm ined.
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This cycle of calculations is repeated and solved at each time step, so the
flow or deformation of the material Is simulated.

Elements in DEM are rigid bodies in the form of circles {in 200,
However, they cin overlap with one another owing to applied forees,
and the magnitude of the overlaps {5 related to the contact force via the
preclefined contact model [170.

Mewton's equation of motlon for N spherical particles Inthe system |5
s follows:

v LTI - IR =L
M= = e = _J".. +F, +F (34)
Ay
o PR
I%:: wf' =E[.u‘+.u‘:. (35)

whene fi and M; ane the sums of the different forces and torques that act
an particle L respectively. They are complex functions of variables such
s the particle position x, angular positions,, translational velocity of
the center of mags v, and rotational velocity around the center of mass
iy, W call these four variables the state variables of the particle. We use
the: subseript j for the input parameterns of the forces and tomue fundctions
to denote that the state varlables of particke | and other particles in the
systerm affect the resultant interactions. The first term on the fght-hand
alde of Eq. (34) & the sum of particle-particle Interaction forces acting
an the particle, and i may involve collisional or interparticle forces. This
summation i3 implemented for all panticles existing in the contact list of
particle i, Cly. The second term mepresents the fluid-particle interaction
foroes; when the fhiid effects are ingignificant, this temm B assumed oo be
#erg. The thind term describes the extemal forces acting on particle i
awring to uniform or non-uniform external fields. Two types of contacts
between particles exist, namely, physical and nonphysical. Physieal
contact covers a oondition whene the surfaces of two particlkes are
contiguous; By contrast, a condition in which particles am nol neces-
sarly contiguous but are stll Interactive {5 refermed to & nonphysical
contacl. Caleulating the collision foree between two physical contact-
sharing partlcles Is performed according o the force—dbplacement
laws and the interaction force betwoen two particles with nonphysical
connectiong according 1o inerpanticle interactions. In Eq. [ 25), the fira

term in the summation represents the tangential torgue JTIL. produced by
the particle-particle collislon. Consklering that the particle-particle
callision force acts on the contact point (particlke surface), it causes a

torgue that is the origin of the rotation of particles. JT[:} represents ralling
frietion, which & consldered to be another tarque applied onto particle |
because itlies almost opposite of the particle's rotation; accordingly, it is
recognized ag the mlling resistance wmue. To resolve the particle-wall
and interparticle collisions, a soft sphere DEM was used, in which the
forces for interparticl contact am computed with the use of equivalen
simple mechanieal elements, such as a spring, slider, and dashpot.
However, particles can lightly overlap, and the normal foroe that tends
torepel the particles can then be subtracted from this spatlal overlap and
the nomal relathve velocity at the contact point, By knowing physical
properies such & Young's modulus and Poisson's mtio, the spring
stiffess can be caloulated by Hertzlan contact theory. The soft sphere
mdel s charac teristic features that detail the implemeniation igues of
the DEM are avallable in lterature [23.33].

The physical properties adopted in the current study for the collision
mdel include the following: Poisson's matio of 0.3 Young's modulus of
5 » 10° Pa; and restitution and friction coefficients of 0.9 and 0.3,
respectively [27,77].

24, Numerical mathod for solving the devdoped maodel

The developed mode] considers the gas species concentration () and
angde-conversion e (X) & the objective variables that shoukd be

el 297 (2021 F 1A

computed, As the apparent mdius of an anode particle starts decreasing
after the eritlcal anode-conversion rate | 2] and finally approaches zero,
the proposed model uses the moving-boundary method te solve the
equeations. The mode] incomporates asedes of nonlinear PDES, and it can
use & proper numerical technlque to solve these equations. Commund-
cation between the two grids and length scales can be engured through
an Interpalation sirategy, and the dual-grid multscale scheme is origl-
nally proposed for the coupling between DEM and FEM. From a software
viewpaint, implementing the dual-grid multiscale approach nesds two
computational grids and a routine for interpolating between them. The
DEM platform his been used for the evolition of a set of discree
sphercal-anode partlcles that move a5 long as a gas-phase flow exdsts. At
every time step, the posiions and orientations of the particles are
upsdated, and the outputs ofthe program represent the gas conoentration
{C) versus time, The mesh grids ame shown in Fig. 2 The left picturme
showe the macmodcale megh in two dimengions, The right picture illus-
trates one particle with the micromesh, & well & the heat and mass
fhices establishing the connection between the two scales. By maiching
the simulation and experimental data, unknown varlables such as
reaction-rate constants can be caloulated. The bestfit curve & obtained
Iy minimizing the { hnetion, given as [15]:

Fimin) = 37 (6~ Consl? 36)
=1

where n is the number of experdimental points

This paper defines an Interface to allow the data to be converted
between continuum madels derived from the FEM mechanism and the
DEM madel. A pantially coupled framevark is involved in the interface
bertween the FEM and DEM mechanisms [46]. Fig 3 presents the algo-
rithm used for this process. The equations of the continuum and diserete
elements are solved separately through the partlally coupled approach
for each time step, and these two models accondingly exchange the re-
sults at the end of each time step. Fnally, tochange the initlal conditdons
for each time step, the data ane sent to the FEM mechanism to set the
values of the parametens oltained from the DEM and 1o run the gsimu-
latlon. In the next step the unknown varlables are caloulated by
comparing with the simulation and experimental data.

Ta solve PDES, we use COMSOL Muliiphysics a5 a commernclal findte-
element engine that can simultansously solve a huge mnge of FDEs.
OOMSOL ean create a model with a series of nodes 1o ereate the model
geometry, apply the property of materials, boundary, and initial con-
ditions, PDEs, sohitions, ete. Node inbrmation can be modified by
MATLAE scripts. YADE softwame, an open-source C++ framework, 1s
applied to work asa DEM engine that can solve Mewton's second law of

Jeo

Fig. L Schematic of two-scale simulation for gasification in a fixed: bed reactar.

193



M. Kavand

N
(m_‘ Cumeni Simulations

t

.l Salve gnengy equalions lor macr scale I-I-?-'Impefl.ln—:--

Hrel 297 (2021 120682

DEM Engine
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(Movement-Geametry)

Experirmental Data

Fig. 3. Algorithm of the mathematical model

martiam for each anade particle, Tovalidate the model with experimental
data, an algorithm genetic is applied using MATLAR.

3. Experiments

To establish an accurate model, several sets of experiments ane
neded 1o determing the physical and chemical properties of solid and

gas phases during gaslfication { Table 10
Tabde 1
Summary of experimental concitions used for madeling.
Progeriy [E Vol e oo cilferemd
pamich sives
05 T 2w
bk,
L (m) Height of the bed macior .05
o (m) Dttt of e Baed it o oz
e (lig-m ) Deweity of bed LI
iy Rl ety LaEe LSES 1A
[y ol o e st v {of bed) (8-
" Mlicroocale pososity (of panide) 033 03 0a7
5 imiig ") Il speecific marface anm 457
panichs bad
# (m) [Permeability of bed EER
oy () Dl sy ¢ ol et o o e B SET = 10
Pl Vis sty of gas phase 435 = 10"
g el

3.1, Maberials

3.1.1. Anode particle

Baked Carbon anode was provided by Alcoa Corpomtion. An anade
was made from a mixmre of 50%-65% petraleum coke, 14%-17% coal
tar pitch binder, and 15%-30% recycled anode butts [1.4.5). The v
material wis first erushed and sieved in various USAstandand mesh siees
{16, 30, 50, and 1000, Ball milling was used to mill large particle { =1
mm) into finer ones (Blaine Number 2300 Some experimental tesis
werne conducted to obtain the physical properties of the anode particles.
The real density of the anode particles was measured using a helium
pyengme ter (Micromeritics, AccuPye 11 1340, USA) at different particle
sizes (L5, 1,and 2 mm). Each sample was weighed three times with an
analytical balance (M52048, Mettler Toledo, USA) and placed in a
stalnless-steel cell in a hellum pycnome ter. Real density was obtained by
dividing the mass of the sample by the volume obtained with the pyec-
nometer. Toobtain the specific surface area, powder samples contalning
002 g to 3,00 g of particlkes with a given size were degassed under pune
nitrogen {Ny)at 523 K for 5 h [ 3] Then, the samples were analyeed with
A gas-adsorpton analyzer (Micromerties, Tristar 1 30000, USA) The gas
sl fior surface measurements was Ng (purity = 99.995%; Praxair, T5A)
at 77K {Table 1)

A2 (rasificaion ests

Fig. 4 shows a schematic of the experimental gasification process.
Fixed-bed reactor (MTL GSL-16MEC50) with 1.2 em inner diame ter and
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Fig. 4. Schematic of the experimental setup (fixedbed reantari,

A0 em-long glass column was used. Tempermture probes (K-type ther-
macouples) were placed along the bed to messure the temperature.
Before entering the reactor, the gag phase was mixed in an inent fixed
bed to homogenize the temperature equilibrivm. The outlei-gas con-
centrations were measuned with a gas analyzer (E-150d, E Instruments,
USA). First, the fixed-bed reactor was loaded with a predetermined
amount of anode particles (samples containing 1 g to 4.00 g, depending
on bed height), and then the reactor was placed in a furnace at a high
temipe rature (960 °C). Subsequently, a condenser was attached to elther
the exit of the reactor or a gas collector. Furthermone, nitrogen was used
& acarier gas. The temperature contraller was configured according to
the considered value (1233 K) for each test, and experiments were
consducted B different gas-fow mies (L5, 1, and 2 L '), bed heights
(2, 3, and 5 em), and particle radll (0.5, 1, Z, and 3 mm ). The particles
vere heated withan inen gas (99.995% Ny al 200 ml/min) from moom
temperature to 1233 K at 8 K/min heating mte. The set up was maln-
tained for 20 min under Nz to stabilize at 1233 K. The sample was then
gasified under COy (99.9%) After a specific duration of carbon con-
vemion, the fumace was switched off, and the anode particles vere
cooled down in an iner atmosphere. The monitored data during each
experment included the measured inlet and owtl et tem peratures, mases
of anade particles, pressure drop, specific surface area of samples, and
reactor-exit gas concentrations at different dme Intervals. The reactlon
time depended on the sample particle size and varied between 3 and 15
h. The outlet-gas ow was directed to the oil tank 1o avoid emision 1o
the aimosphere.

4, Results and discussion

The outputs of CFD-DEM include the velocity of fluld, temperature,
pressure drop, and species concentration for the fluid phase, & well as
particle posltion, veloclty, temperature, and interparticle foroes of par-
ticles, changes in structural parameters (e.g. , porosity, permeability, and
specific surface area at any time interval of the processl These param-
eters are obviously unachlevable through experimental works.

4 1. Presure drops

The pressure drop across the carbon anode is one of the critical pa-
rameters for the design of a plan related 1o the operational conditions

195

and fow distribation. 1t leads to the formation of conves ton berm dud
Incressed consumption of anode. The concentration and pressure pro-
files in line with the reactor's mdial and axial coordinates are provided
using the numercal model presented in this research. The reactor’s wall
temperature remains fised at 1233 K, which favors the Boudouard -
action [ 1] The manometer monitors the pressure drop along the anode
particle bed, and the pressure-dmop results from the maodel are compamd
with the experimental ones by using those plotted against gas velocity in
three ratios of the bed diameter per particle dlameter (d,/ dp), as depleted
in Fig. 5a. Results from the figure and the calculated ones confirm goad
agreement between the experimental data of the model (7 = 98,951
With increased particle size, less pressure drop oocurs for an identical
gag velocity. This status may be due to the lower gas velocity in the
distance between the anode’s particles with an equal flow rate over the
larger particles, where the local void fractions remain larger than the
smaller ones. Additonally, the pressure drop rises with increased su-
perficial gas velocity for all ratios {d/dp). A decrease in the ratio cm
stem from a nonunilrm fow that exeris a bypass effect throughout the
bed of particles because the wall effects stay paramount at a low gas-
flow rate [47,48). By contrast, for a high ratio d/dp of 24, the near-
wall bypass flow effect can be found at larger gas velocites (v = 03
ms "), satisfying the conditions linked to the bed's turbulent-flow
regime [ 49]. To better design large-scale anode particles, these behay-
iors seem excessively practical. However, the impact of porosity remains
dominant at high low rates. A lower porosity confers difficulty in Muid
penetration into the bed, so a higher pressure drop occurs.

Fig. 5b shows that the pressure drop as a function of the Reynolds
number (Eq. (1)) decreases for simulatlons contalning and lacking
chemical reactions. Acconding to the result, by applying the chemical
reaction, the pressure drop increases for all mnges of Re. Considering
that gasification is known as an exothemmic reaction, gas properties
¢hange with increased temperature and affects the Re. The transition Re,
number between the laminar and turbulent regimes Re,, Is based on the
average interstitial velocity and on the characteristic kength scale of the
pores, so the Imitation of laminar flow for a porous fixed-bed reactor s
relatively low. Proper fitting between the experimental and model data
in the laminar regime oocurs (Re. < 11 For larger Reynolds numbers
{Re, = 5), aslight overestimate of the pressure drop s shown by the
madel for turbulent regimes [17,50] This effect can be due (o the fow
channeling that occurs in the bed and Increases with increased fow rae
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Fig. 5. a) Pressure drops of the model compared with experimen®s against gas for three ratics of D /dp. b) Pressure drop as a function of effective Reynokls mumbers
for simulations with and withowt chemical reactions (R = 6mm, H = 5em T = 1233 KL

[49].
4.2 Diffuson-cogfficient dependence on mass transfer

Tao determine the dependence of the 003 outlet concentration on gas
velocity with/withowl mass-transfer imitation, Fig. & & plotted in the
outlet gas. Fig. & shows the mass-4ransfer Umitations in the outlet gas
according to the model results, A notable difference exists hetween Gea,
conversion with and withowt mass-transfer limitatlons. With mass-
transfer limitations, the velocity dependence on the outlet concentra-
tion of Gon, remains weak. With incresmed veloeity, the thin g film
surrounding the anode particles decreases, so the mass-transfer Jimlta-
tions become less important, Eventually, the two plots approach each
other & the velocity increases, and the owtlel concentration becomes
less dependent on the mass-trans fer limitations.

Fig. 7 depicts simulation results of the swtlet O, dependence on the
mass-transfer coefficlent for a 02 ms ' entrance velocity. Le, a
medium-ve locity krvelin the laminar flow in the fixed-bed reactor, With
Increased mass-transfer coeffickent, the outlet O, decreases. This sit-
uation underies the mtonale that a higher Coa, from the bulk con-
centration approaches the surfaces of anode particles and reacts. With
Inereased mass-iransfer coefficlent, the concentration advances from the
bulk toweard the surface and becomes the reaction’s driving force,

0.3
0251
E o2 i
= ’
E K
E 015 o
1% N
‘Wit maes mnsfar
0.05 : . . . . .
1] 005 01 015 02 025 03 035
vims")

Fig. 6, Mass-trans ber limitations in the outhet gas (r = 1 mm, B =6 mm,H =5
am, T= 1233 KL
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Fig. 7. Qutket Cony, dependence on the mass-wansfer coefficient for 0.2 ms'
velodiy(r = 1mm, K = dmm, H=5ecm, T = 1233 KL

4.8, Concentration dismibuton

After model verification, one of the major applications is used 10
predict the concentration ditrdbution in the carbon anode. The superd-
arity of this model is the prediction of gascomponent concentration in
the particle size {microscale) and between the particle (macrascale) in
the fixed-bed reactor simultanesusly at each time and position. Fig. 8
ghows the simulation results of the molar concentmations of the gas
aprches with COg (Fig. #a) and ©O converslon (Flg. 8b) along the reactor
length. With decreased OO concentration, that of OO0 drastieally in-
creases At an extremely close distance to the reactor entrance. These
results demonstrate that CO2 and CO are distributed inside a particle in
the middle of the bed and their concentration plos within the panticle
Evidently, the concentration close to the center of the particle is higher
for 00, where producs form and diffise into the bulk gas from this
speclfied location. In contrast to the reactant gas, the CO2 concentration
is small at the center and approaches the bulk concentration on the
surface. Fig 8 verlfies the general trends observed In the reactor. The
00z molar concentration progressively decreasss as the gas stream
peises through the bed, whereas the 0D concentration inereases through
the Boudoward reaction.

Fig. 9 shows the simmlation results of OD; concentrations ingide the
particle at varlous reactor positions. The COp concentration 1 lower at
the particle's center than at all reactor positions. In other words, the
performance of the reactor is constrained by diffusion ingide the panicle,
and the active porous material in the center of the particle & not
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consumed. Decreasing the particle diameter can avert this Imitation.
For a particle radius of 1 mm, the intraparticle diffusion limits the
reactor because the active sites in the particle interlor are not used to
their fullest potential, as shown by the slope of the salid lines. With
decreased particle size (0.5 mm), the lines level out more quickly,
implying greater reaction-rate-limited reglons.

Fig. 10 compares the computed results with the experimental ones.
The profiles show that the degree of conversion dramatically increases
from the start of the reaction until it reaches approximately 0.60 and 0.4
for COzat 1 Lomin ' flow rate. Accordingly, the reaction advances very
slowly until full conversion. Initially, the fast-increasing conversion can
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Fig. 10. Comparison of the model 1o the experimental cata alang the reactor
length &t different processing times (r = 1 mm, flow rate = 1 Lmin ', bed
height = 5 cm, temperature = 1233 K).

be directly attributed to the mpid evolution of the surface area until the
pores collapse. In this status, either the reaction suface or the reaction
rate decreases. The dash line shows the distribution concentrations after
8 h. The particles have shrunk, so the total bed height decreases to3 cm.
The slopes are steeper because of the reactive particles’ surfaces. The
results indicate good agreement between the calculated and experi-
mental data (R* = 0.9921), and the model can provide highly reliable
estimates of experiments.
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44, Bpecific surface area and porosite

The madel allows the tracking of the evelution of the specific surface
area throughout gasification in each time and pasition of the fixed-bed
reactor. g, 11 shows the variations in surface area versus the bed po-
sition for four anode particles {1 mm particle size) in the different pro-
cess perlods. As indlcated in the figure, the surface increases rapldly at
the beginning during gasification and approaches the highest point {1, 2,
and 4 h)L The anode particle surface remarkably riges 1o 10% of the
initial surface area after 1 h. The maximum surfice point procesds from
top o bottom after 4 hoand then stans o decrease. Different 2ones exist
in the reactor with different values of chemical-reaction rate and mass
transfer, so the structural parameters of the particles will not remain
unchanged throughout the process. In this model evalution of specific
surface area performed by BFM equation in the chemical reaction term
because RPM can indicate the natune of pore strpe tuee, and pone-volwme
distribution. At the first time step, the increase in the surface area may
be dwe o surface reactions [13.51,52). As the reaction procesds, the
specific surface area indtlally increases with increased pore radil, and
pores smaller than 1 nm open gradually, Conversely, they decrease at
the next step posibly because of the appearance and coalescence of

[53.541.
w::nmhy is found 1o change with particle paition in the fixedbed
reactor, as shown in Flg. 12 To avold edge effects, the first and last
layems of particles ame not taken into consideration.,

The figure shows the volume fraction at each cross-section of the
particle bed at various periods along with the bed height. In the first-
time steps, no notable pormity change ooours with bed height. After a
while, pomosity increases with time at each position. Additonally, the
porogity in each time step evidently had & maxioum amount at the
bottom of the reactor, which canbe related to more avallable active sltes
for the reaction at the bottom of the reactor, Thus, the slope of the
porosity changes drastically in this one and decreaes al the top of the
particle bed. These results demonstrate that after a 12 h gasification
reaction, =90% of the solid particle & consumed. This conqumption
Includes internal and external gasification, leading to the shrinkage of
particles and bed height, The bed height reaches 001 after 12 h.

The distributions of external and internal gazsification are shown in
Fig. 13 for various partick sizes during gasification. Simulation results
ghow that in the initial steps, intemal gasification is dominant for all
particle skes, but over time, the sizes decresse rapldly as the reaction
progresses. Increasing the external gasification can be related to
improving the outer surface of the anode particle by reactlon progress, F.
Chevarin etal, [3] mported that the external surface increases bocause
af two factors. Fimst, after gasification progresses, the particles shrink,
Increasing the ratlo of the extemnal surface to the particle volume
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Fig. 11. Varistioms in surface ares versus bed position of four anode particles
fr=1mm @=1Lmin", H=35ecm, T= 1233 Ki thraughout the different
process periods.
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Second, the enlargement of pores near the extemnal surface after a
certain processing step i evaluated as the extemal surface, keading to
ineremed external gasification.

4.5, Effectivensss facor

Effectivenes factor i a measure used (o compute the mininum mitio
of the maction mte owing to the particles’ pome-diffusion resistance
[55]. The kinetic model resulis reveal that anode-panicle gazification
depends on anode converslon. The effectiveness factor b almost 0.95 for
particle sizes less than 0,05 mm, with X' = 06 at the reactor center and
upwands, bt it & lower for greater partic ke sizes (Table 2). The diffusion
rate is recommended to be equal to the eaction rate. A significant dif-
ference exiss for large size particles (20 mm) than for small ones.

Tahle 2
Effectiveness factar for different pantide siees and anade comeers ions.
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The distributions of the effectiveness factor in a fived-bed reactor at
multiple helghts are presented in Fig. 14, The factor fluctuates at around
-0, 9545, For the first and second steps, it gradually increases from
the wall to (LK1 m distance and decrestes from 0L001 m to the reactor
center, where the lowest value emerges. According to the definition of
effectiveness factor, the control of gaification follows the reactans’
mass-fraction distributions because the temperature gradient inskle the
particles is not included. Taking the compamatively small tem peratune
ner the wall at the fixed-bed reactor's center, a relatively low reaction
remains. By distancing the fluid from the wall and increasing the tem-
perature gradually, the temperature that positively affects the intma-
particle transfer excoeds the value shown for the reacton rate. The
ocmncentration gradient within the anode particles is weakened by
continuing this process, so the effectiveness factor Incresses with
increased distance from the wall [27]. However, nearer to the reactor's
center, # higher temperature increases the reaction mate. At 001 m
distance from the reactor's wall, the reaction rate |5 poslitvely affected
Iy temperature exceeding that for intraparticle transfer, which in turn
causes the enhancement in concentration gradient within the particles.
Hence, the effectivensss factor decreases when approaching the center
of the reactor. Ad a resull, Fig. 14 ghows the reverse trend of the effec.
tiveness factor, Additionally, at a height of 0,030 m, the maimum
temape rature causes the e fectivenes Betor 1o be mininized at the center
af the reactor.

46, Temperuire profiles

Figa. 15 and 16 exhibdt the temperature distributions at vardous po-
sitions and directions (axial and mdial). Fig. 15 demonstrates that the
hatspot 15 located close to the reactor exdt. Prior o the hotspot, the solid
temipe rature is higher than that of the gas becase of the solid's wam-up
effect on the feed gas. This phenomenon is reversed after the hotspol
hest transfers from gas to solld; in the vicinity of the hotspot, gas tem-
perature increases mpidly, although the golid temperature ¢hanges
Birdy slowdy [ 21,49 5256, Based on Fig. 16, the temperature Increases
at the center and decreases on both sides in a pambolic manner because
af the wall heat sinks. The solid temperature is remarkably higher than
the gas temperature before the hotspot, wheress it s lower after the
hatspot. Furthermorne, Fig. 16 shows a noticeable temperature changs in
the gas phase, although a small temperature change can be obaerved
salely in the solid phase [57]. In practical applications, the above tem-
perature varations are due (o the much higher thermal-conductivity
performance and heat capacity of the solid phase than those of the gas
phimse,

Fig. 17a-¢ demonstrate the simulaton outcomes at multple flow
mates. The hotspot temperature rises as flow mtes increase, Moreover,
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the outlet temperature increases slightly, Whenever the volume flow
rate of the materlal increases, the Reynolds number in the bed signifi-
cantly increases. Consaquently, the acial and mdial heat-transfer mites to
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increase, whereas the radial-temperature difference and hotspot tem-
perature decrease to thelr orginal value.

A7 Paricle shrinkage

Fig. 18 ilhstetes the evolving panicle st during the process
through the shrinkage effect. As expocted, the particle slze is fixed and
ilentical to the initial value at any peint inside the demain when no
shrinking exists. By contmast, the pantick size decreases with gagification
progress. Similar to the apparent density, the particle shrinkage's
greatest gradient is obderved near the inlet area where the reactions
primarly aceur. The simulation reveals that the mean particle diameters
decrease to 3 mm after 10 h at the reactor's bottom side. As a conse-
quence of particle shrinkage, they fall and the helght of the bed begins to
decrease throughout gasification,

48 Paricle wacking

The movement trajectory for selected partlcles & shown In Fig. 19
The moving direction of the particle changes and falls into the bed
becase of ga-particle interactions, panicle-panticle collisions, and
houndary effects in the vicinity of the bed top [231 Fig. 19 compares the
tracking st multiple Now mtes. The figures show that for & smaller
particle slzer = 0.5 mm (Fig. 1% and b)), either the passing direction or
processing time remains lover than those of other tests {9 h), Clearly,
with increased flow rate, the passing direction and processing tme
decrease (Fig 19 and d). Ineach figure, particle tacking is simulated in
three different bed positions. The particles existing in the reactor's
central position vandsh in less dme and tracing pad, which may stem
from a higher chemical reaction in such regions.

5, Comelusion

This research addresses the development of a reaction-transport
malel 1o sirndlate anode COp-reactivity dynamics using the FEM-DEM
midel. To explain the gasification process of anode partlcles within a
fixed-bed gasifier, mass, heat transfer, and momentum equations vene
used. A particle-shrinkage pattern was rigorously applied to detemine
haw demsity and size variation affect the main performance parameters,
such as specific surface area, partic e poraity, carbon anode convesion,
and process time of the fixed bed 003 and CO concentration distrbu-
tiams inside particles and throughout the bed were analyzed, and 5im-
ulatons of gas veloclty and pressure were conducted. With increased
flow rate, gasification time decreased. Results revealed that conversion
drmtically increased in the reaction’s early stages The gas distribution
showed that the maximum change oocurned in the first steps, and this
change was primarily due to the exiting surface resctions. Accordingly,
the distibution decreased owing to pore merges. Anode consumption
during the proces inchided intemal and external gasification and
congequantly led 1o the shrinkage of panticles and bed height. In the
initial steps, internal gasification was prominent; & the reaction pro-
greseed, the extemal gasification inereased. The model resulis indicated
that the CFD-DEM model can predict the bed scale and the complete
micrascale inside the particle, An inventive particle4racking technology
based on the CFD-DEM approach was [lustrated in ths work to quan-
titatively evaluate the real process time and the passing direction of
particles.
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