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Abstract

Personal knowledge is a versatile resource that is valuable for a wide range of
downstream applications. Background facts about users can allow chatbot assistants
to produce more topical and empathic replies. In the context of recommendation and

retrieval models, personal facts can be used to customize the ranking results for individual
users.

A Personal Knowledge Base, populated with personal facts, such as demographic in-
formation, interests and interpersonal relationships, is a unique endpoint for storing and
querying personal knowledge. Such knowledge bases are easily interpretable and can provide
users with full control over their own personal knowledge, including revising stored facts
and managing access by downstream services for personalization purposes.

To alleviate users from extensive manual effort to build such personal knowledge base,
we can leverage automated extraction methods applied to the textual content of the users,
such as dialogue transcripts or social media posts. Mainstream extraction methods specialize
on well-structured data, such as biographical texts or encyclopedic articles, which are rare
for most people. In turn, conversational data is abundant but challenging to process and
requires specialized methods for extraction of personal facts.

In this dissertation we address the acquisition of personal knowledge from conversa-
tional data. We propose several novel deep learning models for inferring speakers’ personal
attributes:

• Demographic attributes, age, gender, profession and family status, are inferred by
HAMs - hierarchical neural classifiers with attention mechanism. Trained HAMs can
be transferred between different types of conversational data and provide interpretable
predictions.

• Long-tailed personal attributes, hobby and profession, are predicted with CHARM -
a zero-shot learning model, overcoming the lack of labeled training samples for rare
attribute values. By linking conversational utterances to external sources, CHARM is
able to predict attribute values which it never saw during training.

• Interpersonal relationships are inferred with PRIDE - a hierarchical transformer-based
model. To accurately predict fine-grained relationships, PRIDE leverages personal
traits of the speakers and the style of conversational utterances.

Experiments with various conversational texts, including Reddit discussions and movie
scripts, demonstrate the viability of our methods and their superior performance compared
to state-of-the-art baselines.





Kurzfassung

Personengebundene Fakten sind eine vielseitig nutzbare Quelle für die verschieden-
sten Anwendungen. Hintergrundfakten über Nutzer können es Chatbot-Assistenten
ermöglichen, relevantere und persönlichere Antworten zu geben. Im Kontext von

Empfehlungs- und Retrievalmodellen können personengebundene Fakten dazu verwendet
werden, die Ranking-Ergebnisse für Nutzer individuell anzupassen.

Eine Personengebundene Wissensdatenbank, gefüllt mit persönlichen Daten wie de-
mografischen Angaben, Interessen und Beziehungen, kann eine universelle Schnittstelle
für die Speicherung und Abfrage solcher Fakten sein. Wissensdatenbanken sind leicht zu
interpretieren und bieten dem Nutzer die vollständige Kontrolle über seine personenbe-
zogenen Fakten, einschließlich der Überarbeitung und der Verwaltung des Zugriffs durch
nachgelagerte Dienste, etwa für Personalisierungszwecke.

Um den Nutzern den aufwändigen manuellen Aufbau einer solchen persönlichen Wis-
sensdatenbank zu ersparen, können automatisierte Extraktionsmethoden auf den textuellen
Inhalten der Nutzer – wie z.B. Konversationen oder Beiträge in sozialen Medien – angewendet
werden. Die üblichen Extraktionsmethoden sind auf strukturierte Daten wie biografische
Texte oder enzyklopädische Artikel spezialisiert, die bei den meisten Menschen keine Rolle
spielen.

In dieser Dissertation beschäftigen wir uns mit der Gewinnung von persönlichem Wissen
aus Dialogdaten und schlagen mehrere neuartige Deep-Learning-Modelle zur Ableitung
persönlicher Attribute von Sprechern vor:

• Demographische Attribute wie Alter, Geschlecht, Beruf und Familienstand werden
durch HAMs - Hierarchische Neuronale Klassifikatoren mit Attention-Mechanismus -
abgeleitet. Trainierte HAMs können zwischen verschiedenen Arten von Gesprächsdaten
übertragen werden und liefern interpretierbare Vorhersagen

• Vielseitige persönliche Attribute wie Hobbys oder Beruf werden mit CHARM ermittelt
- einem Zero-Shot-Lernmodell, das den Mangel an markierten Trainingsbeispielen für
seltene Attributwerte überwindet. Durch die Verknüpfung von Gesprächsäußerungen
mit externen Quellen ist CHARM in der Lage, Attributwerte zu ermitteln, die es beim
Training nie gesehen hat

• Zwischenmenschliche Beziehungen werden mit PRIDE, einem hierarchischen trans-
formerbasierten Modell, abgeleitet. Um präzise Beziehungen vorhersagen zu können,
nutzt PRIDE persönliche Eigenschaften der Sprecher und den Stil von Konversation-
säußerungen

Experimente mit verschiedenen Konversationstexten, inklusive Reddit-Diskussionen und
Filmskripten, demonstrieren die Praxistauglichkeit unserer Methoden und ihre hervorragende
Leistung im Vergleich zum aktuellen Stand der Technik.
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Introduction

Contents
1.1 Motivation and Problem Statement . . . . . . . . . . . . . . . . . 1
1.2 Personal Knowledge Base . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Task Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 State of the Art and its Limitations . . . . . . . . . . . . . . . . . 4
1.5 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.6 Organisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.1 Motivation and Problem Statement

The recent rise of social media enabled the access to vast amounts of user-generated
content. This data has many potential applications; personalization being a major
use case.

Having background information about the user is practical for many downstream ap-
plications, such as recommender systems and search engines [7]. For instance, the ranking
results for the query “best weekend activities in Vancouver” can be rearranged based on the
user’s known hobbies to deliver more topical content for a particular individual. Another
application greatly benefiting from the availability of the user’s background is personalized
intelligent assistants.

Chat-bots have become an essential part of everyday life, being able to deal with a
wide range of routine tasks, provide factual information and entertain the user. Still, there
is a growing demand for creating user-oriented intelligent agents, which are able to hold
personalized conversations, while at the same time building and expanding their knowledge
repository about the user’s traits and preferences.

Having the access to the user’s interests and background, personalized chat-bots will be
able to build relevant responses and start new topics, interesting for the user. The ability to
produce meaningful or even funny and surprising utterances is a desired feature, making
a chat-bot appealing to the user. Therefore, there has been significant research interest in
personalizing intelligent assistants, which still remains challenging.

Consider, for example, the following conversation between a human (H) and an intelligent
assistant (A), illustrating the need of the intelligent assistant to have background information
about its interlocutor:
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H: Can you text my wife I will be late from the hospital? Need to do an urgent operation.
A: Sure.
H: Any idea where I can get dinner that late?
A: I’d suggest Ocean Thai Cafe, they are open till midnight.
H: Sounds good! Talking about oceans, can you remind me to pack my goggles? Last time I

went to the pool I forgot them.

To effectively address the user’s requests from the conversation above, the chat-bot has
to know the following facts about the user: (i) interpersonal relationships (knowing who the
user’s wife is, to be able to contact her) and (ii) food preferences (suggest an appropriate
restaurant, knowing that the user loves thai food).

To alleviate users from extensive manual effort to provide their information, the intelligent
assistant should be capable of learning it directly from conversational utterances and digital
traces of the user. For example, from the dialogue above the chat-bot can infer the user’s
profession surgeon using the cues “hospital” and “operation” and the user’s hobby swimming
from the words “goggles” and “pool”. Such automatic extraction is an extremely challenging
but interesting and useful task.

The work in this dissertation concerns predicting personal facts from textual representa-
tion of conversations. The sources of such data include transcribed everyday dialogues, social
media submissions or chats in messenger apps. Information extraction from conversational
data is a challenging task [170, 176], which is still underexplored in related studies.

1.2 Personal Knowledge Base
The format in which the personal information will be extracted, stored and used is an
important issue to consider. Concerning this, we propose constructing a Personal Knowledge
Base (PKB) [7, 176], a structured source of information about a particular individual. Such
information could be the user’s demographic facts, her interests, relationships or personal
possessions.

Design and construction of PKBs has recently gained significant research interest [7, 156].
While some studies propose creating a PKB as a lifelog, consisting of a collection of life
events [64, 176], our view of a PKB is analogous to the definition of a Personal Knowledge
Graph given by Balog and Kenter [7], to be a structured collection of entities personally
related to the user.

We outline several properties of a PKB, which make it desirable to use in various
applications:

• Transferable: PKB acts as a unique endpoint for storing and querying user information
for a wide range of applications, regardless of their internal data representation.

• Well-structured: the information in a PKB should be stored in a consolidated and
uniform format, for example, in the form of triplets ⟨user, attribute, value⟩ (e.g., ⟨user1,
hobby, diving⟩), which makes searching for specific personal information easier.
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• Owned by the user: the users are provided with full control over their PKB, such as
viewing and editing the stored information and managing access by various services.

• Interpretable: explicit format of the personal facts in a PKB allows the users to have
the explanations about any personalized decisions made by the applications accessing
their PKB.

As noted in Gerritse et al. [43] PKBs can be involved in introducing bias based on
specific personal traits. Indeed, while being a tool to enhance user experience and deliver
relevant content, the information in a PKB, such as gender or ethnicity of the user, can
lead to discrimination when used by personalized applications [1, 29]. In this light, enabling
the users to hide any sensitive facts in their PKB is a highly valuable feature.

One example of such storage of users’ personal facts is Google Ads Settings1. This
service has some features of a PKB, such as storing explicit facts and allowing the users
to modify them. However, the information in Ads Settings is not structured; for example,
the preferences of the user are kept as a list of concepts, not separated into fine-grained
categories (like favorite food or preferred travel destination). Also the information in Ads
Settings is controlled by Google - collected from Google services and used for advertising
within them; therefore, the user can not restrict the access for any particular applications.

1.2.0.1 Personal Knowledge Base from Conversational Data

As mentioned in the previous section, a PKB can be populated by automatically ex-
tracting personal facts from users’ conversational data. Mining personal knowledge from
user-generated content to populate PKBs, or user profiling, is a long-standing topic in
Natural Language Processing [9, 40].

Creation of a PKB from conversational data requires addressing the following key issues:

• Which personal facts are relevant and feasible to extract?

• How can this knowledge be inferred from conversational utterances?

• What are the potential applications of the data?

Concerning the first issue, we define personal facts to be user’s demographic attributes
(age, gender, origin, etc), hobbies and interests, interpersonal relationships (family status,
names of friends, etc), skills, personality values or sentiments towards people and specific top-
ics. Many of those attributes are subjective or mutable, making them specifically challenging
to extract and process.

The second issue is concerned with information extraction from text. Prior works have
mostly focused on well-comprehensible text genres, such as Wikipedia articles or news
stories; however, such methods do not work as well given conversations as input. Compared
to formal documents, dialogues are noisy, utterances are short [11], the language used is
colloquial and the topics are diverse (including smalltalk). The dialogue utterances often give
merely implicit cues about the speakers, making well established pattern-based extraction
methods inapplicable.

1https://adssettings.google.com

https://adssettings.google.com
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Given that the personal information in conversational utterances is rarely stated explicitly,
many prior studies opt for creating latent user representations. We argue, however, that
creating an explicit PKB containing distilled personal facts provides the following advantages:

• The knowledge in a PKB can easily be shared among multiple applications, as it is not
bound to some latent representation produced by a specific model. The stored facts
can be reused and updated by any application, supporting the scenario of multiple
repeated interactions with the user.

• A PKB is transparent and interpretable for the end users, providing them with full
control over their personal knowledge, including revising stored facts and managing
access of the downstream services for personalization purposes.

A detailed exploration of the third issue is beyond the scope of this thesis. We identify
the potential applications of explicit personal facts to be personalized recommender systems,
news feeds and content suggestions (for example, in video streaming services). Moreover,
personal information can enhance the ranking results of search engines. Lastly, as motivated
by the example in the previous section, the personal background knowledge can be used to
produce topically focused and user-friendly responses by intelligent assistants.

1.3 Task Formulation
In our research we focus on inferring personal facts from conversational data. We work with
crisp personal attributes, such as profession or age, ensuring that for all explored attributes
we can define a finite list of possible values. In this work we do not consider subjective,
changeable (sentiments) and open-ended (favorite song) attributes. We investigate personal
attribute extraction from user-generated textual conversational data, such as transcribed
spoken dialogues and social media submissions.

1.4 State of the Art and its Limitations
The related studies generally utilize pattern-based approaches, searching for explicit mentions
of personal attributes in speakers’ utterances, such as extracting profession: software engineer
and employment_history: Microsoft from “I work for Microsoft as a software engineer” [85].
Such methods are limited by their inability to consider implicit contexts (e.g., “I write
product code in Redmond.”), and routinely perform worse than methods based on inference.

Most inference-based methods predict personal attributes with a small set of values,
often arranged in coarse-grained categories (e.g. predicting occupational class instead of
a fine-grained profession) or even modeled as a binary task (age: young/old [87], political
orientation: democrat/republican [124]). The inference of long-tailed personal attributes with
a large number of values (like hobby or favorite food type), has mostly been overlooked in
previous work.

On the other hand, there has been significant research effort on creating latent represen-
tations of speakers [83, 88]. Such representations can be directly used for response generation
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in a dialogue system [186]. Yet, such information is not scrutable, providing no possibility
for the speaker to view and change it. Additionally, latent representations are difficult to
transfer between models and applications.

1.5 Contributions
Within this dissertation we develop novel approaches for inferring personal knowledge from
conversations, which address the limitations of the prior work. The contributions of this
thesis can be summarized as follows. We introduce neural learning models tailored specifically
for prediction of personal attributes:

• HAM, a light-weight model for inferring demographic facts: gender, age, occupation
and family status. HAM is based on attention mechanisms, allowing to inspect and
interpret its predictions.

• CHARM, a zero-shot learning model for predicting long-tailed personal attributes,
profession and hobby. CHARM can predict rare attribute values (such as hobby:curling)
without having training data for them.

• PRIDE, a transformer-based model for predicting directed fine-grained interpersonal
relationships of the speakers in dyadic conversations.

To support our experiments we create and release large-scale conversational datasets,
labeled with personal attributes. Our datasets come in two flavours: conversational transcripts
(movie and series scripts) and social media submissions (Reddit discussion threads). To the
best of our knowledge, our datasets are the biggest and most comprehensive collections
containing conversational data with personal attribute labels.

Finally, we conduct extensive experiments to show the viability of our models and
their superior performance compared to the state-of-the-art baselines. We inspect the
interpretability of the developed methods and perform stress tests in the transfer learning
setup.

In summary, we provide a list of publications, from which this dissertation includes
material:

• Tigunova, A., Yates, A., Mirza, P., Weikum, G. (2019, May). Listening between
the lines: Learning personal attributes from conversations. In The World
Wide Web Conference (pp. 1818-1828).

• Tigunova, A., Mirza, P., Yates, A., Weikum, G. (2020, May). RedDust: a Large
Reusable Dataset of Reddit User Traits. In Proceedings of the 12th Language
Resources and Evaluation Conference (pp. 6118-6126).

• Tigunova, A., Yates, A., Mirza, P., Weikum, G. (2020, November). CHARM:
Inferring Personal Attributes from Conversations. In Proceedings of the 2020
Conference on Empirical Methods in Natural Language Processing (pp. 5391-5404).
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• Tigunova, A., Mirza, P., Yates, A., Weikum, G. (2021, March). Exploring Personal
Knowledge Extraction from Conversations with CHARM. In Proceedings
of the 14th ACM International Conference on Web Search and Data Mining (pp.
1077-1080).

• Tigunova, A., Mirza, P., Yates, A., Weikum, G. (2021, November). PRIDE: Predict-
ing Relationships from Conversations. In Proceedings of the 2021 Conference on
Empirical Methods in Natural Language Processing (to appear).

Additionally the contents of Chapters 4 and 5 of this dissertation were presented at
Doctoral Consortium of the Web Conference 20202.

1.6 Organisation
The rest of this thesis is organized as follows. In Chapter 2 we discuss relevant prior studies
and give the necessary methodological background. Chapter 3 presents the conversational
datasets we created to support the experiments in our work. In Chapters 4, 5 and 6 we
describe our novel models for inferring personal attributes: HAM, CHARM and PRIDE,
respectively. Finally, we conclude the dissertation in Chapter 7 and outline possible directions
for future research.

2Anna Tigunova. 2020. Extracting Personal Information from Conversations. In Companion
Proceedings of the Web Conference 2020 (pp. 284–288).
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In this chapter we cover the necessary background for our work on predicting personal
information from conversations. In Section 2.1 we discuss previous studies, giving
a brief overview of the methods for inferring personal attributes and interpersonal

relationships in transcribed dialogues and social media submissions. In Section 2.2 we provide
theoretical details for the approaches used in our work: background on deep learning for
natural language processing and model evaluation criteria.

2.1 Related work
This section discusses prior work on methods to extract and represent personal knowledge
in conversations. Our research concerns the textual representation of conversations, i.e.
transcribed dialogues. We distinguish two general types of attributes, which can be ex-
tracted from conversations to populate a personal knowledge base: personal attributes and
interpersonal relationships.

2.1.1 Personal attributes

Textual sources of dialogue data range from conversations between people (e.g. transcribed
phone dialogues [42, 66]) to user-chatbot interactions, which could be open-domain [83, 183]
or task-oriented [61, 96, 126]. Another distinguishable dialogue source is literary plays and
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film scripts [59, 88, 110]. Other direction of related work utilizes conversational data from
online sources, such as social media platforms [116, 123, 138], emails [42] and blogs [138].

2.1.1.1 Demographic attributes from transcribed dialogues

Prior work uses conversations (such as messages or telephone interactions) to extract speaker’s
demographic facts, which vary from gender [42, 85, 165], age [42, 165] or ethnicity [42, 85]
to biography facts [60].

Most prior work constructs a speaker’s latent representation using linguistic feature
sets [42, 60, 88], language models [147] or embeddings [83, 96]. The disadvantage of creating
such latent personality is its limited interpretability, preventing from checking its consistency
with explicit attributes.

A personal profile can also be viewed as a textual description [183], predicted from a
pool of candidate sentences. This representation, however, provides no exact facts, which
can be readily inserted into a personal knowledge base.

Few research efforts are dedicated to distilling precise personal facts [42, 85, 165], often
requiring the search for explicit pattern mentions ("I am a doctor") [85]. However, such
assertions are rare in real conversations, yielding a poor recall of the models. Instead, some
authors resort to classification [42, 88] via linguistic features. Additionally, Garera and
Yarowsky incorporate partner identity and n-grams to classify age or gender using Support
Vector Machines (SVMs) [42]. A major drawback of their work is that the inferred attributes
take only binary values.

Wu et al. [170] infer personal attributes in the form of ⟨subject, predicate, object⟩ triplets,
where subject and object are generated over all vocabulary terms. This makes the list of
possible predicted values open-ended, as opposed to the approach of Li et al. [85], requiring
the values to be present in the text. However, Wu et al. [170] generate predictions on per-
utterance basis, ignoring the repeated evidence from the full history of user’s conversations,
which prevents from efficiently building a personal knowledge base.

Wang et al. [164] create ⟨subject, predicate, object⟩ triplets by generating predicate and
object, assuming that the subject is always the speaker. The major limitation of this work
is that the generation is constrained by the values present in the training data, which
naturally limits the applicability of the proposed approach to slightly different conversational
datasets. Wang et al. [164] also make predictions on each separate sentence, making a
strong assumption that each input sentence contains some personal attribute information.

To predict explicit or latent personality, standard machine learning tools are commonly
used, such as Logistic Regression [3] or Conditional Random Fields [83], which often
operate on hand-crafted linguistic features [42]. Some works exploit conversational partner
information, including their identity [3], personal traits [42] or their utterances [165]. More
recently, the speaker’s representations are built using neural approaches [61, 96, 165, 183].

2.1.1.2 Social media profiling

The texts stemming from social media are often colloquial, noisy and short [11], making
them similar to spoken utterances. Moreover, the discussion threads in topical forums
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resemble the flow of a natural conversation. Most of existing work on user profiling focuses
on Twitter [65, 70, 83, 116, 123, 130, 138, 176]. Other research explores Facebook [100, 138],
Reddit [46] and other platforms [186]. Nevertheless, social media content is still different
from natural conversational text, due to the additional signals (user activity or hashtags),
which are often used alongside the texts [46, 130].

There has been significant effort on predicting age and gender of social media users [70,
86, 130, 138, 186] and their personality [46, 100]. Less explored but more specific attributes
like origin [130], political views [116, 130], ethnicity [116], occupation [82, 123], education [82]
or mental health issues [145] are also considered.

The representations utilized for social media profiling are built via linguistic features [46,
100], language models [138], n-grams [130] or embeddings [123]. These features are used
afterwards in SVMs [46, 130], topical models [116] and neural networks [70, 186].

A common limitation of most prior work is the small number of attribute values to
be predicted. In contrast, Li et al. [82] predicts education, job and spouses of the users
without exploiting predefined attribute value lists, as the prediction is based in the entities
found in user’s posts. This approach relies on detecting explicit mentions, yet it relaxes
the restriction to know all attribute values in advance. Another example of an open-ended
personal attribute is user’s interests, which has also received significant research interest.

2.1.1.3 User interests from social media

Extracting the users’ topics of interest (e.g., music, politics or sports) has received significant
attention, as they are highly helpful for recommendations of news or publications. As
opposed to disclosing personal facts, speakers are more willingly talking about what they
are interested in [128, 142], making extraction of interests from conversational utterances
more feasible. However, the interests are often changeable [119], requiring revisions to the
past predictions.

Several studies discover speakers’ interests using supervised learning techniques [128],
training machine learning models to predict the interests from a predefined set. The drawback
of these approaches is that they require rarely available labeled data and fixed lists of possible
topics of interest.

As an alternative, some studies utilize unsupervised topic modelling methods, such as
LDA [166], which represent inferred interests as a bag of related words. Such methods do
not produce specific values or categories for the interests, making them inapplicable for
building a personal knowledge base.

Several studies use external knowledge bases (e.g. Wikipedia) to link the users’ content
to the relevant concepts, which serve as the inferred interest value. Some approaches capture
named entities in the social media submissions and link them to the corresponding Wikipedia
pages [65, 105], which requires detecting explicit mentions. Alternatively, the whole text of
a submission can be mapped to the Wikipedia category [142], determining the interest of
the user. The disadvantage of these approaches is their reliance on an external knowledge
base, which might be unavailable or require additional preprocessing, or may be short of
required concepts.
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2.1.2 Interpersonal relationships

There is only limited research on relationship prediction in dialogues, as most studies focus
on literary texts. The relationships in novels are often predicted on the coarse granularity
(positive or negative sentiment) [16], modelled as emotion-related classes (anger, fear) [67],
or described in a topic-modelling manner [17, 58]. While fictional texts often contain
dialogues, they are interleaved with narratives, where the language is less colloquial and
more descriptive, which aids explicit extraction of fictional characters’ relationships.

On the other hand, screenplays or scripts of theatre plays, movies or TV series are
more similar to real-life conversations. Nalisnick and Baird [110] explored Shakespeare
plays to analyze the polarity and intensity of emotions of characters towards each other.
The same data is used in Azab et al. [3], where fine-grained relationship classes adopted
from Massey et al. [101] are predicted by applying a logistic regression classifier on a pair of
learned character embeddings. However, such approach predicts relationships solely based
on characters’ latent attributes without considering any conversational context.

Rashid and Blanco [132] investigated the prediction of 9 interpersonal dimensions (e.g.,
intimate, intense or pleasure-oriented) [169] of utterances in the Friends series. The authors
trained bag-of-words SVM classifiers for each relationship dimension, to determine whether
an utterance expresses, for instance, equal or hierarchical relationship. Similarly, Qamar et al.
[125] leveraged vector representations of emotion words, to classify a dialogue taken from a
movie script corpus into four attachment styles (e.g., friend, family) and four association
types (e.g., secure, fearful), which are then combined into 16 relationship classes. Both
approaches do not provide explicit and detailed information about the speakers’ relationships,
such as who is the parent of whom, and instead focus on relationship characteristics.

Speakers’ relationships are part of 36 predicates investigated by Yu et al. [178], which
focused on the general relation extraction task between two arguments appearing in a dialogue
(e.g., spouse, place_of_residence), taken from the Friends series; 14 of the predicates refer
to the relationships between people.

2.2 Methodology
This section describes technical details of the methods employed in this dissertation. We
provide details on convolutional and attention-based neural models, describe zero-shot
learning paradigm and document ranking task, define the metrics for model evaluation.

2.2.1 Neural networks

A neural network performs a series of transformations of the input data to get the desired
output. The work unit in the neural network, a perceptron, computes a weighted sum of the
input vector x:

z = f(Wx + b) (2.1)

where W and b are the network parameters, which are updated during training. f is the
activation function, adding non-linearity to the outputs. Popular choices for the activation
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function are sigmoid and Rectified Linear Unit (ReLU) functions:

sigmoid(z) = 1
1 + e−z

(2.2)

ReLU(z) = max(0, z) (2.3)

The neural network is comprised of multiple perceptrons, arranged in layers, performing
sequential operations on the input. The outputs from the last layer of the network serve as
the predictions of the model. For example, in multi-class classification the network’s outputs
can represent the scores for each predicted class. To transform the scores into probabilities
of each class the softmax function is used:

softmax(yi) = eyi∑
j eyj

(2.4)

During training the network learns how to reproduce the true values ŷ by adjusting
the trainable parameters W of each perceptron. To achieve that, the network’s output y is
compared with the desired ŷ using a loss function, which evaluates how different are y and ŷ.
In classification problems the most commonly used loss function is the cross entropy loss:

L = −
m∑

i=1
ŷi log(yi) (2.5)

where m is the number of classes in the classification problem. The objective of neural
network training is to minimize the loss function.

The process of adjusting the parameters of the network layer by layer is called backprop-
agation. The parameters are updated in the direction of loss minimisation by taking partial
derivatives:

w′ = w − α
δL

δw
(2.6)

where α is the learning rate, the speed of changing the weights. Learning rate is a hyper-
parameter of the network, which does not get updated in the backpropagation and needs
to be carefully selected. Very high learning rates lead to parameters oscillating around the
optimal values, while very small learning rates cause slow training convergence.

2.2.2 Word embeddings

Textual data used in natural language processing tasks can not be directly processed by
neural networks, which require numerical data as input. To overcome this, usually each
word in the vocabulary is encoded into a real-valued vector representation, called a word
embedding. Word embeddings capture word’s semantic information, so that the words which
are synonymous or are used in similar contexts will have similar representations (e.g., in
terms of cosine similarity of the corresponding embedding vectors).

Word embeddings can be learned jointly with neural network training. In this case
each words is associated with a random real-valued vector, which is updated during the
backpropagation in the network to capture task-specific work characteristics. Another
popular option is to use pretrained word embeddings, learned by some external model.
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One popular choice of pretrained word embeddings is word2vec [107] method, which
preserves contextual information of the terms. Word2vec embeddings are trained on one
of the tasks: (i) continuous bag of words (predicting the current term from its context) or
(ii) skip-gram model (predicting surrounding terms given the current word).

The limitation of using pretrained word2vec embeddings is that the final embedding for
a term is the same for all contexts this term can occur in, which can cause problems with the
polysemous words (like ‘bank’ or ‘lie’). Thus, recently the contextualized embedding models,
such as BERT, described in Section 2.2.4.2, have recently gained considerable popularity.
These models are pretrained on a large linguistic corpus, which enables them to statistically
learn the structure of language. They produce the embeddings for the whole sequence
simultaneously, effectively capturing terms’ context.

2.2.3 Convolutional Neural Networks

A Convolutional Neural Network (CNN) [76] is a neural architecture, which is tailored for
the tasks, where absolute positions in the input do not matter, i.e. the properties of subparts
of the inputs to a CNN should be invariant to shifts. An example of such application is
spam detection, where the task is to check if there are any suspicious phrases in the input,
but the exact absolute position of such a phrase does not matter.

The input to a CNN is a word sequence x1:n of length n, where each word is represented
by a k-dimensional embedding, xi ∈ Rk. The CNN multiplies a weight matrix w ∈ Rhk,
called a convolutional filter, to the slices of the input of length h. After applying the filter to
each possible slice in the input, we get a convolutional feature map:

c = [c1, ..., cn−h+1],

ci = f(w × xi:i+h−1 + b)

where xi:i+h−1 denotes a slice between i-th and and i + h − 1-th words, f is the activation
function, ci is a feature produced by a single filter application. Effectively the filter w detects
if a h-sized slice has a particular feature (for instance, it can detect if a bigram xi:i+1 is a
pair “verb + noun”). The features in the feature map c are combined with some aggregation
operation, for example, max-pooling ĉ = max(c), the result of which acts as a representative
for the used filter (e.g. ĉ can show the maximum probability score of having spam in some
input slice). On each network layer multiple filters are applied to detect various features,
capturing different aspects of the input.

Having gained popularity in computer vision, CNNs have also shown strong results in
natural language tasks, such as sentence classification or sentiment prediction [25, 62, 71].
Their advantages are a small number of parameters (the same small weight matrix is applied
to each input slice), fast computation and good interpretability. However, the contexts
considered by CNNs are limited by the selected convolutional filter size, therefore CNNs can
not properly model long-term word dependencies.
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2.2.4 Attention models

Attention mechanisms have been introduced to represent the long range contextual in-
formation more adequately, as compared to convolutional or recurrent architectures [6].
Attention assigns weights to the input elements, indicating which inputs to focus on to make
a correct prediction. In natural language processing, attention mechanism is used to produce
representations for sequence pairs (for example, in language generation) or single sentences
(e.g., for sentence classification tasks).

Given as input a vector s and a context h1, ..., hn, the attention model creates a refined
representation of s by incorporating the information from the context, based on the relevance
of each context element hi to the given s. For each hi self-attention computes an attention
weight αij as follows:

αi = exp(ei)∑n
k=1 exp(ek)

ei = f(s, hi)

where n is the length of context sequence and f is an attention function. f can be implemented
with a dot-product, sum or be computed with a neural network.

Then the attention context vector for s will be a sum of the context elements hi weighted
by their attention scores:

c =
n∑

i=1
αihi (2.7)

The context vector c can be used to augment the representation of s, for example, by
concatenating them. Attention models were shown to work well for many natural language
tasks, where distant contextual information is important [6, 177]. Moreover, attention
computation can be effectively parallelized, as opposed to computations in sequential models.
Attention weights are also highly interpretable, allowing to investigate which sequence
elements were influential for creating contextual representations.

2.2.4.1 Transformer encoder

Transformer [158] is a state-of-the-art neural model based on attention mechanisms. Trans-
former is a sequence-to-sequence model, used to convert the input sequence to the output
sequence (for example, it can be used for machine translation). The use of attention mecha-
nisms allows Transformer to produce bidirectional input representations - capturing both
left and right context of the tokens, as opposed to unidirectional representations generated
by recurrent models.

Transformer consists of an encoder, for creating the representation of the input sequence,
and a decoder, for generating the output. The encoder in Transformer can also be used as a
standalone model for creating refined input sequence embeddings. In the following we will
provide a description of the architecture of a Transformer encoder.

One Transformer encoder module consists of two blocks: a multi-head self-attention
and a fully-connected feed forward neural network. Each block is surrounded by a residual
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connection [55] (which adds the unchanged input to the output of the block), which is
followed by layer normalization [4]. Transformer encoder is composed of several such modules
stacked on top of each other.

The input elements to the encoder are summed with sinusoidal positional encoding,
since attention mechanism does not preserve the information about the absolute positions.
Self-attention function in Transformer, called Scaled Dot-Product Attention, estimates the
compatibility of each word in the sequence (denoted as query Q) to the rest of the words
(keys K), which forms coefficients in the weighted sum of the values (V):

attention(Q, V, K) = V · softmax(QKT

√
dk

) (2.8)

where dk is the dimentionality of keys K, which scales the dot-product. In Transformer
encoder, Q, K, V are all the representations of the input elements.

To capture the information from different subspaces from the input, in Transformer
several attention functions are performed in parallel on different input projections, which is
called muli-head attention. The Q, K, V matrices are linearly projected h times, where h is
the number of attention heads, and attention function is applied to each projection:

headi = attention(QW Q
i , KW K

i , V W V
i ). (2.9)

where Wi are projection matrices. All heads are then concatenated and projected again:

MultiHead(Q, K, V ) = concat(head1, ..., headh)W O. (2.10)

where matrix W O maps from the projected dimension h ·dk back to the original dimension dk.
The second block of the encoder is a two layer position-wise feed forward network with a

ReLU activation between the layers:

ffn(x) = ReLU(xW1 + b1)W2 + b2 (2.11)

The output of an encoder module serves as the input to the next one, which performs
same operations on the input. After the last encoder module the output representation can
be used for further tasks; e.g., it can be passed to a Transformer decoder or a classification
layer.

2.2.4.2 Bidirectional Encoder Representations from Transformers (BERT)

BERT [32] is a model for creating deep contextualized representations of the input text.
BERT is usually pretrained on a very large unlabeled text corpus and then can be fine-tuned
for inference on other natural language tasks.

BERT is comprised of an embedding layer, several stacked Transformer encoder layers
and a task-specific output layer. BERT is pretrained on two tasks: (i) masked language
modelling and (ii) next sentence prediction.

In the masked language modelling task some tokens in the input are replaced with a
special [MASK] token. Given the information from the context of the masked input, BERT
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predicts the original value of the word, by producing the probability distribution over
vocabulary. In the next sentence prediction task BERT is trained on pairs of sentences,
trying to classify whether the second sentence was subsequent to the first one in the original
document. Both tasks do not need explicit labels in the corpus, making pretraining of BERT
semi-supervised.

BERT was shown to achieve state-of-the-art results on many NLP tasks [32], still it has
several limitations. The number of trainable parameters in BERT is very large (110 million
parameters in the BERTbase model and 345 million in BERTlarge), which makes training it
on a large corpus very time-consuming. Moreover BERT’s input cannot exceed 512 tokens,
which is too few for many tasks dealing with long texts. Trying to overcome this limitation
leads to splitting or cropping the input, which causes loss of information.

2.2.5 Zero-shot Learning

The term zero-shot learning refers to the models making predictions over the set of labels,
which may have been unobserved during training time. Zero-shot learning is applied to the
problems with scarce training data, where the labeled training instances cover only few of
the possible classes and test data can potentially contain unseen classes. One example of
such problem is classification in a dynamic environment, where new classes appear within
time; another example is a very fine-grained classification into a huge number of classes,
where capturing sufficient training samples for each class is infeasible.

Usually zero-shot problems are solved by mapping training and test instances to some
common latent representation space, where classification can be done easier. This mapping
is learnt from the observed classes at training and is applied to the zero-shot classes at test
time.

2.2.6 Document ranking

Information Retrieval (IR) addresses the task of searching through a document collection
and retrieving the documents, which are relevant to the given query. It involves creating
representations of both the documents (known as indexing) and the user’s query, and defining
a matching function between these representations, called a ranking model.

Indexing involves such operations as stemming, removing stop-words or creating inverted
index (the mapping from each vocabulary word to the documents it occurs in together with
the frequency of occurrence).

The ranking model outputs the optimal ranking of the documents with respect to the
given query. Ranking models range from boolean, vector or probabilistic methods to neural
models. In this section we give an overview of two ranking models we used in our research.

BM25 [135] is a popular probabilistic ranking model, based on the frequencies of query
terms appearing in each document. For a query Q = q1, ..., qn and a document D, BM25
produces a score:

score(D, Q) =
n∑

i=1
IDF (qi)

f(qi, D) · (k1 + 1)
f(qi, D) + k1(1 − b + b |D|

avg_doc_len )
(2.12)
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where f(qi, D) is the frequency of occurrence of the term qi in the document D, |D| is the
length of the document D and avg_doc_len is the average length of the document in the
collection. The parameters k1 and b can chosen freely. k1 parameter regulates how much
the document score can be affected by a single term; b controls the impact of the relative
document length. IDF (qi) is the inverse document frequency of the term qi, which can be
calculated as:

IDF (qi) = ln

(
N − n(qi) + 0.5

n(qi) + 0.5 + 1
)

(2.13)

where N is the number of documents in the collection, n(qi) is the number of documents
containing qi. Inverse document frequency effectively assigns lower scores to the terms that
are frequent in the document collection.

BM25 formula is intuitive and shows good results, even compared to the state-of-the-art
neural approaches. However, it requires exact term matches and does not consider the order
of the words in the query and the document.

K-NRM [173] is a neural ranking model with takes advantage of embedding similarity
between the query and document representations, addressing the limitations of the models
with exact term matches. K-NRM creates a translation matrix, containing the similarity
between each pair of query and document words. After that a kernel-pooling technique
is applied to extract soft match features (soft count of word pairs frequencies at multiple
similarity levels), which are used to produce the final ranking score. The kernel method
helps to handle the imprecise word matches, caused by calculating word similarity at a
single level.

2.2.7 Evaluation metrics

In this section we discuss classification and ranking quality metrics used for model evaluation
in our experiments. Depending on the nature of the predicted attribute (binary or multi-class;
single- or multi-label) we selected corresponding metrics.

Accuracy, recall, precision, F1. We first give the definitions for the classification metrics
in the basic binary case (positive or negative class):

accuracy = num correct predictions
num test instances (2.14)

precision = TP

TP + FP
recall = TP

TP + TN
(2.15)

where TP , true positives, is the number of true labels that the model correctly predicted;
TN , true negatives, is the number of true labels that the model failed to predict; FP ,
false positives is the number of incorrect models’ predictions. Precision shows how accurate
model’s predictions are, recall shows how many true labels the model could identify.

The output of the binary classifier depends on the score of the positive class: if the
score exceeds a particular decision threshold, the positive class is predicted, otherwise, the
negative. If the model scores classes with probabilities, the default threshold is usually set
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at 0.5; yet, depending on the model architecture and loss function used for training, it may
be beneficial to tune the exact value of the threshold. Varying decision threshold results in
changing TP and FN error counts (changing the number of instances to be classified as
positive), which causes one of precision or recall metrics to increase and the other one to
decrease. It is therefore useful to calculate their harmonic mean:

F1 = 2 · precision · recall

(precision + recall) (2.16)

AUROC. A Receiver Operating Characteristic (ROC) curve is a plot depicting the perfor-
mance of the binary classifier at varying decision threshold values. ROC curve is plotted in
true positive rate (TPR) vs. false positive rate (FPR) coordinates. TPR is equal to recall;
FPR is calculated as:

FPR = FP

FP + TN
(2.17)

AUROC metrics computes the area under the ROC curve. It can be interpreted as an
expectation that a randomly drawn positive example will be ranked higher than a randomly
drawn negative example. AUROC is a binary classification metrics and its extension to the
multi-class case requires binarizing the predictions.

Multi-class metrics. For multi-class predictions, precision, recall and F1 metrics can
be computed using micro or macro averaging. In case of micro averaging the metrics
are calculated globally across all classes; macro averaging implies calculating metrics per
class and averaging them. For example, the equations for micro and macro precision for
classification with N classes will look like:

precisionmicro =
∑N

c=1 TPc∑N
c=1 TPc +

∑N
c FPc

(2.18)

precisionmacro = 1
N

N∑
c=1

TPc

TPc + FPc
(2.19)

A confusion matrix is an N × N matrix which shows the number of misclassifications
between each pair of classes. The rows correspond to the true class labels and the columns
to the predicted labels; the number in the ij-th matrix cell denotes the number of times the
model predicted class j, when the correct label was class i. Confusion matrix is useful for
qualitative model analysis, allowing to notice systematic misclassifications.

2.2.7.1 Ranking metrics

Multi-class classification can also be viewed as a ranking problem, where the aim is to assign
the highest rank to the correct label in the list of class scores outputted by the model.

nDCG. A normalized Discounted Cumulative Gain (nDCG) measures the gain of placing
each label on its position in the ranked list of model’s predictions, based on labels’ relevance.
For classification problems we can set the relevance of all correct labels to 1, and 0 for
incorrect ones. A Cumulative Gain at rank r (CGr) is calculated as:
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CGr =
r∑

i=1
reli (2.20)

where reli is the relevance of the class at the position i in the ranked list of predictions.
CG only calculates the total relevance of predictions up to position r, irrespective of their
order. The Discounted Cumulative Gain (DCG) reduces the relevance impact of the correct
predictions logarithmically proportional to their position in the list:

DCGr =
r∑

i=1

reli
log2(i + 1) (2.21)

A normalized Discounted Cumulative Gain (nDCG) is a fraction of the achieved DCG
to the ideal one:

nDCGr = DCGr

IDCGr
IDCGr =

|relr|∑
i=1

reli
log2(i + 1) (2.22)

where IDCGr is an ideal DCG, calculated on the ranked list of only relevant results up to
the position r. For a perfect ranking model nDCGr = 1.

MRR. The mean reciprocal rank (MRR) is the ranking metrics, calculating the average of
the inverse ranks of correct predictions in the sorted list of results:

MRR = 1
N

N∑
i=1

1
ranki

(2.23)

where N is the number of test instances. MRR considers only the rank of the first correct
label; thus, it is not applicable to the multi-label classification.

2.2.8 Significance tests

The best performing model is usually selected based on comparing the evaluation metrics
computed on the models’ predictions on the same test set. However, the difference in
performance between two models can be caused by statistical fluctuations; significance tests
are used to eliminate the possibility of this.

The null hypothesis to test is that the mean difference between paired statistics of the
two given models is zero. Here we compare the arrays of predictions from the considered
two models, which are aligned so that each pair of predictions is calculated on the same test
sample.

2.2.8.1 Paired t-test

Paired t-test is the most widely used significance test in machine learning. To compute
sample-based t-test for a specific metrics x, we first need to compute this metrics on each
individual sample i. For example, in case of MRR metrics, one prediction of the model A
will be:

xA
i = 1

ranki
(2.24)
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Let xi = (xA
i − xB

i ) be the difference of statistics on predictions of models A and B for
an instance i. We compute the average and standard deviation of the differences between all
pairs:

x̄ = 1
n

n∑
i=1

xi σ =

√∑n
i=1(xi − x̄)

n − 1 (2.25)

where n is the number of test samples. Then t-statistics for the Student’s t-test can be
computed as follows:

t = x̄

σ
√

n
(2.26)

After that, we find the p-value - the probability of obtaining test statistic at least as
extreme as the observed statistic under the null hypothesis: p = Pr(T ≥ t|H0). Under the
null hypothesis, the obtained statistic follows a t-distribution with (n−1) degrees of freedom;
the probability Pr(T ≥ t|H0) can be looked up in statistical tables for t-distribution.

Finally, the obtained p-value is compared to a pre-selected cutoff value (usually set to
be 0.05). If computed p is less than the cutoff, the null hypothesis can be rejected and we
can conclude that the results of models A and B are significantly different with respect to
selected metrics x.

Sample-based t-test can be computed for micro averaged evaluation metrics; in the case
of macro averaging, the paired arrays of evaluation metrics for the two models represent the
metrics computed on each class, as opposed to each test sample. For instance, for macro
MRR the computation for each class i will be:

xA
classi

= 1
ni

ni∑
j=1

1
rankj

(2.27)

where ni is the size of class i and each instance j in the summation has class i as the true
label. After that all calculations of t-statistic (Equations 2.25-2.26) and p-value are the same
as in the sample-based case.

2.2.8.2 McNemar’s test

When the number of samples (classes) serving as input to t-test is small (which is topical for
macro-averaged metrics on a small number of classes), t-test might yield imprecise results
(as

√
n directly influences the computation of t-statistic). Instead, for such cases one can use

McNemar’s test [33] to evaluate the significance of the difference in two models’ predictions.
McNemar’s test is based on 2 × 2 contingency table of the counts of misclassifications for

models A and B, computed on matched pairs of samples.

model A correct model A incorrect
model B correct n00 n01

model B incorrect n10 n11

Table 2.1: Contingency table for McNemar’s test.
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For example, the value n11 from Table 2.1 denotes the number of samples both models
A and B classified incorrectly. The null hypothesis in McNemar’s test is that the number of
misclassifications for both models is the same, i.e., n01 = n10. The test uses χ2 statistics:

χ2 = (|n01 − n10| − 1)2

(n01 + n10) (2.28)

Under the null hypothesis the computed statistics follows χ2 distribution with 1 degree
of freedom; the p-value can be found from corresponding tables for χ2. Similarly to the
t-test case, the significance of experiment is proven by comparing the obtained p-value to
the selected cutoff value.
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Training supervised models for personal attribute prediction requires significant
amounts of labeled data. Although there is plenty of available dialogues for training
chat-bots, the speakers’ profiles containing personal information are rarely accessible.

There is only a limited number of publicly available conversational datasets labeled with
speakers’ attributes, mostly containing only mere basic demographic facts, like gender or
age. To efficiently train models for inferring rich user profiles we create large scale datasets
containing a wide range of personal attributes.

Our work is focused on personal attribute prediction from the textual representation
of the dialogues. We distinguish different sources of conversational data in textual format:
spoken dialogue transcripts, private messages and emails, posts in web discussion forums,
etc. In this chapter we describe our work on collecting and labelling (i) transcribed dialogues,
and (ii) social media submissions. All discussed datasets are available at http://pkb.mpi-
inf.mpg.de.

3.1 Background
In this section we elaborate on the methods for manual data labeling and evaluation of the
obtained results. To annotate the datasets described in Section 3.2 we turn to crowdsourcing
using MTurk online platform.

http://pkb.mpi-inf.mpg.de
http://pkb.mpi-inf.mpg.de
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Crowdsourcing is a powerful tool for getting annotations for large volumes of data at
a low cost. Crowdsourcing is the process of solving a task by collecting and aggregating
opinions from a group of people, called annotators. Each annotator does not have to be an
expert in the given task; a reasonable quality of the results is achieved by aggregating the
annotations of a large number of people, e.g. using majority voting. The details on various
answer aggregation approaches will be given in Section 3.2.3.3.

Mturk crowdsourcing platform. Amazon Mechanical Turk (MTurk) is a crowdsourcing
online tool, which enables researchers to publish surveys for data collection. The published
Human Intelligence Tasks (HITs) are usually simple, so that they can be completed within
a short time by a human annotator, yet HITs are hard for automated methods (for example,
psychological surveys). Each completed HIT comes with metadata, such as the annotator’s
id or completion time, allowing to maintain the annotation quality by filtering out regularly
underperforming workers. MTurk has proven to be a reliable tool, providing cheap data
annotations [115] used by researchers in many scientific areas. Crowdsourcing on MTurk
allows the access to a more diverse demographics of annotators, as opposed to hiring live
participants.

Inter-annotator agreement metrics. Evaluating the reliability of crowdsourced annota-
tions using inter-annotator agreement metrics is an important step to ensure high quality
of the collected labels. Additionally, calculating the degree of agreement allows to get an
insight into the difficulty of the annotation task, which is helpful for modelling and refining
the crowdsourcing assignments.

Fleiss’ kappa [39] is a statistical inter-rater agreement measure applicable to the anno-
tations for the multi-class classification problems. This metric allows any fixed number of
annotators per item and evaluation of each item can be done by a different set of annotators.
Fleiss’ kappa computes the degree of the obtained inter-rater agreement over the agreement
expected by chance.

Let N be the number of annotated pairs, indexed by i = 1, ..., N ; K be the number of
classification labels, indexed by j = 1, ..., K; and nij be the number of annotators, who
assigned j-th label to the i-th item. We first calculate the agreement of annotators per item
Pi and the proportion of items per label pj :

Pi = 1
n(n − 1)

K∑
j=1

nij(nij − 1)

pj = 1∑K
i=1 ki

N∑
i=1

nij

Then Fleiss’ kappa κ is calculated as follows:

κ = P̃ − P̃e

1 − P̃e

(3.1)

where

P̃ = 1
N

N∑
i=1

Pi P̃e =
k∑

j=1
p2

j (3.2)
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The denominator in the equation for κ shows the degree of agreement reachable above
chance; the numerator shows the agreement that has actually been achieved. κ = 1 denotes
perfect inter-rater agreement.

To account for the multi-label case we modified Fleiss’ kappa calculations as follows: for
each item i = 1, ..., N we denote ki to be the number of labels which were selected by at
least one annotator for the item i. To calculate multi-label Fleiss’ kappa we only have to
change the equations for Pi and pj :

P multi
i = 1

kin(n − 1)

K∑
j=1

nij(nij − 1) (3.3)

pmulti
j = 1∑K

i=1 ki

N∑
i=1

nij (3.4)

leaving the equations 3.1-3.2 the same as before. The single-label Fleiss kappa variant is
used in Section 3.2.2.2 to evaluate the manual annotation of the profession attribute and in
Section 3.3.3.6 to validate the precision of the weakly-supervised labeling approach; we use
multi-label kappa in Section 3.2.3 to estimate the agreement on crowdsourced labeling of
inter-speaker relationships.

3.2 Movie script dataset
Following prior work on personalized dialogue systems, we explore the applicability of
fictional dialogues from TV or movie scripts to approximate real-life conversations [83, 89].
Movie scripts are a practical source of transcribed conversations because they are freely
available, dialogue-intensive, and each utterance has the speaker marker (unlike, for example,
dialogues in novels). Exemplary conversations from popular movies are shown in Figure 3.1.

Specifically, we created two datasets consisting of characters’ utterances: Movie Character
Attributes dataset (MovieChAtt), labeled with speakers’ demographic attributes (age, gender,
profession), and Film Relationship dataset (FiRe), labeled with characters’ interpersonal
relationships.

Excerpt from “Men in Black” (1997) Excerpt from “The Help” (2011)

Figure 3.1: Examples of conversations in the movie scripts.
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3.2.1 Related work

In this section we give a brief overview of the existing conversational datasets of speakers’
personal attributes and interpersonal relationships. We outline their shortcomings, which
we addressed by collecting our own datasets.

3.2.1.1 Datasets of demographic traits

Many conversational datasets labeled with personal attributes are not publicly available
due to privacy protection of the speakers’ data. The few accessible datasets include spoken
dialogue transcriptions [23, 93] and artificially created conversations [61, 183].

Cieri et al. [23] gathered transcribed telephone dialogues on the given general topics;
each speaker indicated their age, gender, dialect, education and occupation. Love et al. [93]
created a corpus of transcribed casual conversations of British English speakers, where all
speakers specified their demographic (age, nationality, etc) and linguistic attributes (mother
tongue, dialect).

Joshi et al. [61] introduced an extension to the bAbI goal-oriented user-chatbot dialogue
dataset [12], providing the users’ ages, genders and food preferences. Zhang et al. [183]
created a crowdsourced conversation dataset, Persona-Chat, where each speaker had to
employ the given personality, described with a few sentences. A drawback of Persona-Chat
is that it provides only textual descriptions of personas, as opposed to precise demographic
facts. In general, the conversations created in a controlled way sound artificial, lacking of
natural topic drifts and unnecessarily emphasizing the required content.

3.2.1.2 Datasets for relationship prediction

Two popular sources of conversational data for interpersonal relationship inference are literary
texts and movie scripts. Several studies provided annotated relationships of the characters in
novels as binary labels [16] (positive or negative sentiment) or described as bags-of-words [58].
Massey et al. [101] annotated the characters in literary texts with relationships on different
granularity, additionally indicating the temporal change in relationship.

Compared to literary texts, movie and series scripts provide dialogues in a structured
format, simplifying speakers’ identification. Chen et al. [20] collected conversations from
Chinese TV series scripts and used three annotators to label them with 24 relationships and
7 emotions. The relationship labels were hierarchically split by field (family, school, company,
other) and seniority (elder, peer, junior). TV series scripts were also used by Yu et al. [178],
where the script of Friends series was annotated by two judges with 36 predicates for relation
extraction task, where 14 of the predicates indicated the relationship between people. Jia
et al. [59] annotated relationships of the characters in the movie scripts with 13 relationship
labels, belonging to four main categories (family, intimacy, official, others), resulting in the
DDRel dataset.

Unlike most prior works, we consider directed relationships (e.g., parent and child as
separate labels) and allow each speaker pair to have multiple relationship labels. Moreover, our
crowdsourced annotation is based on the fine-tuned agreement among at least 6 annotators,
which provides more reliable aggregated results than in most related works.
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3.2.2 MovieChAtt dataset

To overcome the limitations of the existing datasets of transcribed conversations we introduce
Movie Character Attributes dataset (MovieChAtt). MovieChAtt is based on a subset of
characters in the Cornell Movie-Dialogs Corpus [28] consisting of 617 movie scripts. From
each movie we derive a sequence of utterances for each character, excluding the characters
who have less than 20 lines in the movie. We label the acquired characters with age, gender,
and profession attributes. The details on the attribute value lists and label distributions are
given in Table 3.1; the overall dataset statistics are given in Table 3.4. In the following we
describe the labeling process for each personal attribute.

Age Gender Profession

adult (2645) female (959) criminal (194) writer (45) manager (19) airplane pilot (12)
middle-aged (1183) male (1003) military personnel (143) unemployed (39) banker (17) nurse (12)

teenager (389) student (84) musician (36) school teacher (17) clerk (11)
senior (220) child (83) lawyer (32) psychologist (17) professor (11)
child (74) special agent (77) actor (32) journalist (16) photographer (9)

businessperson (71) politician (26) waiter (16) activist (9)
policeman (66) priest (24) director (16) engineer (8)
housewife (66) astronaut (24) editor (15) painter (7)

doctor (63) assistant (24) salesperson (14) explorer (5)
scientist (58) sportsman (20) driver (14) stewardess (4)
detective (58) monarch (20) tv/radio presenter (13)

Table 3.1: Lists of age, gender and profession attribute values in the MovieChAtt Dataset
with value counts.

3.2.2.1 Labeling age and gender

We extracted characters’ gender and age attributes by associating the characters with their
entries in the Internet Movie Database (IMDb) and extracting the corresponding actor or
actress’ attributes at the time the movie was filmed, assuming that the gender of the actor
and the character coincide in most cases.

This yielded 1,963 characters labeled with their genders and 4,548 characters labeled
with their ages. We discretized the age attribute into the following ranges: (i) 0–13: child, (ii)
14–23: teenager, (iii) 24–45: adult, (iv) 46–65: middle-aged and (v) 66–100: senior. In our data
the distribution of age categories is highly imbalanced, with adult characters dominating
the dataset (58.7%) and child being the smallest category (1.7%).

3.2.2.2 Labeling professions

To obtain the ground-truth labels of characters’ profession attributes, we conducted a
Mechanical Turk crowdsourcing task to annotate 517 of the movies in our corpus. The
workers were asked to indicate the professions of characters in a movie given the movie’s
Wikipedia article. The workers were instructed to select professions from a general predefined
list if possible (e.g., doctor, engineer, military personnel), and to enter a new profession
label when necessary. We manually defined and refined the list of professions based on
several iterations of MTurk studies to ensure high coverage and to reduce ambiguity in the
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Family Social Professional

parent (41)* friend (208)* colleague/co-worker (67)* boss/employer/master (29)*
child (48)* enemy (27)* doctor/patient (medical, 19)* employee/servant (34)*

sibling (37)* (ex-)love interest (lover, 187)* client/seller (commercial, 19)* religious relationship
(ex-)spouse (69)* fan classmate

engaged idol teacher
distant family member members of the same club student

Table 3.2: List of relationship labels split into categories. Labels marked with * are included
in the final dataset and are supplied with number of acquired pairs.

options(e.g., journalist vs reporter). We also included non-occupational “professions” that
often occur in movies, such as child and criminal.

Fleiss’ kappa for the crowdworkers’ inter-annotator agreement is 0.47. Disagreement was
oftentimes caused by one character having multiple professions (Batman is both a superhero
and a businessman), or a change of professions in the storyline (from banker to unemployed).
We kept only characters for which at least 2 out of 3 workers agreed on their profession,
which yielded 1405 characters labeled with 43 distinct professions. The highly imbalanced
distribution of professions, shown in Table 3.1, reflects the bias in our movie dataset, which
features more criminals and detectives than waiters or engineers.

3.2.3 FiRe dataset

Addressing the need for a relationship dataset with directed, multi-label interpersonal
relationships of the conversation interlocutors we issue Film Relationship dataset (FiRe).
Compared to similar datasets, FiRe provides fine-grained relationship annotations, allowing
multiple directed relationship labels per speaker pair.

3.2.3.1 Data preparation

We use the Jinni Movie Dataset collected in Gorinski and Lapata [47], which provides
speaker labels for each utterance as well as the film genre metadata. We selected the movies
which:

• can be automatically associated with their Wikipedia page for annotation purposes

• have real-life genres, such as drama or family, to better approximate real-life conversa-
tions.

The selection of realistic movie scripts distinguishes FiRe from other character relationship
datasets, such as in Jia et al. [59]. The model trained on FiRe is potentially more adaptive
to real-life dialogues.

For each pair of characters we kept only the film scenes where they are the only
participants. Additionally, we include all uninterrupted dialogue spans of the considered
pair in the scenes with exactly three characters. We kept only the pairs which have at least
30 utterances throughout the whole movie.
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partial accuracy total accuracy precision recall

MV 0.98 0.68 0.88 0.76
GLAD 0.98 0.67 0.88 0.76
DS 0.97 0.59 0.79 0.82
BCC 0.98 0.67 0.83 0.85

Table 3.3: Comparison of answer aggregation methods.

3.2.3.2 Crowdsourcing annotation

Inspired by Massey et al. [101], we manually created a list of 21 fine-grained relationships,
divided into three categories: Family, Social and Professional (Table 3.2). We annotated
character pairs in our dataset using MTurk, following the task design described in Massey et al.
[101]. For each character pair a worker was supposed to indicate all applicable relationships,
given the links to the movie descriptions (Wikipedia and GradeSaver, if available). Based
on several pilot runs we opted to assign the labels agreed by 4 out of 6 annotators.

3.2.3.3 Label aggregation

We selected the best label aggregation method based on the evaluation of several state-of-the-
art models, ranging from the basic majority voting to the more complex resource-intensive
methods. To create the ground truth for comparison, we manually annotated 15% of the
pairs, retaining the labels on which 2 out of 3 annotators agreed.

We used a Crowdsourcing benchmark by Zheng et al. [187], implementing state-of-the-art
aggregation approaches, which enabled us to try different aggregation methods. We report
the results of the best performing ones:

• David Skene model (DS) [31] is based on Expectation Maximizaion algorithm (EM),
which jointly estimates the expertise of workers and the task label. This method has
shown consistently optimal performance in many studies.

• Generative model of Labels, Abilities, and Difficulties (GLAD) [167] is an extension to
EM that additionally estimates the difficulty of each task.

• Bayesian Classifier Combination (BCC) [68] uses Gibbs sampling to optimize the
posterior joint probability of labels and workers.

We compare them to the majority voting (MV) approach. Note, that most of the models
are based on the assumption of single-label answers, so we had to reformulate the problem
as multiple binary decision problems to fit them.

Taking into account that each pair can have multiple labels associated with it and that
the agreement can be reached only on a subset of those labels, we propose to evaluate both
partial accuracy (the workers’ answers partially match the golden set) and total accuracy
(the workers’ answers and the golden set are identical). Additionally, we evaluate precision
and recall for all approaches. The results are shown in Table 3.3.

The compared models show almost equal performance, with MV having the greatest
total accuracy and BCC yielding the best recall. We opted to use MV aggregation, as we
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MovieChAtt FiRe Series

avg max avg max avg max

words per utterance 11 556 13 602 13 340
utterances per pair 79 471 99 597 417 15,216
words per pair 823 7798 1,087 3,977 6,562 188,676

Table 3.4: Statistics for MovieChAtt, FiRe and Series datasets.

consider high precision and accuracy more important for this task; additionally, MV is easier
to interpret. One reason why the iterative approaches do not outperform simple majority
voting is that most MTurk workers label only 1-2 samples, which is too few for the iterative
models to effectively infer the workers’ expertise.

To further ensure the high quality of our annotated data, we used the Honeypot
method [77], where the questions with the known true answers (honeypots) are mixed
into the task. The workers’ scores are calculated as the fraction of their correct answers
to the honeypots; the workers who did not get any honeypots were assigned an average
score. After that all workers’ answers are scaled by the obtained scores and the label was
considered as correct if the sum of its votes exceeded a threshold, finetuned on the annotated
set.

3.2.3.4 Dataset analysis

We obtained a multi-label Fleiss kappa of 0.45, which corresponds to moderate agreement.
In total we collected 783 annotated character pairs from 254 films, of which 5% are labeled
with multiple relationships. The original set of labels was filtered to include only those
which have at least 20 representative samples, resulting in 12 labels. Summary statistics of
the final dataset are given in Table 3.4 and the relationship label distribution in Table 3.2.
We observed that the label distribution is heavily biased towards friend and lover labels,
encountered almost three times more often than the third most popular label spouse.

3.2.3.5 Series dataset

We created an additional dataset of labeled TV series scripts, which are different from
film screenplays, because they contain a longer history of interactions. The scripts of the
series were crawled from IMSDb. As there is no information about scene boundaries in the
gathered scripts, for each given character pair we kept only the uninterrupted sequences of
at least 7 utterance turns.

For the resulting dataset we selected the series which would be realistic and diverse in
topics. Following the same crowdsourcing annotation procedure as for FiRe, we collected
365 labeled pairs with 0.33 Fleiss’ kappa agreement; the dataset statistics are included
in Table 3.4. Compared to FiRe, character pairs in this dataset have larger number of
utterances, around four times as much on average.
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3.2.4 Discussion

Although the dialogues in films resemble real-life conversations, they sometimes sound
artificial and allegorical, being produced from an existing script and well-rehearsed. Compared
to real conversations, the interactions in the movies usually contain less colloquial speech,
abbreviations and dialect words, so that they are more understandable to the general
audience. Another drawback of using movie data is that many films have unrealistic elements
in their plot, which can not be completely handled by our proposed genre filtering. Finally,
the distribution of labels for some personal attributes in the movies do not follow those in
real life (for example, big bias towards lover/friend relationships or heroic professions).

3.3 Social media submissions
Reddit is a popular social media platform for discussing a wide range of topics. It has
become an prominent source of information for data analysis on social media as it provides
an abundance of data with rich structure. Such data has many applications, including
personalizing healthcare [51], recommendations, search, and conversational agents. Reddit is
used by approximately 330 million users1 with 2.8 million comments written each day2.

Despite its popularity and abundance of data, few have considered Reddit as a source
for inferring users’ personal traits. However, many Reddit submissions contain a sufficient
amount of personal information; an exemplary submission, indicating the user’s hobby, is
shown in Figure 5.2. Prior work has focused on Reddit merely as a source of demographic
information, whereas rich attributes, like profession and hobby, are usually overlooked.

Figure 3.2: Example of a Reddit comment.

We address this gap by creating a labeled dataset of Reddit users (including their posts
and comments) that covers five user attributes: profession, hobby, family status, age, and
gender [153]. The collected submissions can be used as a proxy for dialogue utterances in
conversational data research.

3.3.1 Related work

Automatic methods for identifying users’ personal attributes from social media focus on
user-generated content from Twitter, with a few exceptions that explore Facebook [138, 140]
or Reddit [34, 38, 46] posts. Such methods, particularly supervised learning approaches,
require a collection of user-generated content labelled with personal attributes of interest.

Data collection for such models is mostly done via: manual annotation after a focused
search with specific keywords or hashtags [123, 130], public profile linked to Twitter profile

1https://redditblog.com/2018/11/13/holiday-on-reddit
2https://www.digitaltrends.com/social-media/reddit-ads-promoted-posts

https://redditblog.com/2018/11/13/holiday-on-reddit
https://www.digitaltrends.com/social-media/reddit-ads-promoted-posts
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description [14, 40], self-reports as part of an online survey [38, 40, 122, 124, 138, 141], or
pattern-based extraction approach (e.g., (I|i) (am|’m|was) born in + number (1920-2013))
on user profile description or user posts [34, 70, 146, 152]. Several works [9, 10] made use
of labelled datasets published within the shared task on author profiling organized by the
CLEF PAN lab [41, 120].

There has been less effort on identifying demographic attributes of Reddit users compared
with the body of work that exists for Twitter users. However Reddit posts have been exploited
for other purposes, such as determining users’ personality [46], mental health condition [24],
domestic abuse [139] and irony detection [160], among others. Thelwall and Stuart [151]
investigate how the topic of a subreddit influences the gender ratio within it. The study was
performed on 100 subreddits grouped by interest; gender information about the users was
collected by guessing it from their usernames, which is arguably a low-precision strategy.
Smaller scale Reddit datasets exist for gender, age and location attributes [34, 38], which
are unfortunately not publicly available. As far as we know, we are the first to consider
hobby as a personal attribute of interest to be identified from online communication.

3.3.2 Background

Posts and Comments. Discussions on Reddit are organized in threads, which are initiated
by an original post and may contain comments replying to the post and to the other
comments. This creates a hierarchical structure that resembles a conversation between the
users. Both posts and comments can be a textual content, a link with anchor text or images.

Subreddits. Reddit is organized into subreddits, which are fora that focus on specific
topics. Those can be split by interest (sports, politics, etc), by country or community, type
of content (text, gifs, videos), and so on. Subreddits have their own rules, but any registered
user can create them. By convention, subreddits are prefixed with /r. For example, users
discuss hockey in the /r/hockey subreddit.

Flairs. Flair is a user or post metadata that is a unique feature of Reddit. Flair is a small
image with a short text description that is attached to a post or a username. Flairs can
be defined differently for specific purposes by each subreddit. For example, in /r/travel

subreddit they may indicate the country of the user, gender in /r/AskMen and /r/AskWomen

or users’ favorite teams in /r/hockey. Flairs for posts can be useful to filter and search for a
particular content.

3.3.3 RedDust dataset

In this section we describe our proposed RedDust dataset, containing a collection of Reddit
users. Each user in the dataset is associated with posts and comments they produce (which
we call submissions in the following) and users’ inferred personal attributes. We considered
five personal attributes including gender, age, family status, profession and hobby. The
dataset is created from the openly published Reddit dump, which spans between 2006
and 2018.

There are several criteria on which users and submissions are included in RedDust, i.e.,
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users who posted between 10 and 100 submissions, and submissions containing between 20
and 100 terms after filtering. We filtered out hyperlinks and user mentions (i.e., @nickname)
from the original content.

Some subreddits are likely to contain many false positives, such as those concerned
with video games or role playing. This leads to personal assertions talking about the users’
projected persona in a particular context (e.g., “I am a priest looking for a guild”). To
mitigate this source of false positives, we blacklisted subreddits about gaming, fantasy and
virtual reality from the top 500 subreddits sorted by the number of unique users. Posts
made to blacklisted subreddits were discarded. Similarly, we discarded posts that contain
quotations in order to reduce the possibility of the user referring to a third person (“... and
he shouted ‘Hands on the counter, I am a cop!’ ”).

For attributes that usually have a unique value (i.e., gender, age and family status) we
also exclude users who state multiple different values to avoid introducing false positives.
Meanwhile, we allow each user to have multiple attribute values for profession and hobby.
The age of a given user is calculated relative to his or her age when writing the most recent
comment. In the following we discuss particular techniques used to extract values for each
personal attribute.

3.3.3.1 Gender

Gender has been the most popular user attribute to predict in existing user profiling work,
particularly on Reddit [34, 151, 157]. In RedDust we consider gender as a binary predicate
(female or male) as has been done in prior work.

Instead of considering usernames as a means for gender classification, as was done by
Thelwall and Stuart [151], we look for self-reported gender assertions, which provide labels
of higher precision. Specifically, we identified users’ gender using the following methods:

• Natural language patterns. Following Fabian et al. [34], we manually created a
set of patterns that indicate a specific gender. They have the general form of (I

am|I’m) a? <gender indicator>, meaning that matches should contain ‘I am’ or ‘I’m’,
optionally followed by an article ‘a’, then a word that indicates gender like ‘man’
or ‘mother ’. A comprehensive list of patterns we used is given in Table 3.5, and the
indicative gender words are shown in Table 3.6. Although the gender of a given user
can be expressed in a longer snippet like “I am a great mother”, we do not allow extra
words like ‘great’ to appear before gender-indicating words. This reduces false positives
from statements like “I’m a far cry from my mother”.

• Bracket patterns. In certain situations, users often volunteer to indicate their
demographic information in order to give their posts more context (“I [30f] was dating
this guy [35m]...”). This is common in relationship-related subreddits, where the users’
age and gender are often relevant to the discussions. These cues are generally written
in round or square brackets. To reduce false positives, we do not consider such patterns
when they appear without brackets. To capture gender and age expressed in this way,
we look for patterns of the form (I|I’m|me) [<number>(m|f)].
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attribute pattern(s)

gender (I am|I’m) a? <gender indicator> (e.g., man, mother)

age (i) I (was|am) born in <four digit year>

(ii) I (was|am) born in <two digit year>

(iii) I was born on <day, month, year>

(iv) I am <number> years old

(v) I am <number> immediately followed by punctuation or conjunction

family status (i) I am <self-status indicator> (e.g., divorced, single)

(ii) (my|I have a) <partner indicator> (e.g., wife, boyfriend)

profession (I am|I’m) a <profession name>

hobby <phrase indicator> (e.g., I enjoy, I like) <hobby name>

Table 3.5: Patterns for labeling Reddit users with personal attributes.

• Flairs. Like Vasilev [157], we also consider gender-indicating flairs attached to users.
This logic is subreddit-specific, so we restrict ourselves to common subreddits. For
example, in subreddits /r/AskWomen and /r/AskMen the flair is one of male, female,
trans, and so on, whereas in /r/tall and /r/short the flair is either pink, blue, or
other.

3.3.3.2 Age

We label users’ posts with age predicate using similar techniques as for gender:

• Natural language patterns. To infer users’ age, we utilized five patterns listed in
Table 3.5, with pattern (v) specifically designed to avoid false positives as in “I am 6
feet tall”. We then calculated the exact age for patterns (i)-(iii) by subtracting the
birth year from the publishing year of the post containing such patterns.

• Bracket patterns. Numbers indicating age were jointly collected along with gender,
as described in the above-mentioned bracket patterns for gender.

Finally, we made sure that the obtained ages for users in RedDust are within the range
of 10-100 years old, since users under 13 are not allowed to register and there are unlikely
to be many users above 100 years old. This is helpful for reducing false positives, such as
those in conditional sentences (“as if I were 5 years old”).

3.3.3.3 Family status

We consider family status as a binary predicate indicating whether a person is single or
has a partner. Similar to labeling gender, we relied on natural language patterns containing
indicative words, which are detailed in Tables 3.5 and 3.6, respectively. We distinguished
two cases of indicative words: (i) self-status indicator, used when the speaker refers to her
own status (“I am divorced”); and (ii) partner indicator, when the speaker refers to the
existence of a partner (“My boyfriend”).
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attribute value word/phrase indicators

gender female woman, female, girl, lady, wife, mother, sister
male man, male, boy, husband, father, brother

family status single self-status: single, divorced, widow, spouseless, celibate, unmar-
ried, unwed, fancy-free

partner self-status: married, engaged, dating
partner: boyfriend, spouse, girlfriend, fiancee, lover, partner, wife,
husband

hobby - my hobby is, I am/I’m fond of, I am/I’m keen on, I like, I
enjoy, I go in for, I take joy in, I adore, I love, I play, I fancy,
I am/I’m a fan of, I am/I’m fascinated by, I am/I’m interested
in, I appreciate, I practise, I am/I’m mad about

Table 3.6: Words and phrases considered as indicators used in patterns for labeling personal
attributes.

We additionally collected matches of negated patterns of both (i) and (ii) in order to
expand the labelled data. Furthermore, given that the indicator word single is often used in a
more general context (e.g., ‘single player ’, ‘single bed’), we restricted the patterns containing
this particular word, so that it should be immediately followed by punctuation, conjunctions
or few allowed words like ‘father ’.

3.3.3.4 Profession

To obtain profession labels we consulted a list of occupation names from Wikipedia3 and
recursively added all titles under subcategories. The resulting list consists of about 1K
professions and contains a lot of fine grained occupations, some of which are redundant or
ambiguous. Our strategy is to capture as many profession assertions as possible, giving the
users of RedDust the opportunity to filter and group the professions depending on their
specific use cases.

Each profession in the list was considered as profession name in the pattern (I am|I’m)

a <profession name> that we used to label Reddit users with the profession attribute. After
performing pattern matching against the whole Reddit dataset, we were left with 832 unique
profession names in RedDust.

3.3.3.5 Hobby

Similar to collecting names of professions, we obtained a list of hobbies from Wikipedia4 and
utilized them as hobby name in our natural language patterns for the hobby attribute. We
used a diverse set of patterns of the form <phrase indicator> <hobby name>, where phrase

indicator is a phrase like ‘my hobby is’ or ‘I enjoy’, as listed in Table 3.6. Using the pattern
matching approach, users in RedDust were labeled with 336 unique hobby names in total.

3https://en.wikipedia.org/wiki/Category:Lists_of_occupations
4https://en.wikipedia.org/wiki/List_of_hobbies

https://en.wikipedia.org/wiki/Category:Lists_of_occupations
https://en.wikipedia.org/wiki/List_of_hobbies
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attribute precision #false positives #disagreements

gender 0.96 2 2
age 1.0 0 2
family status 0.86 7 8
profession 0.96 2 2
hobby 0.94 3 9

avg/total 0.94 14 23

Table 3.7: Number of false positives and inter-rater agreement on RedDust.

3.3.3.6 Labeling evaluation

To validate the high-precision nature of our labeling approach, we asked three human
annotators to verify the correctness of labels for each predicate. We randomly sampled 50
labeled posts for each attribute and asked annotators to indicate whether the given label
matched the user’s actual assertion. The decision to accept or reject the label was based on
a majority vote from the annotators.

The results of this human evaluation are shown in Table 3.7. In total there were 23
instances without perfect annotator agreement (out of 250 total instances for five attributes),
which indicated 14 false positives after taking a majority vote. Half of these false positives
came from the family status attribute, due to ambiguous usage of words like ‘partner ’ in
statements like “I have a partner in this crime”. Despite such false positives, the average
labeling precision for all personal attributes in RedDust is 94%. Furthermore, we also
measured annotator agreement with Fleiss’ kappa as 0.67 on average for all attributes, which
indicates a substantial agreement; the worst agreement (0.59) was reached for the family
status attribute.

3.3.4 Data statistics and analysis

In this section we present the quantitative and qualitative analysis of the RedDust resource.
In Table 3.8 we present the overall statistics of the dataset. Figure 3.3 shows the chart of
the user count per each post count. From this plot we conclude that the users in our dataset
tend to have a small number of posts.

attribute #users #posts #subreddits

gender 54.88K 2.49M 28.25K
age 122.20K 5.80M 44.07K
family status 11.77K 0.56M 14.76K
profession 74.86K 3.63M 37.49K
hobby 89.07K 4.42M 41.31K

total 352.78K 16.9M 165.88K

Table 3.8: Overall RedDust statistics for each attribute.

Almost 19K users in RedDust have two personal attributes known, 980 users have three
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Figure 3.3: Counts of users having x number of Reddit posts.

Figure 3.4: Co-occurrence of the most common professions and hobbies.

and 28 have four attributes known, which amounts to 6% of the users having multiple
personal attributes in total. For such users it is interesting to look at the interplay between
different personal traits, for instance, the correlation between users’ occupations and general
interests. In Figure 3.4 we plot a heat map which represents the co-occurring values for these
two predicates. For this experiment as well as the subsequent ones, we limit the number
of professions and hobbies to the top k ones (k = 20 and k = 30 for profession and hobby,
respectively), sorted by the number of labeled users per value.

We observed intuitive correlations such as: musicians often play guitar ; runners have
running as the main interest; college students like to read but are also interested in video
games five times as much as any other professions; and curiously, shooting is popular among
photographers, most probably because of shooting being an ambiguous term.

We also considered other pairs of attributes, namely profession and gender, for which we
show the gender distribution of each profession in Figure 3.5. The analysis revealed common
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Figure 3.5: Gender distribution among professions.

prejudices like female nannies or male programmers, as well as several surprising insights
(prevalence of female runners and bartenders) possibly specific to Reddit communities.

3.3.5 Labeling Reddit data with weak supervision

While using explicit statements in brackets (e.g. [35f] indicating a 35-year-old female) and
flairs is a reliable way to get age and gender of the users, utilizing natural language patterns
(e.g. “I am a doctor”) is a much nosier method, producing many false positive errors. In
addition to that, the explicit assertions, required for the pattern-based approach are rare,
because the users usually hint to their personal traits with subtler cues (for example, a
profession doctor can be deduced from the frequent use of medical terms in the posts).

Keeping in mind these limitations of the pattern-based approach we turn to the weak
supervision method to create a refined dataset for hobby and profession user traits.

Snorkel. We used the Snorkel framework [133], which allows data labeling using weak
supervision. Snorkel does not require manual evaluation of each data sample, instead it
relies on the outputs of multiple labeling functions, such as patterns or heuristics, which
are manually specified and can be potentially noisy. The accuracies and correlations of the
labeling functions are then estimated by automatically deriving the generative model over
the labeling functions. The generative model weights and combines the outputs of labeling
functions to produce final list of probabilistic labels.

We modified the criteria for including Reddit submissions, so that they are: (1) authored
by users having 10-50 posts, (2) 10-40 words long, and (3) containing a personal pronoun
(except for 3rd person ones). Requirements (1) and (2) were derived from observing the
word and post distributions on the full dataset. Requirement (3) comes from the assumption
that posts containing personal pronouns are most likely to contain personal assertions.
These restrictions allow us to select posts that look more similar to the real conversation
(i.e., relatively short and containing references to the speakers with personal pronouns). In
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profession hobby

positive negative positive negative

i am/i’m a(n)
my profession is
i work as
my job is
my occupation is
i regret becoming a(n)

(no/not/don’t
within pos. patterns)

i am/i’m obsessed with
i am/i’m fond of
i am/i’m keen on
i like
i enjoy
i love
i play
i take joy in
i adore
i appreciate
i am/i’m fan of

i am/i’m fascinated by
i am/i’m interested in
i fancy
i am/i’m mad about
i practise
i am/i’m into
i am/i’m sucker for
my interest is
my hobby is
my passion is
my obsession is

i hate
i dislike
i detest
i can’t stand
(never/not/don’t
within pos. patterns)

Table 3.9: Positive and negative patterns used in the labeling function LF1 of the Snorkel
labeling model. Each pattern must be followed by possible attribute values within a context
window of 2 terms.

addition, we did not consider the following subreddit types: (i) dating, which may provide
plenty of personal information but no real conversation to infer from, and (ii) fantasy/video
games (for profession attribute), because users may refer to gaming personalities. We selected
only the users whose utterances contain at least one mention of the attribute values from
the Wikipedia lists of professions and hobbies, resulting in around 250K and 500K candidate
users for profession and hobby, respectively.

We then input the collected users into the Snorkel framework. Given a user’s utterance
set U , an attribute a and a possible attribute value v, Snorkel will decide on a positive/negative
label – denoting the user as having/not having a personal trait a : v; or if the decision
cannot be made – an abstain label.

We have separate labeling models for each attribute a and two labeling functions which
consider: (LF1) the existence of the attribute-specific patterns, and (LF2) the weighted count
of the words belonging to the value-specific lexicon.

LF1: Attribute-specific patterns. We compiled a list of positive and negative pat-
terns for each attribute (see Table 3.9), e.g., my hobby is <hobby-value> vs I hate
<hobby-value> as positive vs negative patterns for hobby. LF1 labels a user with a posi-
tive/negative label for each attribute value v if there exist at least one positive/negative
pattern in the user’s utterances U , and abstain label otherwise.

LF2: Value-specific lexicon. For each attribute-value pair, we used Empath [36] –pre-
trained on the Reddit corpus– to build a lexicon of typical words (e.g., ‘cider ’ and ‘yeast’
for hobby:brewing). Given seed words, Empath builds lexical categories by means of an
embedding model. As our value-specific lexicon, we took the union of Empath terms for a
specific attribute value and all its synonyms; each typical word is weighted by embedding
similarity to the seed words. Given a user’s utterance set U and an attribute value v, LF2
yields a positive label if the weighted count of typical words of v is above an empirically-chosen
threshold, and abstain label otherwise.

Given a pair of user’s utterance set U and a possible attribute value v, the Snorkel
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probabilistic labeling model utilizes our labeling functions to predict a confidence score for
the positive label, i.e., the user is labeled with attribute value v. As our labeled dataset, we
took only the user-value pairs with confidence scores above a specific threshold.

To determine the threshold of confidence scores, we manually annotated a held-out
validation set containing 100 users per attribute. Given a post and a set of attribute values
mentioned explicitly in the post, the annotators had to identify whether the candidate user
traits truly hold. For instance, from “My dad bought me a chess board even though I enjoy
video games more”, hobby:video games is correct while hobby:chess is not applicable. The
final annotation for each post consists of attribute values agreed by at least 2 out of 3
judges. The selected confidence threshold corresponds to the 0.9 precision of the model on
the validation set. After thresholding, we obtained 13.5k users labeled with profession values
and 11.7k users with hobby values.

To demonstrate that Snorkel provides the same level of quality as crowdsourcing, we
calculated the precision of human annotators on the same validation set by comparing the
labels of each annotator against the agreement labels. The obtained precision scores were
0.91 for profession and 0.88 for hobby, demonstrating that Snorkel is a reasonable alternative
to crowdsourcing.

3.3.6 Discussion

Automatically labeling social media posts is an efficient and low-cost way to collect labeled
conversations at scale. However, this approach only works for specific attributes (e.g. it is
infeasible to collect relationships among Reddit users, because most of them are strangers
to each other). Another drawback of using social media platforms is the skewed user
demographics distribution, such as prevalence of young people or several professions being
underrepresented. Moreover, the labels obtained from pattern search are much noisier than
the crowdsourced ones, requiring further manual revision steps. Finally, the attribute value
lists automatically collected from Wikipedia can be further refined by merging redundant
values and adding the missing ones.
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Open-domain dialogue agents must be able to converse about many topics while
incorporating knowledge about the user into the conversation. The background
information about the user’s demographics, such as age or gender, can help the

chat-bot adjust its conversational style, make relevant recommendations and initiate engaging
discussions. Instead of asking the users to manually provide their personal information or seek
it in the external sources, we propose to directly extract such facts from the user’s dialogues.
This problem is more challenging than the established task of information extraction from
scientific publications or Wikipedia articles, because dialogues often give merely implicit
cues about the speaker.

We propose methods for inferring personal attributes, such as profession, age, gender
and family status, from conversations using deep learning. Specifically, we propose several
Hidden Attribute Models, which are neural networks leveraging attention mechanisms and
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embeddings. Our methods are trained on a per-predicate basis to output rankings of
object values for a given subject-predicate combination (e.g., ranking doctor and nurse
professions high when speakers talk about patients, emergency rooms, etc). Experiments with
various conversational texts including Reddit discussions, movie scripts and a collection of
crowdsourced personal dialogues demonstrate that our methods outperform state-of-the-art
baselines, providing accurate predictions of personal attributes.

4.1 Introduction

Motivation: While interest in dialogue agents has grown rapidly in recent years, creating
agents capable of holding personalized conversations remains a challenge. The knowledge of
the user’s demographic attributes, such as age or family status, is a crucial step towards
a user-friendly dialogue system, capable of adjusting its speech style and offering relevant
suggestions with respect to the user’s traits.

For meaningful and diverse dialogues with a real person, a system should be able to
infer knowledge about the person’s background from her utterances. Consider the following
example, where H stands for a human and A for a dialogue agent:

H: What’s the best place for having brekky?
A: The porridge at Bread and Cocoa is great.
H: Any suggestions for us and the kids later? We already visited the zoo.
A: There’s the San Francisco Dungeon, an amusement ride with scary city history.

From the word ‘brekky’ in the first H utterance, the system understands that the user is
Australian and may thus like porridge for breakfast. However, the cue is missed that the
user is with pre-teen children (talking about kids and the zoo), and the resulting suggestion
is inappropriate for young children. Instead, with awareness of this knowledge, a better reply
could have been:

A: I bet the kids loved the sea lions, so you should also see the dolphins at Aquarium of
the Bay

A possible remedy to improve this situation is to include user information into an
end-to-end learning system for the dialogue agent. However, any user information would
be bound to latent representations rather than explicit attributes. Instead, we propose
to capture such attributes explicitly and add them to a personal knowledge base, which
will then be a distant source of background knowledge for personalization in downstream
applications such as Web-based chatbots and agents in online forums.

To populate the PKB without the user’s manual supervision, we need to leverage the
methods for automatic personal information extraction. There has been ample work on
information extraction from structured external sources, such as Wikipedia entries or news
stories. However, there is little hope of finding the personal information about each individual
user in encyclopedic articles.

Instead, personal facts can be extracted from unstructured textual sources, such as user’s
conversational data. Such data, in form of dialogue transcriptions or social media posts, is
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abundant and rich in signals about the given user’s persona. However, conventional methods
for information extraction from well-comprehensible text genres fail to perform properly
given conversations as input. Dialogue utterances are short, noisy and colloquial, which
necessitates creating novel extraction methods, tailored specifically to conversational data.

This work addresses these issues by proposing methods to infer personal facts from
dialogues based on implicit cues. The proposed approach takes advantage of the hierarchical
dialogue structure to outperform previous information extraction models.

State of the Art and its Limitations: Currently the most successful dialogue agents are
task-oriented, for instance, supporting users with car navigation or delivery orders (e.g., [99,
109]). This makes the task considerably easier, because the system has to focus on specific
words, related to the topic. We, in contrast, strive to be able to extract information for domain-
independent dialogue, from everyday conversation, where the relevant facts are only latent.
General-purpose chatbot agents show decent performance in benchmarks (e.g., [44, 83, 148]),
but critically rely on sufficient training data and tend to lack robustness when users behave in
highly varying ways. Very few approaches have considered incorporating explicit knowledge
on individual users, and these approaches have assumed that personal attributes are explicitly
mentioned in the text [60, 85, 183].

To illustrate that identifying explicit mentions of attributes is insufficient, we developed
an oracle to obtain an upper bound on the performance of pattern-based approaches, such
as [85]. This oracle, which is described in Section 4.5.2, assumes that we have perfect pattern
matching that correctly extracts an attribute value every time it is mentioned. This oracle
routinely performs substantially worse than our proposed methods, demonstrating that
extracting information from utterances requires inferring the presence of attribute values
that are never explicitly stated.

On the other hand, many efforts have considered the problem of profiling social media
users in order to predict latent attributes such as age, gender, or regional origin (e.g., [10,
14, 34, 40, 70, 130, 138, 140, 159]). While social media posts and utterances are similar in
that both are informal, the former can be associated with many non-textual features that
are unavailable outside of the social media domain (e.g., social-network friends, likes, etc.
and explicit self-portraits of users). We consider several user profiling baselines that rely
on only textual features and find that they do not perform well on our task of inferring
attributes from conversational utterances.

Approach and Contributions: We devise a neural architecture, called Hidden Attribute
Models (HAMs) [152], trained with subject-predicate-object triples to predict objects on a
per-predicate basis, e.g., for a subject’s profession or family status. The underlying neural
network learns to predict a scoring of different objects (e.g., different professions) for a
given subject-predicate pair by using attention within and across utterances to infer object
values. For example, as illustrated later in Table 4.7, our approach infers that a subject who
often uses terms like ‘theory’, ‘mathematical’, and ‘species’ is likely to be a scientist, while a
subject who uses terms like ‘senate’, ‘reporters’, and ‘president’ may be a politician.
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The salient contributions of this work are the following:

• a viable method for learning personal attributes from conversations, based on neural
networks with novel ways of leveraging attention mechanisms and embeddings,

• an extensive experimental evaluation of various methods on Reddit, movie script
dialogues and crowdsourced personalized conversations (PersonaChat),

• an experimental evaluation of the transfer learning approach: leveraging ample data
from user-generated social media texts (Reddit) for inferring users’ latent attributes
from data-scarce speech-based dialogues (movie scripts and PersonaChat).

4.2 Related work
In this section we discuss related work concerning the methods that are used in HAMs.
First, we give an overview of neural architectures utilizing attention mechanism, which is
the main building block in our best performing models. Second, we describe the approaches
for building hierarchical representations of the conversational data. We also refer the reader
to Section 2.1 for a comprehensive overview of the author profiling methods.

4.2.1 Neural Models with Attention

The role of attention weights has been studied for various neural models, including feed-
forward networks [158], CNNs, [177] and RNNs [6]. Recently, neural models enhanced
with attention mechanisms have boosted the results on various NLP tasks [149, 174, 188],
particularly in conversational domain for response generation [2, 180] or spoken language
understanding [21].

In response generation task, attention is used to align the context and target utterance
representations [2]. Zhang et al. [180] extend it with additional self-attention layers for
both context and response representations. Chen et al. [21] uses attention to estimate the
relevance of the previous knowledge stored in memory to the input utterances; the response
is produced using the attention distribution, calculated by matching each input utterance to
the memory vectors.

Transformer [158] is a state-of-the-art sequence-to-sequence deep learning model based on
self-attention mechanism. Transformer is used across various NLP tasks, both as a standalone
model and as a part of other neural architectures. In particular, in conversation domain
Transformer has been used to produce context-aware utterance representations [84, 144].

4.2.2 Hierarchical conversational models

Hierarchical models to represent conversations were introduced by Serban et al. [143], who
applied RNNs to hierarchically build the representations of utterances and the dialogue
context, solving response generation task. Xing et al. [172] also decoded conversational
responses, introducing attention mechanism into the hierarchical encoder architecture. In
Xing et al. [172] the utterance and word representations are formed as the attention-weighted
averages of the hidden states in the word and utterance level RNNs.
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Hierarchical attention models are also utilized for other conversational NLP tasks, such
as dialogue state tracking [144] or emotion recognition in conversations [84, 98]. A common
approach is to create word representations with BERT and utterance representations with
Transformer encoder [84, 144] or RNN [98].

There is also ample research on applying hierarchical attention to speaker attribute
prediction. Lynn et al. [97] use attention mechanism with the word and utterance representa-
tions created by an RNN to predict personality traits of the Facebook users. The study [86]
exploits hierarchical model to predict age, gender and location information of Weibo users.

Compared to most hierarchical models, the architecture of HAMs is more light-weight,
because it creates speaker representations with an attention mechanism directly, without
additionally running an RNN or Transformer models on the attention-weighted words. Thus,
HAMs are less prone to overfitting and require less computational resources. Regardless of its
simplicity, our proposed architecture can still make meaningful predictions in classification
tasks with large number of classes, such as profession prediction, as opposed to few possible
classes in related studies [86, 97].

4.3 Methodology
In this section we describe Hidden Attribute Models (HAMs) for predicting the values of a
given personal attribute using a sequence of utterances made by a speaker. Formally, given a
speaker S and an attribute P , our goal is to predict a probability distribution over attribute
values O for the attribute, based on the speaker’s utterances from a dialogue corpus (e.g., a
movie script). Each speaker S is associated with a sequence of N utterances [U1, U2, ..., UN ]
containing M terms each, U1 = [U1,1, U1,2, ..., U1,M ]. Each term Un,m is represented as a
d-dimensional word embedding.

HAMs can be described in terms of three functions and their outputs:

1. futter creates a representation Rutter
n of the nth utterance given the terms in the

utterance:
Rutter

n = futter(Un,1, Un,2, ..., Un,M ) (4.1)

2. fsubj creates a speaker representation Rsubj given the sequence of utterance represen-
tations:

Rsp = fsubj(Rutter
1 , Rutter

2 , ..., Rutter
N ) (4.2)

3. fobj outputs a probability distribution over attribute values O given the speaker
representation:

O = fobj(Rsubj) (4.3)

Depending on the attribute which value is being predicted, this distribution is used to
either make a prediction (for binary attributes, e.g. gender) or to produce a ranked
list of object values (for multi-class attributes, such as profession).

In the following we describe Hidden Attribute Models by instantiating these functions.
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HAM avg illustrates the most straightforward way to combine word and utterance represen-
tations. In this model,

avg(X) =
|X|∑
i=1

Xi (4.4)

serves as both futter and fsp; the n-th utterance representation Rutter
n is created by averaging

the terms in the n-th utterance and the speakert representation Rsp is created by averaging
the N utterance representations together. Two stacked fully connected layers serve as the
function fobj ,

FC(x) = σ(Wx + b) (4.5)

where σ is an activation function and W and b are learned weights. The full HAM avg model
is then

Rutter
n = avg(Un) (4.6)

Rsubj = avg(Rutter) (4.7)

O = FC1(FC2(Rsubj)) (4.8)

where FC2 uses a sigmoid activation and FC1 uses a softmax activation function in order
to predict a probability distribution over object values.

HAM 2attn extends HAM avg with two self-attention mechanisms, allowing the model to
learn which terms and utterances to focus on for the given predicate. In this model the
utterance representations and speaker representations are computed using attention-weighted
averages,

attn-avg(X, α) =
|X|∑
i=1

Xiαi (4.9)

with the attention weights calculated over utterance terms and utterance representations,
respectively. That is, futter(X) = attn-avg(X, αterm) and fso(X) = attn-avg(X, αutter),
where the attention weights for each term in an utterance Ui are calculated as

wterm
i = σ(W termUi + bterm) (4.10)

αterm
i,j =

exp(wterm
i,j )∑

j exp(wterm
i,j ) (4.11)

and the utterance representation weights αutter are calculated analogously over Rutter. Given
these attention weights, the HAM 2attn model is

Rutter
n = attn-avg(Un, αterm) (4.12)

Rsp = attn-avg(Rutter, αutter) (4.13)

O = FC(Rsp) (4.14)

where fobj function FC uses a softmax activation function as in the previous model.
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HAM CNN considers n-grams when building utterance representations, unlike both previous
models that treat each utterance as a bag of words. In this model futter is implemented
with a text classification CNN [71] with a ReLU activation function and k-max pooling
across utterance terms (i.e., each filter’s top k values are kept). A second k-max pooling
operation across utterance representations serves as fsp. As in the previous model, a single
fully connected layer with a softmax activation function serves as fobj .

HAM CNN-attn extends HAM CNN by using attention to combine utterance representations
into the speaker representation. This mirrors the approach used by HAM 2attn, with fsp =
attn-avg(X, αutter) and αutter computed using Equations 4.10 and 4.11 as before. This
model uses the same futter and fobj as HAM CNN. That is, utterance representations are
produced using a CNN with k-max pooling, and a single fully connected layer produces the
model’s output.

Training All HAMs were trained with gradient descent to minimize a cross-entropy loss.
We use the Adam optimizer [72] with its default values and apply an L2 weight decay (2e-7)
to the loss.

4.4 Data acquisition and processing
In experiments with HAMs we used three different datasets, reflecting various aspects of
conversational data: (i) movie scripts (MovieChAtt dataset, described in Chapter 3.2.2);
(ii) social media submissions (a subset of the RedDust dataset, described in Chapter 3.3);
and (iii) artificially created dialogues (PersonaChat dataset [183]). In this section we provide
details on these datasets.

MovieChAtt dataset. We use the dataset of the movie characters’ utterances, described
in Section 3.2.2, annotated with profession, age and gender attributes. In summary, we
obtained 1,963 characters labeled with gender (male or female), 4,548 characters labeled
with age (classified into one of the bins from child, teenager, adult, middle-aged and senior)
and 1,405 characters labeled with profession (out of 43 profession values, given in Table 3.1).

For each character in the annotated set we extracted the sequence of their utterances in
the movie. Each utterance is represented as a sequence of words, excluding stop words, the
1,000 most common first names1, and words that occur in fewer than four different movies.
The latter two types of words are excluded in order to prevent the model from relying on
movie-specific or character-specific signals that will not generalize.

RedDust dataset. For experiments with HAMs we used a part of the RedDust dataset,
covering all four considered predicates. Specifically, we tapped into two subforums on Reddit:
“iama”, where anyone can ask questions to a particular person, and “askreddit”, with more
general conversations. In selecting these subforums we followed two criteria: (1) they are not
concerned with fictional topics (e.g. computer games) and (2) they are not too topic-specific,
as this could heavily bias the classification of user attributes.

1Removed to prevent overfitting, http://catalog.data.gov/dataset/baby-names-from-social-security-card-
applications-national-level-data

https://catalog.data.gov/dataset/baby-names-from-social-security-card-applications-national-level-data
https://catalog.data.gov/dataset/baby-names-from-social-security-card-applications-national-level-data
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As we discussed in Chapter 3.3, the users in the RedDust dataset were labeled using three
techniques: natural language patterns, flairs (short description attached to a username) and
bracketed assertions (for example, ‘[34f]’ indicating 34 year old female). For expleriments
with HAMs we used only a subset of users which were labeled with natural language
patterns. Flairs in the selected two subreddits do not indicate the users’ genders; the
bracketed assertions, which are mostly featured in dating subreddits, are rare in “iama” and
“askreddit”.

We removed users who claim multiple values for the same attribute, as we allow only for
single-label classification. To further increase data quality, we rated users by the language
style, to give preference to those whose posts sound more like the utterances in a dialogue.
This rating was computed as the fraction of the user’s posts that contain personal pronouns,
because pronouns are known to be abundant in the dialogue data.

The test set, disjoint from training data was created in the same manner and further
checked by manual annotators, considering that the above mentioned patterns may also
produce false positives. For example, the patterns can indicate a wrong profession from
utterances such as “they think I am a doctor” or “I dreamed I am an astronout”; or wrong
age and family status from “I am 10 years old boy’s mother” or “I am a single child”. The
final RedDust test set consists of approximately 400 users per predicate.

PersonaChat dataset. We also explore the robustness of our models using the PersonaChat
corpus [183], which consists of conversations collected via MTurk. The workers were given
5-sentence-long persona descriptions (e.g., “I am an artist”, “I like to build model spaceships”)
and asked to incorporate these facts into a short conversation (up to 8 turns) with another
worker. We split these conversations by persona, yielding a sequence of 3 or 4 utterances for
each persona in a conversation.

We automatically labeled personas with profession and gender attributes by looking for
patterns I am/I’m a(n) <term> in persona descriptions, where <term> is either a profession
label or a gender-indicating noun (‘woman’, ‘uncle’, ‘mother ’, etc). We manually labeled
persons with family status by identifying persona descriptions containing related words
(‘single’, ‘married’, ‘lover ’, etc) and labeling the corresponding persona as single or not
single. Overall, we collected 1,147 personas labeled with profession, 1,316 with gender, and
2,302 labeled with family status.

Limitations. The number of predicates we consider for each dataset are limited by the
nature of these datasets. We do not consider the family status predicate for MovieChAtt,
because the necessary information is often not easily available from the Wikipedia articles.
Similarly, we do not consider the age predicate on the PersonaChat dataset, because this
attribute is not easily found in the persona descriptions. More generally, all users in our
datasets are labeled with exactly one attribute value for each predicate. In a real setting it
may be impossible to infer any attribute value for some users, whereas other users may have
multiple correct values.
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4.5 Experimental setup

4.5.1 Data

We randomly split the MovieChAtt and PersonaChat datasets into training (90%) and
testing (10%) sets. We tuned models’ hyperparameters by performing a grid search with
10-fold cross validation on the training set.

For the binary attributes family status and gender, we balanced the number of speakers in
each class. For the multi-valued profession and age attributes, which have very skewed value
distributions, we did not balance the number of speakers in the test set. During training we
performed downsampling to reduce the imbalance; each batch consisted of an equal amount
(set to 3) of training samples per class, and these samples were drawn randomly for each
batch. This both removes the class imbalance in training data and ensures that ultimately
the model sees all instances during training, regardless of the class size.

4.5.2 Baselines

Pattern matching oracle. Assuming that we have a perfect sequence tagging model (e.g.,
similar to an approach used by Li et al. [85]) that extracts a correct attribute value every
time one appears in an utterance, we can determine the upper-bound performance of such
sequence tagging approaches. Note that this type of model assumes that attribute values
explicitly appear in the text. In order to avoid vocabulary mismatches between our attribute
value lists and the attribute values explicitly mentioned in the data, we augment our attribute
values with synonyms identified in the data (e.g., we add terms like ‘soldier ’ and ‘sergeant’ as
synonyms of the the profession attribute value military personnel). For MRR and accuracy
metrics calculation, a speaker receives a score of 1 if the correct attribute value appears in
any one of a speaker’s utterances (when multiple attribute values are mentioned, we assume
the oracle picks the correct one). If the correct attribute value never appears, we assume
the model returns a random ordering of attribute values and use the expectation over this
list (i.e., given |V | attribute values, the speaker receives a score of 1

0.5|V | for MRR and 1
|V |

for accuracy). This oracle method does not provide class confidence scores, so we do not
report AUROC with this method.

Embedding similarity. Given an utterance representation created by averaging the
embeddings of the words within the utterance, we compute the cosine similarity between
this representation and the embeddings of each attribute value. In this and the following
baselines we used 300-dimensional word2vec embeddings pre-trained on the Google News
corpus [108] to represent the terms in the utterances.

Logistic regression. Given an averaged utterance representation (as used with embedding
similarity), we apply a multinomial logistic regression model [104] to classify the representa-
tion into one of the possible attribute values. This model obtains a ranking of the attribute
values by ordering the per-value probabilities of its output.

Multilayer Perceptron (MLP). Given an averaged utterance representation (as used
with embedding similarity), we apply an MLP with one hidden layer of size 100 to classify
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the utterance representation as one of the possible attribute values. Similarly to the previous
model, MLP can be used to obtain attribute values ranking by considering the per-value
probabilities.

The embedding similarity, logistic regression, and MLP baselines are distantly supervised,
because the speaker’s labels are applied to each of the speaker’s utterances. While this is
necessary because the baselines do not incorporate the notion of a speaker with multiple
utterances, it results in noisy labels because it is unlikely that every utterance will contain
information about the speaker’s attributes. We address this issue by using a window of k = 4
(determined by a grid search) concatenated utterances as input to each of these methods.
With these distantly supervised models, the label prediction scores are summed across all
utterances for a single speaker and then ranked.

CNN [10]. We consider the Convolutional Neural Network (CNN) architecture proposed
by Bayot and Gonçalves for the task of predicting the age and gender of Twitter users.
This approach is a simpler variant of HAM CNN in which futter is implemented with a tanh
activation function and max pooling (i.e., k = 1) and fobj is a fully connected layer with
dropout (p = 0.5) and a softmax activation function. The CNN is applied to individual
utterances and the user obtains a label by taking the majority vote accross the utterances,
which differs from the in-model aggregation performed by HAM CNN.

New Groningen Author-profiling Model (N-GrAM) [9]. Following the best performing
system at CLEF 2017’s PAN shared task on author profiling [41], we implemented a
classification model using a linear Support Vector Machine (SVM) [26] that utilizes the
following features: character n-grams with n = 3, 4, 5, and term unigrams and bigrams with
sublinear TF-IDF weighting.

Neural Clusters (W2V-C). We consider the best classification model reported by Preoţiuc-
Pietro et al. [123] for predicting the occupational class of Twitter users, which is a Gaussian
Process (GP) classifier [22] with neural clusters (W2V-C) as features. Neural clusters were
obtained by applying spectral clustering on a word similarity matrix (via cosine similarity of
pre-trained word embeddings) to obtain n = 200 word clusters. Each post’s feature vector is
then represented as the ratio of words from each cluster.

For both N-GrAM and W2V-C baselines, flattened representations of the speaker’s
utterances are used. That is, the model’s input is a concatenation of all of a given user’s
utterances.

4.5.3 Hyperparameters

Hyperparameters were chosen by grid search using ten-fold cross validation on the training
set. Due to the limited amount of data, we found that a minibatch size of 4 users performed
best on MovieChAtt and PersonaChat. All models were trained with a minibatch size of 32
on the RedDust dataset. Similar to the baselines, we instantiated words’ representations
with word2vec embeddings pre-trained on the Google News corpus. We set the number
of utterances per character N = 40 and the number of terms per utterance M = 40, and
truncate or zero pad the sequences as needed.
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• HAM avg uses a hidden layer of size 100 with the sigmoid activation function. The
model was trained for 30 epochs.

• HAM CNN uses 178 kernels of size 2 and k-max pooling with k = 5. The model was
trained for 40 epochs.

• HAM 2attn uses a sigmoid activation with both attention layers and with the prediction
layer. The model was trained for 150 epochs.

• HAM CNN-attn uses 128 kernels of size 2. The model was trained for 50 epochs.

We implemented HAMs and neural baselines using PyTorch; logistic regression, SVM
and Gaussian Process classifiers were implemented using Scikit-learn. The code for the
models and the data are available at https://github.com/Anna146/HiddenAttributeModels.

4.5.4 Evaluation metrics

Due to the difficulty of performing classification over many attribute values, a ranking metric
is more informative for the multi-valued attributes profession and age category, thus, we
report MRR for these attributes. We obtain the ranking of the attribute values for a movie
character or a persona by considering the models’ output attribute value probabilities. We
report both macro MRR, in which we calculate a reciprocal rank for each attribute value
before averaging, and micro MRR, which averages across each speaker’s reciprocal rank.

For binary attributes gender and family status, we report models’ performance in terms
of accuracy. Additionally we report micro AUROC for all attributes. For multi-valued
attributes, we binarize the labels in a one-vs-all fashion.

4.6 Results and Discussion

4.6.1 Main Findings

In Tables 4.1, 4.1, 4.4 and 4.3 we report results for HAMs and the baselines on all datasets
(MovieChAtt, PersonaChat and RedDust) for all considered attributes (profession, gender,
age and family status). In the tables the results marked with * significantly differ from the
best performing method (highlighted with bold font) with a p-value cutoff p < 0.05, as
measured by a paired t-test (MRR) or McNemar’s test (Acc and AUROC).

We do not report results for the pattern oracle baseline as we evaluated this baseline solely
on the MovieChAtt dataset, because the oracle essentially replicates the way we labeled
persona descriptions and posts in the PersonaChat and RedDust datasets, respectively. The
pattern oracle baseline yields 0.21/0.20 micro/macro MRR for profession, 0.67 accuracy
for gender, and 0.41/0.40 micro/macro MRR for age. HAMs significantly outperform this
baseline, indicating that identifying explicit mentions of attribute values is insufficient in
our dialogue setting.

HAMs outperform the distantly supervised models (i.e., embedding similarity, logistic
regression and Multilayer Perceptron (MLP)) in the vast majority of cases. MLP and logistic

https://github.com/Anna146/HiddenAttributeModels
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profession

Models
MovieChAtt PersonaChat RedDust

MRR
AUROC

MRR
AUROC

MRR
AUROC

micro / macro micro / macro micro / macro

Embedding sim. 0.22* / 0.14* 0.60* 0.30* / 0.25* 0.63* 0.15* / 0.13* 0.59*
Logistic reg. 0.46* / 0.20* 0.76* 0.81* / 0.77* 0.58* 0.13* / 0.19* 0.57
MLP 0.47 / 0.20 0.75 0.86* / 0.77* 0.97 0.46 / 0.23 0.78

N-GrAM [9] 0.21* / 0.16* 0.62* 0.83* / 0.83 0.88 0.17 / 0.26 0.64*
W2V-C [123] 0.25* / 0.13* 0.74* 0.59 / 0.46 0.89 0.27* / 0.17* 0.74*
CNN [10] 0.19* / 0.20* 0.66* 0.77* / 0.77* 0.81* 0.26* / 0.24* 0.76*

HAM avg 0.39* / 0.37* 0.81* 0.86* / 0.91* 0.98* 0.34* / 0.22* 0.82*
HAM CNN 0.42 / 0.37 0.83 0.96 / 0.94 0.99 0.36* / 0.37* 0.86*
HAM CNN-attn 0.43 / 0.50 0.85 0.90 / 0.93 0.99 0.51 / 0.40 0.9
HAM 2attn 0.39 / 0.34 0.84 0.94 / 0.93 0.99 0.43 / 0.42 0.89

Table 4.1: Comparison of models on all datasets for profession attribute.

gender

Models
MovieChAtt PersonaChat RedDust

Acc AUROC Acc AUROC Acc AUROC

Embedding sim. 0.52* 0.54* 0.49 0.50 0.61* 0.60*
Logistic reg. 0.59 0.62 0.86 0.93 0.69* 0.75*
MLP 0.57* 0.60* 0.80 0.87 0.71 0.77

N-GrAM [9] 0.57 0.58 0.86 0.87 0.66* 0.71*
W2V-C [123] 0.62 0.66 0.73* 0.80* 0.64* 0.73*
CNN [10] 0.60 0.60 0.72* 0.73* 0.61* 0.61*

HAM avg 0.72 0.82 0.79 0.87 0.86 0.92
HAM CNN 0.75 0.85 0.95 0.99 0.86 0.93*
HAM CNN-attn 0.77 0.84 0.96 0.97 0.85 0.94
HAM 2attn 0.69 0.77 0.94 0.98 0.80 0.91

Table 4.2: Comparison of models on all datasets for gender attribute.

regression perform best in several occasions for profession and age attributes when micro
MRR is considered. However, their macro MRR scores fall behind HAMs’, showing that
HAMs are better at dealing with multi-valued attributes having skewed distribution. The
low performance of these distantly supervised methods may be related to their strong
assumption that every sequence of four utterances contains information about the attribute
being predicted.

Comparing with baselines from prior work, HAMs significantly outperform N-GrAM
in many cases, suggesting that representing utterances using word embeddings, instead
of merely character and word n-grams, is important for this task. Using neural clusters
(W2V-C) as features for the classification task [123] works quite well for the age attribute,
where different ‘topics’ may correlate with different age categories (e.g. ‘video game’ for
teenager and ‘office’ for adult). However, W2V-C is often significantly worse for the profes-
sion, gender, and family status attributes, which may be caused by similar discriminative
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family status

Models
PersonaChat RedDust

Acc AUROC Acc AUROC

Embedding sim. 0.41* 0.49* 0.42* 0.47*
Logistic reg. 0.75* 0.84* 0.71 0.74
MLP 0.70 0.80 0.62* 0.60*

N-GrAM [9] 0.85 0.86 0.45* 0.47*
W2V-C [123] 0.74* 0.82* 0.70 0.78
CNN [10] 0.74 0.74 0.69 0.69

HAM avg 0.80 0.91 0.67 0.72
HAM CNN 0.93 0.99 0.52* 0.62*
HAM CNN-attn 0.92 0.98 0.70 0.78
HAM 2attn 0.88 0.94 0.64 0.67

Table 4.3: Comparison of models on all datasets for family status attribute.

words (e.g., ‘husband’/‘wife’ for gender) being clustered together in the same topic. The
CNN baseline [10] is significantly worse than the best method in the majority of cases.
Furthermore, it generally performs substantially worse than HAM CNN, further illustrating
the advantage of aggregating utterances within the model.

In general, HAM avg performs worse than the other HAMs, demonstrating that simple
averaging is insufficient for representing utterances and speakers. In most cases HAM CNN

performs slightly worse than HAM CNN-attn, demonstrating the value of exploiting the
attention mechanism to combine speaker’s utterances.

HAM CNN-attn and HAM 2attn achieve the strongest performance across attributes, with
HAM CNN-attn generally performing better. HAM CNN-attn performs particularly well on the
gender and family status attributes, where detecting bigrams may yield an advantage. For
example, HAM 2attn places high attention weights on terms like ‘family’ and ‘girlfriend’
where the previous term may be a useful signal (e.g., ‘my family’ vs. ‘that family’).

The gap between the baselines and HAMs is often smaller on PersonaChat compared with
the other two datasets, illustrating the simplicity of crowdsourced dialogues as compared to
movie scripts or Reddit discussions. This is also supported by the fact that the maximum
metrics on PersonaChat are much higher. There are several factors that may be responsible
for this: (1) the dialogues in PersonaChat were created by the crowdworkers with the
goal of using predefined personal facts, which often leads to those facts being stated in a
straightforward manner (e.g., saying “My job is a writer” given the persona description
sentence “I am a writer”); (2) PersonaChat utterances are much shorter and there are far
fewer utterances per character (i.e., a maximum of 4 in PersonaChat vs. a minimum of
20 in MovieChAtt), leading to a higher density of information related to attributes; and
(3) the same persona descriptions in PersonaChat are used across multiple separate dialogue
sessions, giving models an opportunity to learn specific personas.

For the sake of brevity we neither instantiate nor report results for LSTM-based HAMs,
such as futter = LSTM and fsubj = attn-avg or fsubj = LSTM . These models were unable
to outperform HAM avg, with the best variant obtaining a micro MRR of only 0.31 after grid
search (profession attribute on MovieChAtt, Table 4.1). This is in line with recent results
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age

Models
MovieChAtt RedDust

MRR
AUROC

MRR
AUROC

micro / macro micro / macro

Embedding sim. 0.45* / 0.45* 0.61* 0.55* / 0.44* 0.56*
Logistic reg. 0.65* / 0.49* 0.76 0.80 / 0.61 0.87
MLP 0.64* / 0.48* 0.83 0.78 / 0.48 0.88

N-GrAM [9] 0.69 / 0.47 0.85 0.48* / 0.53* 0.55*
W2V-C [123] 0.67 / 0.45 0.86 0.75 / 0.51 0.88
CNN [10] 0.66* / 0.62* 0.83 0.68* / 0.65* 0.79*

HAM avg 0.62* / 0.59 0.76* 0.67 / 0.67 0.77*
HAM CNN 0.73* / 0.63 0.84 0.73* / 0.61* 0.89*
HAM CNN-attn 0.73 / 0.60 0.86 0.79 / 0.68 0.90
HAM 2attn 0.74 / 0.6 0.85 0.72 / 0.6 0.82

Table 4.4: Comparison of models on all datasets for age attribute.

suggesting that RNNs are not ideal for identifying semantic features [150].

4.6.2 Study on word embeddings

In Section 4.6.1 we represented terms using embeddings from a word2vec skip-gram model
trained on Google News [108]. In this study we compare the Google News embeddings
with word2vec embeddings trained on Reddit posts, GloVe [117] embeddings trained on
Common Crawl, and GloVe embeddings trained on Twitter. We also consider ELMo [118],
a contextualized embedding model. To capture semantic variations, this model creates a
contextualized character-based representation of words using a bidirectional language model.
We use AllenNLP’s small ELMo model trained on the 1 Billion Word Benchmark of news
crawl data from WMT 2011 [18].

Model Corpus
HAM CNN-attn HAM 2attn

MRR AU- MRR AU-
micro / macro ROC micro / macro ROC

word2vec Google News 0.42 / 0.44 0.77 0.39 / 0.37 0.83
(skip-gram) Reddit 0.43 / 0.37 0.82 0.50 / 0.37 0.83

GloVe
Common Crawl 0.40 / 0.37 0.76 0.40 / 0.39 0.82
Twitter 0.39 / 0.35 0.67 0.36 / 0.34 0.81

ELMo WMT News 0.38 / 0.32 0.76 0.37 / 0.37 0.83

Table 4.5: Comparison of embedding models trained on different datasets for identifying
profession attribute.

Given the higher model variance on the profession attribute on MovieChAtt, we restrict
the study to this attribute and dataset. We evaluated the two best performing HAMs,
i.e., HAM CNN-attn and HAM 2attn. Table 4.5 shows the results obtained with the various
embedding methods trained on different corpora. The difference in performance does not
greatly vary across embedding models and corpora, with Google News embeddings performing
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MRR
AUROC

micro / macro

HAM 2attn 0.57 / 0.42 0.84
− attention on terms 0.49 / 0.40 0.81
− attention on Rutter 0.48 / 0.34 0.82

Table 4.6: Ablation study for the profession attribute.

best in terms of macro MRR and Reddit embeddings performing best in terms of micro MRR.
Despite their strong performance on some NLP tasks, the ELMo contextualized embeddings
do not yield a performance boost for any method or metric. We view this observation as
an indicator that the choice of term embedding method is not very significant for this task
compared to the method used to combine terms into an utterance representation.

4.6.3 Ablation study

We performed an ablation study in order to determine the performance impact of the
HAMs’ components. As in the previous section, we restrict this study to the inference of
the profession attribute on MovieChAtt dataset. Ablation results for HAM 2attn using cross
validation on the training set are shown in Table 5.4. Replacing either representation function
(i.e., futter or fsubj) with an averaging operation reduces performance, as shown in the last
two lines. Attention on utterance representations (Rutter) is slightly more important in
terms of MRR, but both types of attention contribute to HAM 2attn’s performance. Similarly,
removing both types of attention corresponds to HAM avg, which consistently underperforms
HAM 2attn in Tables 4.1, 4.2, 4.4 and 4.3.

Removing attention from HAM CNN-attn yields HAM CNN, which consistently performs
worse than HAM CNN-attn in Tables 4.1, 4.2, 4.4 and 4.3, supporting the observation that
attention is important for performance on our task. Intuitively, attention provides a useful
signal because it allows the model to focus on only the terms containing important information
about an attribute.

(a) profession: military personnel

(b) age (category): child

Figure 4.1: Attention visualization for profession and age attributes on MovieChAtt.



54 Chapter 4. Hidden Attribute Models

(a) family status: married

Figure 4.2: Attention visualization for family status attributes on RedDust.

4.6.4 Case study on attention weights

In order to illustrate the types of terms the models are looking for, we display HAM 2attn’s
term and utterance weights for profession and age attributes (on the MovieChAtt dataset)
in Figure 4.1, as well as family status attribute (on RedDust) in Figure 4.2. While HAM 2attn

is often outperformed by HAM CNN-attn, this model is more interpretable because individual
terms are considered in isolation.

When predicting military personnel as the profession (Figure 4.1a), the model focuses
on military terms such as ‘mission’, ‘guard’, ‘barracks’, and ‘colonel’. When predicting child
as the age category (Figure 4.1b), on the other hand, the model focuses on terms a child
is likely to use, such as ‘pet’, ‘mommy’, and ‘daddy’. According to Reddit posts, married
users were identified through terms such as ‘dated’, fiance’ and ‘divorces’, along with obvious
terms like ‘marrying’ and ‘marriages’ (Figure 4.2a). These examples illustrate how the
model is able to infer a speaker’s attribute by aggregating signals across utterances.

profession significant words

scientist characteristics, theory, mathematical, species, changes
politician governors, senate, secretary, reporters, president
detective motel, spotted, van, suitcase, parked
military personnel captured, firepower, guard, soldiers, attack

student playing, really, emotional, definitely, unbelievable
photographer xavier, leonard, collins, cockatoo, burke
waiter rape, stalkers, murdered, overheard, bothering

Table 4.7: Top-5 words from HAM 2attn characterizing each profession.

In addition to looking at specific utterances, we investigated which terms the model
is strongly associating with a specific attribute. To do so, we computed attribute value
probabilities for each term in the corpus, and kept the top terms for each attribute value.
The results using HAM 2attn are shown in Table 4.7, which is divided into words that appear
informative (top section) and words that do not (bottom section). In the case of informative
words, there is a clear relationship between the words and the corresponding profession.
Many of the uninformative words appear to be movie-specific, such as names (e.g., ‘xavier ’,
‘leonard’) and terms related to a waiter’s role in a specific movie (e.g., ‘rape’, ‘stalkers’).
Reducing the impact of setting-specific signals like this is one direction for future work.
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Models
profession gender age

MRR
AUROC Acc AUROC

MRR
AUROC

micro / macro micro / macro

HAM CNN-attn 0.19 / 0.18 0.58 0.56 0.58 0.57 / 0.54 0.69
HAM 2attn 0.21 / 0.21 0.67 0.61 0.64 0.45 / 0.41 0.45

Table 4.8: Transfer learning performance of pre-trained RedDust models on MovieChAtt.

Models
profession gender family status

MRR
AUROC Acc AUROC Acc AUROC

micro / macro

HAM CNN-attn 0.20 / 0.16 0.58 0.52 0.50 0.74 0.74
HAM 2attn 0.21 / 0.18 0.71 0.51 0.54 0.62 0.64

Table 4.9: Transfer learning performance of pre-trained RedDust models on PersonaChat.

4.6.5 Insights on transfer learning

To investigate the robustness of our trained HAMs, we tested the best performing models (i.e.,
HAM 2attn and HAM CNN-attn) on a transfer learning task between our datasets. Specifically,
we leveraged user-generated social media text (RedDust posts) available in abundance to
train the models and subsequently performing inference on the speech-based dialogues
(MovieChAtt and PersonaChat). We report the results in Tables 4.8 and 4.9 respectively.

While the scores on PersonaChat are low compared to those in Tables 4.2, 4.1 and 4.3,
the HAMs’ performance on MovieChAtt is often comparable with the baselines’ performance
in Tables 4.2, 4.1, 4.4 and 4.3. This difference may be caused by the fact that PersonaChat
is a smaller, more synthetic dataset, as discussed in Section 4.6.1.

On MovieChAtt with the profession attribute, both HAMs match the performance of
all six baselines in terms of macro MRR. Similarly, HAM 2attn matches the performance of
five of the six baselines on the gender attribute (accuracy), and HAM CNN-attn matches the
performance of four of the six baselines on the age attribute (macro MRR). The methods do
not perform as well in terms of micro MRR, which may be due to the substantially different
attribute value distributions between datasets. Particularly for the profession attribute, the
lower performance can be explained by missing training instances for certain professions in
the RedDust dataset, such as astronaut or monarch. Improving HAMs’ transfer learning
performance is a direction for future work.

4.6.6 Profession misclassification study

In this section we investigate common misclassifications on the MovieChAtt dataset for
the profession attribute, which is the most challenging attribute with the most possible
values. A confusion matrix for HAM 2attn is shown in Figure 4.3. Dotted lines indicate several
interesting misclassifications: policemen are often confused with detectives and special agents
(red line); scientists are confused with astronauts (yellow line), because sci-fi films often
feature characters who arguably serve in both roles; and a child is often labeled as a student
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Figure 4.3: Confusion matrix computed with HAM 2attn. True positives are not shown.
Darker squares indicate more misclassifications.

or a housewife (green line) because they sometimes use similar terms (e.g., ‘school’ is used
by both children and students, and ‘mommy’ is used by both children and housewives).
Finally, many occupations are confused with criminal, which is the most common profession
in MovieChAtt.

4.7 Conclusion
In this chapter we proposed Hidden Attribute Models (HAMs) for inferring personal at-
tributes from conversations. We demonstrated the viability of our approach in extensive
experiments considering several attributes on three datasets with diverse characteristics:
Reddit discussions, movie script dialogues and crowdsourced conversations. Furthermore, we
used an oracle approach to demonstrate that pattern matching is insufficient for extracting
personal attributes from conversations, because such attributes are rarely explicitly men-
tioned. We compared HAMs against a variety of state-of-the-art baselines, showing that
HAMs achieve substantial improvements over all of them. We also demonstrated that the
attention weights assigned by our methods provide informative explanations of the computed
output labels.

As a stress test for our methods, we investigated transfer learning by training HAMs
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on one dataset and applying the learned models to other datasets. Although we observed
degradation in output quality, compared to training on in-domain data, it is noteworthy that
the transferred HAMs matched the performance of the baselines when trained on in-domain
data.

4.7.1 Limitations and future work

In this section we enumerate possible directions for future work, some of which are motivated
by the limitations of the approach proposed in this chapter.

• Limited attribute value lists. Many personal attributes, such as hobby or profession,
have long lists of possible values. In our experiments on predicting professions with
HAMs we carefully selected the most popular occupations, which have sufficient amount
of labeled examples. This approach misses out on many rare attribute values, for which
the training examples are scarce or even not available. Moreover, a significant amount
of human supervision is required to manually refine the attribute value lists. In the
next chapter we propose our solution to this issue.

• Improved transfer learning. Our experiments with HAMs were based on the
assumption that the input data resembles actual conversations. However, this is far
from being true: the dialogues in MovieChAtt are based on fictional events and sound
metaphorical, PersonaChat conversations are artificial and very short, discussion
threads in RedDust are distinct from face-to-face offline dialogues. Therefore, there is
a genuine need to devise new models having strong transfer learning abilities, so that
the method trained on the richly annotated artificial datasets would be able to make
proper inference on real-life conversations.

• Combined prediction of several attribute values. Most personal attributes
are interdependent (e.g., a 6-year-old person cannot be a manager or be married).
Thus, the method for predicting personal attributes should ultimately leverage the
relationships between multiple attributes by extracting them with a single model. This
facilitates the extension of the architecture to any new personal attribute of interest
and saves computational resources for training separate models for each attribute.
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Personal knowledge about users’ professions, hobbies, favorite food, and travel prefer-
ences, among others, is a valuable asset for individualized AI, such as recommenders
or chatbots. Conversations in social media are a rich source of data for inferring

personal facts. Prior work developed supervised methods to extract this knowledge, but
these approaches can not generalize beyond attribute values with ample labeled training
samples. Such models are thus inapplicable for the long-tailed personal attributes, such as
hobby, when there is little chance of acquiring labeled training data for the rare attribute
values. We overcome this limitation by devising CHARM: a zero-shot learning method that
creatively leverages keyword extraction and document retrieval in order to predict attribute
values that were never seen during training. Experiments with large datasets from Reddit
show the viability of CHARM for open-ended attributes, such as profession and hobby.
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5.1 Introduction
Motivation. Personal knowledge bases capture user traits for customizing downstream
applications like chatbots or recommender systems [8]. To provide recommendations that are
tailored to the fine-grained characteristics and interests of the user, a PKB should contain
personal attributes with a wide range of possible values, such as hobbies, professions, cities
visited, medical conditions (experienced by the user) and many more.

A potentially automatic way to populate a PKB with such attributes is to draw them
from the user’s conversations in social media and dialogues on other platforms. However,
a large number of personal attributes and their respective values makes this a challenging
task. In particular, there is little hope to have training data for each of these key-value pairs.
Moreover, the textual cues in user conversations are often implicit and thus difficult to learn.

Example. Consider the user’s utterance: “I just visited London, which was a disaster. My
hotel was a headache and I spent half the time in bed with a fever... So glad to be back home
finishing the masts on my galleon.”

As humans, we can infer the following attribute-value pairs: (a) cities visited:London,
(b) symptom:fever, (c) hobby:model ships. However, with both implicit and explicit signals
present, capturing such user traits is a daunting task. We need to consider the context “spent
in bed with”, to infer that fever relates to a disease (as opposed to headache). To predict the
user’s hobby model ships, we have to pay attention to the cues ‘galleon’ and ‘mast’. Proper
inference requires both deep language understanding and background knowledge (e.g., about
ships, cities, etc.).

State of the Art and its Limitations. Explicit mentions of attribute-value pairs can be
captured by pattern-based methods [85, 176]. Such methods are able to extract ‘London’
from the the previous example by using the pattern “I . . . visited ⟨city_name⟩”. Pattern-
based approaches are limited, though, by their inability to consider implicit contexts, such
as “finishing the masts on my galleon”. Question answering methods can be used to relax
rigid patterns [79], but still rely on explicit mentions of attribute values.

In this work we aim to extract attribute values leveraging both explicit and implicit
cues, such as inferring symptom:fever and hobby:model ships. Additionally, we address the
cases where there is a long-tailed set of values for such attributes as hobby. In principle,
deep learning is suitable for such inference [123, 130, 152], but it critically hinges on the
availability of labeled training samples for every attribute value that the model should
predict.

Supervised training is suitable for a pre-specified limited-scope setting, such as learning
personal interest from a fixed list of ten movie genres, but it does not work for the situation
with large and open-ended sets of possible values, for which there is little hope of obtaining
comprehensive training samples. Therefore, we pursue a zero-shot learning [74, 113] approach
that learns from labeled samples for a small subset of labels (i.e., attribute values in our
setting) and generalizes to the full set of labels including values unseen at training time.

Problem Statement. For a given attribute we consider the set of known values V , which
can be drawn from lists in dictionary-like sources, such as Wikipedia. At training time, our
method requires samples for a small subset of values S ⊂ V . Typically, the complement
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V \ S is much larger than S: |V \ S| ≫ |S|. For instance, S may consist solely of the popular
values sports, travel, reading, music, games, whereas the complement includes hundreds of
long-tail values, such as beach volleyball, model ships, brewing, etc. At inference time we
need to predict values from all of V , although most of the values are unseen during training.

Approach and Contributions. We present a Conversational Hidden Attribute Retrieval
Model (CHARM) for inferring attribute values in a zero-shot setting [154]. CHARM identifies
cues related to a target attribute, which it then uses to retrieve relevant texts from external
document collections, indicative of different attribute values. These external documents
could be gathered by simple web search. They help CHARM to link the cues in the user’s
utterances to the actual attribute values to predict.

CHARM consists of two components: (i) a cue detector, which identifies attribute-relevant
keywords in a user’s utterances (e.g., ‘galleon’), and (ii) a value ranker, which matches these
keywords against documents that indicate possible values of the attribute (e.g., model ships).
Attribute values predicted by CHARM must be known but CHARM does not require all
values to be seen during training.

To evaluate our approach, we conduct experiments predicting Reddit users’ professions
and hobbies based on their conversational utterances. We demonstrate that CHARM performs
well when inferring unseen values and performs competitively with the best-performing
baselines when predicting values seen during training. CHARM can easily be extended
to other attributes with long-tail values, such as favorite cuisine, preferred news topics or
medication taken, by providing a list of known attribute values, training examples for a
subset of these values and access to external documents (e.g., via a Web search engine).

The salient contributions of this work are:

• a method for inferring both seen and previously unseen (zero-shot) attribute values from
a user’s conversational utterances;

• a comprehensive evaluation for the profession and hobby attributes over a large dataset
of Reddit discussions; and

• a demonstration platform1 showcasing the ability of CHARM to make predictions from
dialogue with the user or the user’s social media submissions [155].

5.2 Related work

Zero-shot learning. CHARM is designed for handling attribute values that were never
seen at training time – a zero-shot learning problem, extensively studied in the field of
computer vision but less explored in NLP. A technique employed in CHARM is similar
to the approach proposed by Ba et al. [5] for visual classes, which builds image classifiers
directly from encyclopedia articles without training images.

Most zero-shot studies for NLP [163] deal with machine translation, cross-lingual retrieval
and entity/relation extraction. For example, in relation extraction task [79] the relations serve
as unseen classes and their instances are recovered by casting the relations to natural language

1https://d5demos.mpi-inf.mpg.de/charm

https://d5demos.mpi-inf.mpg.de/charm


62 Chapter 5. Conversational Hidden Attribute Retrieval Model

questions and reducing the problem to reading comprehension; in entity extraction [114]
the extraction of entities from the web documents is done with a text query, removing the
need for specifying a set of seed terms. Methods proposed in [79, 114] are not suitable for
our task, because they identify values that are explicitly mentioned, rather than inferring
them. Our task is similar to zero-shot text classification [175, 181], where the class labels
are represented as single-word embeddings.

Other zero-shot models solving natural language problems include the ones for text filter-
ing and classification. Li et al. [80] solve the task of zero-shot document filtering by learning
relevance between categories and documents, which are represented with category-dependent
embeddings. Dauphin et al. [30] investigates zero-shot semantic utterance classification, by
mapping the utterances and potentially unseen categories into the same semantic space,
where they can be matched with distance functions.

Keyword extraction from conversational text. Keyword or keyphrase extraction
concerns the task of automatic selection of important terms from a document to represent
its content. The extracted terms are beneficial for many applications including document
indexing, summarization and classification.

Owing to its importance, several extraction methods have been extensively studied and
evaluated on various corpora, mostly on news articles, web documents and scientific/technical
reports. Less attention has been given to keyword extraction from conversational texts, such
as meeting transcripts [53, 90], live chats [69] and social media posts [171, 182, 185]. Notable
applications of keyword extraction from conversations include generating personalized
tags for Twitter users [171], searching for relevant email attachments [52] and just-in-time
information retrieval [53].

Prior work mostly pursued unsupervised keyword extraction approaches [106, 136], due to
limited availability of training data. Few studies use supervised learning, with feature-based
classifiers [69] or neural sequence tagging models [182]. Our neural approach for keyword
detection lies in between, as we learn to identify salient keywords for a specific attribute
(e.g., profession), without having training data of relevant keywords.

Unsupervised techniques for keyword extraction can generally be split into several
categories [54], notably: (i) statistical, which are based on simple word features, such as
term frequency or relational position in the document [15, 129], word co-occurrence [102] or
keyphrase co-occurrence counts [136]; and (ii) graph-based, which utilize a word/phrase graph
constructed from the document and extract keywords using graph ranking methods [13, 106].
We consider two unsupervised keyword extraction architectures as baselines: statistical
method RAKE [136] and graph-based model TextRank [106].

Information Retrieval in NLP. Most existing work leveraging information retrieval
components to solve NLP tasks focused on question answering [50, 73, 161] or dialogue
systems [37, 95], where the retrieval part is responsible for ranking the most appropriate
answers or responses, given a question or chat session. As far as we know, we are the first to
leverage a retrieval-based model for inferring attribute values without training samples.

Reinforcement Learning in NLP. Reinforcement learning (RL) methods are often applied
in conversational models for response generation [63], based on the feedback from human
quality assessment scores for the output utterances. Other NLP tasks where reinforcement
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learning can be applied include question answering [92, 127], text classification [184] and
entity linking [35].

Several studies use RL decision processes to pick up relevant words or phrases from
the input texts, which is close to our work. For example, Wang et al. [162] proposed to
perform aspect-level sentiment classification using reinforcement learning to select segments
of texts on which the sentiment should be predicted. Chen et al. [19] detects events and their
corresponding keywords from Twitter texts using an RL method to select posts, which talk
about events and extract keywords from them. Zhang et al. [184] proposed a reinforcement
learning agent that selects the words which should be removed from the sentences, creating
a concise sequence representation.

5.3 Background
Training CHARM involves applying a non-differentiable argmax operation, which prevents
using end-to-end backpropagation. In this section we provide the technical background on
the policy gradient method, which we use to mitigate this problem.

Reinforcement learning is a machine learning technique based on training an intelligent
agent to maximize the reward by selecting appropriate actions. The agent interacts with the
environment by observing its current state and taking actions; as a result the agent gets
the feedback from the environment, which serves as a signal about the correctness of the
chosen action. Reinforcement learning environment can be formulated as a Markov Decision
Process, a tuple (S, A, P, r, γ), where

• S is a finite set of states,

• A is a finite set of actions,

• T (s, a) = s′ : S × A → S is the transition function, specifying the mapping from the
current state s and the taken action a to a new state s′,

• r(s, a) : S × A → R is the reward function, specifying the real-valued reward for taking
the action a while being in state s,

• γ ∈ (0, 1] is the discounting factor, representing the decrease of the reward for the actions
further in the future.

A stochastic policy π(at|st) is a function, specifying the probability of taking action
at while being in the state st at the timestep t. A trajectory τ = [st, at]Tt=0 is a sequence
of (state, action) steps, induced by the policy π, where T denotes the terminal step. The
expected reward J is defined as:

J(θ) = Eτ∼pπ(τ)

T∑
t=0

γtr(st, at|π) (5.1)

where the expectation is computed with respect to possible random trajectories τ ∼ pπ(τ),
determined by the policy function. The expected reward defines the mathematical expectation
of the total gain until timestep T by following the policy π.
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Policy gradient methods solve reinforcement learning problems, which have parameterized
differentiable policy function πθ, by maximizing the expected reward J(θ) with respect to θ.
This is done by differentiating J(θ) using the following formula:

▽θJ(θ) =
K∑

t=1
Rt▽θlogπθ(at|st) (5.2)

where Rt is the discounted future cumulative reward:

Rt =
T∑

t′=t+1
γt′−t−1rt′ (5.3)

The policy π could be implemented by a neural network, which parameters θ are
to be updated using policy gradient methods. For example, this can be done with the
REINFORCE algorithm [168]. In REINFORCE the reinforcement learning agent generates a
random trajectory under the current policy πθ and then, for every timestep in the trajectory
t = 1, ..., T the policy parameters are updated as follows:

θnew = θold + α▽θRtlogπθ(at|st) (5.4)

5.4 Methodology
In this section we describe CHARM, our proposed model for inferring personal attributes from
conversations. As illustrated in Figure 6.2, CHARM’s operation consists of two stages: cue
detection and value ranking. As input CHARM receives the user’s utterances U = u0, ..., uN

that contain a set of terms t0, ..., tM , for example, U ={“I stayed late at the library
yesterday”, “Studied for the exam so I could have better grades than my classmates”}. In
the first stage, the term scoring model assigns a score to each term in the user’s utterances,
yielding l0, ..., lM . The highest scoring terms are then selected to form a query Q = q0, ..., qK ,
characterizing the user’s correct attribute value, e.g., Q =“library studied exam grades
classmates” for the profession attribute.

In the second stage, Q is evaluated against an external document collection D =
d0, ..., dL; each document in D is associated with possible attribute values. Documents such
as Wiki:Student and Wiki:Dean’s List2, which are associated with the attribute value student,
would score high with the example query. The score aggregator then ranks the attribute
values based on the documents’ scores s0, ..., sL, for instance, yielding a high attribute score
for student given our example utterances. The list of attribute values V is known in advance
(e.g., taken from Wikipedia list of professions); however, potentially only a subset of values
S ⊂ V have instances seen during training.

The rank of the correct attribute value acts as a distant supervision signal, allowing us
to train term selection, regardless of the non-differentiable argmax operation. CHARM is
trained using reinforcement learning via the REINFORCE policy gradient method described
in the previous section.

2Wikipedia pages: Student & Dean’s_list

https://en.wikipedia.org/wiki/Student
https://en.wikipedia.org/wiki/Dean%27s_list
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Figure 5.1: The pipeline of CHARM. The Term Scoring Model assigns scores l0 ..., lM to the
terms in the input utterances u0, ..., uN . The terms with the highest scores are passed to
the Retrieval Model, which queries the document collection D. The document scores are
aggregated to produce attribute value scores for predictions.

5.4.1 Cue detection

The term scoring model δ evaluates how useful each word in a given user’s utterances is for
making a prediction, and assigns real-value scores l0, ..., lM to the terms accordingly. That
is, lj = δ(tj |t0, ..., tM ; W ), where W denotes the parameters of the model. The term scores
l0, ..., lM are then used to select the words which will form the query for the value ranking
component.

Due to our use of REINFORCE, the selection process differs between the training and
prediction settings. During training, the scores l0, ..., lM are normalized with a softmax
function to obtain probabilities p0, ..., pM , which are used to incrementally sample without
replacement a query consisting of K terms. The query length K is a hyperparameter,
optimized in the grid search. The sampling in effect allows the words with low scores a
better chance to be selected, thus encouraging exploration. At inference time the query is
formed by taking the terms with K top scores.

The term scoring model should produce high scores for terms that are descriptive of the
user and of the attribute in general, instead of a specific attribute value. This means that it
should be able to exploit background knowledge and a term’s context to judge its relevance
to the attribute. For instance, having seen the phrase “stayed late at the hospital” for the
physician at training time, at prediction time an ideal model would correctly estimate the
importance of the word ‘library’ in the phrase “stayed late at the library”, even if there were
no instances of student in the training set. Considering this, we give preference to the models
that operate on sequences, as opposed to the bag-of-word models. We select BERT [32] as
our term scoring model, because it is a sequential model incorporating world knowledge that
should effectively use word context, predicting whether terms are related to an attribute.
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For further description, let us suppose the cue detector picks the words Q = q0, ..., qK as
the query terms for CHARM’s value ranking stage. A typical query would consist of the
terms associated with the correct attribute value (for example, Q =“library studied exam
grades classmates”).

5.4.2 Value ranking

The second stage of the model consists of two steps: first, using the selected query terms to
rank the documents in the external collection; and second, aggregating document scores to
predict values.

Document ranking. The ranking component takes two inputs: query terms Q = q0, ..., qK

resulting from the cue detector and an (automatically labeled) document collection D =
d0, ..., dL. The document collection could be a set of Web pages, where each page indicates a
specific attribute value, v0, ..., vL. For example, by generating a search-engine query “hobby
⟨value⟩” we can gather web pages related to specific hobbies.

The ranker ρ(Q, dk) evaluates the query Q, constructed by the cue detector, against each
document dk in the document collection to produce document relevance scores s0, ..., sL. For
the example query “library studied exam grades classmatess”, the document Wiki:Dean’s
List labeled with student will get a higher score than Wiki:Junior doctor (for physician).

We consider two particular instantiations of the ranker: BM25 [135] and KNRM [173],
described in Chapter 2.2.6. BM25 is a strong unsupervised retrieval model, whereas KNRM is
an efficient neural retrieval model that can consider semantic similarity via term embeddings
in addition to considering exact matches of query terms.

Document score aggregation. The document scores s0, ..., sL obtained from the ranker
are then aggregated to produce scores for each known attribute value. Depending on the
document collection used, each attribute value may be represented by several documents. For
example, the student attribute value may be associated with documents Wiki:Dean’s List,
Wiki:Master’s degree, etc. In this case, the scores per document have to be aggregated to form
the final scores a0, ..., aT for each attribute value in V . In our experiments, we consider the
following aggregation techniques: (i) average (which allows multiple documents to contribute
to the final ranking) and (ii) max (which may help when the document collection is noisy
and we care only about the top-scoring document for each value). Having obtained the final
attribute scores a0, ..., aT , we sort them to get the top value as the model’s prediction.

5.4.3 Training

While predicting attribute values is not inherently a reinforcement learning problem, we
utilize the REINFORCE policy gradient method to train the cue detector component
because there are no labels indicating which input terms should be selected. This allows
the cue detector to be trained based on the correct attribute values regardless of the non-
differentiable argmax operation needed to identify the K top scoring terms from the scores
it outputs.
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When using the policy gradient method, the state in our system is represented by a
sequence of input terms t0, ..., tM . Each of the M input terms also represents an indepen-
dent action. The term scoring model acts as the policy, which outputs the term selection
probabilities based on the current state. Then a term is sampled (at training time) or the
term with maximum probability is selected (at prediction time) and added to the query.

During training, we form the query by sampling without replacement one word at a time.
After sampling each term, we issue the current query and get intermediate feedback. The
training episode ends when the query reaches its maximum length K. We define the reward
ri for an intermediate query to be the normalized discounted cumulative gain (the nDCG
ranking metric) of the correct attribute values’ scores after aggregation at timestep i. The
objective of REINFORCE is to maximize J =

∑K
i=1 ri ∗ log pi by updating the weights of

the policy network (where pi is the probability of selecting a term at timestep i).

5.5 Dataset

Figure 5.2: Example of an input utterance with cues hinting that brewing is the user’s hobby.

The datasets used in our experiments cover two types of input: (i) users’ utterances
along with their corresponding attribute-value pairs (e.g., hobby:brewing from the example
in Figure 5.2), and (ii) a collection of documents associated with each attribute value (e.g.,
documents describing brewing as a hobby). We consider two exemplary attributes: profession
and hobby. We define lists of their attribute values based on Wikipedia lists3.

5.5.1 Users’ utterances

As users’ utterances we used the dataset of Reddit submissions labeled with weak supervision,
described in Section 3.3.5. For our experiments, we removed all posts containing explicit
personal assertions that we used for labeling each user, because we want to test the ability
of CHARM to predict attribute values based on inference, as opposed to explicit pattern
extraction.

For practical reasons, for each attribute we sorted the labeled users by the Snorkel
probabilistic labeling model’s scores and cropped the set to maximum 500 users per attribute
value and 6000 users in total. The final dataset has 23 users per attribute value on average;
there are 605 and 245 users who have multiple attribute values for profession and hobby
respectively. Cropping the number of users effectively resulted in reducing the number of
attribute values in the original Wikipedia lists, which were fixed as 149 for hobby and 71 for
profession.

3Wikipedia pages: List_of_hobbies & Lists_of_occupations

https://en.wikipedia.org/wiki/List_of_hobbies
https://en.wikipedia.org/wiki/Lists_of_occupations


68 Chapter 5. Conversational Hidden Attribute Retrieval Model

5.5.2 Document collection

The scope of possible attribute values may be open-ended in nature, and thus, calls for an
automatic method for collecting Web documents. In this work, we consider three different
Web document collections; summary statistics on the number of documents per attribute
value are provided in Table 5.1. Each document may be associated with multiple attribute
values, which matches the same aspect of the users’ labeling. To provide more diversity and
comprehensiveness we augmented our predefined lists of known attribute values with their
synonyms and hyponyms.

Note that the approaches used to construct the document collections are straightforward
and easily applicable for further attributes, such as favorite travel destination or favorite
book genre.

min max avg total

profession Wiki-page 1 10 2 156
Wiki-category 1 191 57 4,156
Web search 71 100 92 6,688

hobby Wiki-page 1 1 1 149
Wiki-category 2 479 74 10,782
Web search 54 100 82 12,312

Table 5.1: Document collection statistics.

Wikipedia pages (Wiki-page). To create this collection we took the lists of known
attribute values and automatically retrieved a Wikipedia page corresponding to each value,
which usually coincides with the article title (e.g., Wiki:Barista).

Wikipedia pages–extended (Wiki-category). This collection is an extension of Wiki-
page that additionally includes pages found using Wikipedia categories. This allows us
to include pages about concepts related to the attribute values, such as tools used for a
profession and the profession’s specializations. To construct Wiki-category, we identified
at least one relevant category for each attribute value and included all leaf pages under
the category (i.e., including no subcategories). For example, we label all pages under Wiki
category:acting with profession value actor.

Web search. To create this collection we queried a Web search engine using attribute-specific
patterns: my profession as <profession value> and my favorite hobby is <hobby
value>. The collection consists of the top 100 documents returned for each value. Such
patterns can be created with low effort by evaluating a few sample queries. Alternatively, pat-
terns could be mined from a corpus or simplified to the generic form <attribute> <value>.

5.6 Experimental Setup
We evaluate the proposed method’s performance in two experimental settings. First, we
consider a zero-shot setting, in which the attribute values in the training and test data are
completely disjoint (i.e., the test set only contains unseen labels). This setting evaluates
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how well CHARM can predict attribute values that were not observed during training.
Second, we consider the standard classification scenario, in which all attribute values are
seen as labels in both training and test sets. This demonstrates that CHARM’s performance
in a normal classification setting does not substantially degrade because of its proposed
architecture.

Experimental setup details differ for these two evaluation settings, which will be discussed
in the following subsections. All our models were implemented in PyTorch; the code and
data are available at https://github.com/Anna146/CHARM.

Training and test data. For the unseen experiments, we perform ten fold cross-validation
with folds constructed such that each attribute value appears in only one test fold. Each of
the folds contains roughly the same number of users and approximately 2-4 unique attribute
values4. We assigned the users having multiple attribute values to a fold corresponding to
one of their randomly chosen values. For the experiments with seen values, we randomly
split the users into training and test sets in a 9:1 proportion, respectively, which yielded
5232/580 users for profession and 5246/582 for hobby.

Hyperparameters. BERT, the term selection component, generates a contextualized
embedding for each input term, which we process with a fully connected layer to produce a
term score for each word in its context. Specifically, we use the pre-trained BERT model
(bert-base-uncased) model with 12 transformer layers. To reduce BERT’s computational
requirements, we discard the last 6 transformer layers (i.e., we use embeddings produced by
the earliest 6 layers) after observing in pilot experiments that this outperformed a distilled
BERT model [137].

Following prior work [57], KNRM was trained with frozen word2vec embeddings on data
from the 2011-2014 TREC Web Track with the 2009-2010 years for validation. We initialize
KNRM with these pre-trained weights.

During training, we sample 5 negative labels (i.e., incorrect attribute values) to be ranked
when calculating the nDCG reward. For each label, we sample a subset of 15 documents
to represent the label (i.e., attribute value). If the document collection has fewer than 15
documents for a label (e.g., Wiki-page), we consider all the label’s available documents.
When making predictions, we consider all documents and all labels. In both settings, we
truncate documents to 800 terms when using KNRM for efficiency and use the full documents
with BM25. We optimize the following hyperparameters in a grid search: (i) document
aggregation strategy (average vs max); (ii) length of query; and (iii) maximum number of
epochs. The best hyperparameters were chosen based on the MRR score.

Baselines. For the unseen experiments, we evaluate CHARM’s performance against an
end-to-end BERT ranking method and against a BM25 [134] ranker combined with two
state-of-the-art unsupervised keyword extraction methods: TextRank [106] and RAKE [136].
We additionally include a baseline giving the user’s full utterances as input to BM25 (baseline:
No-keyword).

Following related work [27, 111], we train the BERT IR baseline using the binary cross-
entropy loss to predict the relevance of each document to the user’s utterances (acting as

4We used a greedy algorithm to approximate a solution to the NP-hard bin packing problem.

https://github.com/Anna146/CHARM
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train test
(10.000 instances) (100 instances)

CHARM KNRM 31.8 1.2
CHARM BM25 54.4 10.9
BERT IR 56.2 72.7

Table 5.2: Running time of the models given in minutes. The train time is a sum of the times
across all training epochs, all times are averaged across folds in the unseen experiment.

queries). We use the same pre-trained BERT model as in CHARM. To fit both utterances
and documents into the input size of BERT, we split both into 256-token chunks and run
BERT on their Cartesian product. To obtain the final score for each utterances-document
pair we average across all chunk pairs. Given N utterances and M documents, this baseline
processes N × M inputs with BERT, whereas CHARM processes N inputs with BERT
and M inputs with an efficient ranking method. This makes the BERT IR baseline very
computationally expensive on the Wiki-category and Web search document collections,
which contain 4,000-12,000 documents. In order to run the baseline on these collections,
we sample three documents per label; even with this change, BERT IR is 60x slower than
CHARM. More details on the models’ running time are in Table 5.2.

For the seen experimental setup, we compare CHARM with state-of-the-art supervised
approaches for inferring attribute values:

• New Groningen Author-profiling Model (N-GrAM) [9] exploits a linear Support Vector
Machine (SVM) classifier [26] that utilizes character n-grams (n = 3, 4, 5) and term
n-grams (n = 1, 2) with sublinear TF-IDF weighting as features.

• Neural Clusters (W2V-C) [123] were obtained by applying spectral clustering (n = 200) on
a word similarity matrix, computed via cosine similarity of pre-trained word embeddings.
The ratio of words from each cluster is then used as feature vectors for a Gaussian
Process (GP) classifier [22], which is the best reported classification model for the
task [123].

• Convolutional Neural Network (CNN) [10] was proposed for the task of predicting the
age and gender of Twitter users. CNN was applied to individual utterances, and the
majority classification label is used as the prediction per user.

• Hidden Attribute Models, described in Chapter 4. For the experiments discussed in this
chapter we used a HAM 2attn variant of HAMs, as it outperforms the other variants in
the majority of cases.

Additionally we consider a fine-tuned supervised BERT model that performs attribute value
classification using its [CLS] representation. In the seen experimental setup the baseline
models are single-value, therefore, we split every multi-value user into several inputs through
all their attribute values.

Evaluation metrics. Following prior work on personal attribute inference [123, 152], we
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Model
profession hobby

Wiki-page Wiki-category Web search Wiki-page Wiki-category Web search

mrr ndcg mrr ndcg mrr ndcg mrr ndcg mrr ndcg mrr ndcg

No-keyword + BM25 .15* .32* .17* .37* .11* .28* .16* .42* .13* .35* .06* .22*
RAKE + BM25 .16* .33* .19* .39* .11* .28* .17* .42* .14* .37* .07* .23*
RAKE + KNRM .16* .33* .13* .34* .15* .34* .12* .32* .12* .31* .06* .24*
TextRank + BM25 .21* .39* .26* .45* .15* .32* .21 .46 .20* .42* .10* .28*
TextRank + KNRM .21* .38* .18* .36* .20* .40* .15* .36* .16* .36* .11* .31*
BERT IR .30 .45 .28* .44* .26* .38* .22 .43* .18* .42* .15* .33*

CHARM BM25 .29 .46 .28* .47* .28* .45* .24 .47 .21* .43* .11* .30*
CHARM KNRM .27 .44 .35 .55 .41 .59 .22 .44* .27 .49 .19 .38

Table 5.3: Results for unseen values. Results marked with * significantly differ from the best
method (in bold) measured by a paired t-test (p < 0.05). As described in the experimental
setup, BERT IR on Wiki-category and Web search must consider a subset of documents.

consider ranking metrics MRR and nDCG, as they are the most informative for predicting
the labels of the attributes with many possible values. Given that MRR assumes there is
only one correct attribute value for each user, we calculate MRR independently for each
attribute value before averaging; nDCG is averaged over users.

5.7 Results

5.7.1 Quantitative Results

Unseen values (zero-shot mode). The models’ performance evaluated only on the
attribute values that were not observed during training is shown in Table 5.3. Both CHARM
variants significantly outperform all unsupervised keyword-extraction baselines for both
attributes on all document collections. This suggests the importance of training the cue
detector to identify terms related to the attribute, instead of the more general keywords
usually given by unsupervised keyword extractors. BERT IR performs similarly to CHARM
for the Wiki-page dataset, but shows significantly worse results for the remaining datasets,
taking approximately 60x longer than CHARM KNRM to perform inference.

Interestingly, the No-keyword method performs on par with the other baselines. It shows
that the words produced by the state-of-the-art keyword extraction models are not more
helpful than the ones automatically selected by TF-IDF scores in BM25 model, highlighting
the difficulty of keyword extraction from conversational data.

For both attributes, CHARM KNRM always outperforms the BM25 variant on Wiki-
category and Web search collections. This may be related to the size of document collections,
which allows for more variations in the vocabularies that are captured well by the term
embeddings in KNRM. Another observation is that for CHARM KNRM, while Web search
yields the best result for profession, Wiki-category is the best collection for hobby, possibly
due to the noisy hobby-related documents from web search. CHARM BM25 on Wiki-page
does not require any additional inputs and consistently performs as well as or better than
the baselines across both attributes. Wiki-category performs significantly better than all
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Model
Document profession hobby

collection mrr ndcg mrr ndcg

N-GrAM - .13* .43* .11* .40*
W2V-C - .09* .39* .08* .32*
CNN - .20* .52* .14* .43*
HAM 2attn - .32* .59* .33 .55
BERT - .50 .68 .35 .55

CHARM BM25 Wiki-page .42* .57* .31* .51*
Wiki-category .38* .56* .32 .50*
Web search .49 .65 .31* .51

CHARM KNRM Wiki-page .37* .54* .28* .46*
Wiki-category .43* .62* .31 .51*
Web search .49 .66 .31 .51

Table 5.4: Results for seen values. Results marked with * significantly differ from the best
method (in bold face) measured by a paired t-test (p < 0.05).

baselines for both attributes, making it a reasonable choice when Wikipedia categories are
available.

To demonstrate that the collections are resilient to inaccuracies in their automatic
construction, we conducted an experiment where some percentage of the documents’ attribute
values were randomly changed. We found that randomly changing 20% of the documents’
labels resulted in approximately a 15% MRR decrease for CHARM KNRM on Web-search
and Wiki-category. The performance decrease on these collections was roughly linear. This
indicates that the noise in the document collection does not severely damage CHARM’s
performance.

Seen values (supervised mode). In this experiment we evaluate CHARM’s performance
in the fully supervised setting (i.e., all labels are seen during training). From the Table 5.4
we observe that CHARM’s performance is competitive compared to HAM 2attn (i.e., the best-
performing attribute value prediction method from prior work) and the state-of-the-art BERT
model. The fully supervised BERT model consistently performs best for both attributes,
though these increases are not statistically significant over all CHARM configurations.
Furthermore, BERT and HAM 2attn are trained with full supervision in this experimental
setting, whereas CHARM still uses a policy gradient.

Another observation is that in this experiment the Web search collection consistently
performs best, suggesting that the collection’s shortcomings are mitigated when all labels
are observed.

5.7.2 Qualitative Analysis

Analysis of selected terms For each attribute value, we gathered all query terms for
the users predicted as having this attribute value, together with the term scores from the
cue detector. We then averaged the scores for each term within an attribute value, and
selected top 10 terms as the representative ones. Terms were extracted using CHARM KNRM
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profession

barista screenwriter airplane pilot
(MRR=0.4, (MRR=0.65, (MRR=0.64,

#sample=73) #sample=52) #sample=14)

CHARM

coffee shop script story pilot flying
starbucks guitar screenplay film flight teacher
store student screenwriting films training fire
school customer scripts photo fly trading
manager college writing movie pilots military

TextRank

people amp first hollywood people american
first love people tomorrow first lots
coffee things thanks time things guy
today starbucks amp second today time
thanks work stuff one thanks guys

Table 5.5: CHARM KNRM’s top 10 terms per label for profession attribute, compared with
TextRank keywords.

on Wiki-category in unseen experiments. We performed the same method for the TextRank
keywords, because this was the best performing keyword-based baseline in the unseen
experiments. The comparison of selected terms by CHARM vs TextRank is reported in
Table 5.5 and Table 5.6 for selected attribute values of profession and hobby respectively.

We can observe that regardless of the small sample size for some values like airplane pilot,
CHARM can still detect meaningful words. For barista, CHARM did not even consider the
term ‘barista’, but rather focused on the words such as ‘coffee’ and ‘starbucks’. Choosing terms
like ‘screenplay’, ‘scripts’ and ‘screenwriting’ helps the model to distinguish screenwriter
from the other film-related professions like director.

Picking the terms like ‘cake’, ‘baking’ and ‘bread’, helps the model to distinguish between
baking and cooking hobbies more effectively. Note, that even for rare unusual hobbies like
quilting, CHARM manages to select indicative terms. This essentially shows that the model
can easily be used for large long-tailed lists of attribute values.

For the attribute values where CHARM’s MRR scores are considerably high (e.g.,
profession:screenwriter, hobby:baking), the detected cues are meaningful, diverse and quite
distinctive. On the other hand, for attribute values with low MRR scores, some terms
are representative, however, they are also easily confused with other attribute values. For
instance, some model aircraft hobby terms may also refer to the air sports hobby.

Finally, as opposed to CHARM, TextRank keywords rarely make sense. This suggests that
unsupervised keyword detectors are not capable of producing useful attribute-value-related
keywords from users’ utterances.

Misclassification Study To conduct error analysis, we plotted a confusion matrix of
CHARM KNRM in the unseen experiment for profession attribute, which is shown in Fig-
ure 5.3.

We observe that medical professions such as dentist, nurse, pharmacist and surgeon are
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hobby

baking quilting model aircraft
(MRR=0.46, (MRR=0.26, (MRR=0.11,
#sample=64) #sample=27) #sample=2)

CHARM

cake bread sewing way cat dimensions
food cream quilting game plane pilots
recipe cooking quilt metal construction song
cheese pasta fabric design planes steam
baking cook music playing energy music

TextRank

thanks things thanks today thanks work
first work first science german elyrion
amp food things kids steam time
people time people time tapjoy purchase
recipes second amp lots motorola air

Table 5.6: CHARM KNRM’s top 10 terms per label for hobby attribute, compared with
TextRank keywords.

profession hobby

firefighter (MRR=0.46) investor (MRR=0.52) knitting (MRR=0.68) ice hockey (MRR=0.68)

Firefighter Index_fund Yarn_over Extra_attacker
Firefighter_assist_and_search_team Venture_capital Brioche_knitting Ice_hockey_rules
Calvert_County_Fire-Rescue-EMS Treasury_management Combined_knitting Neutral_zone_trap
Firefighter_arson Buy_side Flat_knitting Playoff_beard
Fire_captain Sovereign_wealth_fund Tunisian_crochet Line_(ice_hockey)

Table 5.7: CHARM KNRM’s top 5 retrieved documents per attribute value.

often confused to doctor in general. Professions associated with studying (academic, teacher
and student), beauty (hairdresser and tattoo artist) and art (musician and poet) are often
confused with each other. Salesman and accountant are confused to broker, because of the
common financial terms used.

Analysis of top ranked documents For each attribute value, we collected all documents
that were returned for a user with the given value as the ground-truth label. We then
averaged the scores for each document and selected the top 5 retrieved documents from
Wiki-category, shown in Table 5.7 for several profession and hobby attribute values.

It is interesting to observe that in spite of the common lexicon for some similar values,
the model manages to retrieve documents which are relevant to a particular value, e.g.,
documents for investor are distinct from other financial-related professions, like broker or
salesman. It is also worth mentioning that the retrieved pages for investor and ice hockey are
rather the pages for related lexicon (e.g., ‘venture capital’ and ‘playoff beard’ respectively),
which shows the ability of CHARM to detect indirect cues.
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Figure 5.3: Confusion matrix for profession with CHARM KNRM on unseen experiments,
with some values removed for brevity. Unseen values are aggregated across folds. Darker
cells indicate more misclassifications. The lines illustrate misclassifications of interest.

5.8 CHARM Demo
In this section we present a web demonstration platform, accessible at https://d5demos.mpi-
inf.mpg.de/charm, that showcases CHARM as a predictive model for extracting personal
knowledge from conversational utterances [155]. The contribution of such system is twofold.
First, the demonstration can help users protect their privacy by identifying parts of their
generated content that could give away personal information. Second, the system shows in
detail how the model arrives at the prediction, which is rarely reflected in most automated
extraction systems for personal facts.

5.8.1 Motivation

Personal knowledge is a versatile resource that is valuable for a wide range of downstream
applications. As observed in Chapter 2, there has been ample research on automatically
extracting or inferring personal knowledge. The developed models for conversational data
predict a wide range of personal attributes from basic demographics and personality features
to fine-grained interests and biography facts.

https://d5demos.mpi-inf.mpg.de/charm
https://d5demos.mpi-inf.mpg.de/charm


76 Chapter 5. Conversational Hidden Attribute Retrieval Model

Such models can benefit many practical applications, yet they potentially endanger
privacy. Thus, users should be given an opportunity to assess how the extraction models
work in a transparent way. First, this enables users to explore how much personal information
can be revealed from what they say online. Second, this helps to explain the reasoning
leading to specific personalized ads and recommendations.

To address this issue we develop a demonstration platform for personal knowledge
extraction methods, with CHARM as the underlying model. Such setting gives users a
chance to directly observe the model’s predictions (as opposed to, for example, trying to
interpret the recommendations and ads on the websites).

We demonstrate CHARM’s predictive capacity in two possible scenarios. The first setting
demonstrates how a chatbot can interact with users to collect personal facts, designed as a
guessing game. This provides the users with an opportunity to give creative answers and
explore the model’s capabilities, particularly in inferring the attribute values from given
cues (e.g., ‘pool’, ‘paddles’) instead of explicit mentions (e.g., ‘swimming’). Users can also
try out some rare values (e.g., quilting) or test how fine-grained the predictions can be (e.g.,
curling instead of sports). The second scenario involves applying CHARM on the real users’
posts on social media.

The proposed CHARM demonstration enables the users to (i) see what personal in-
formation is disclosed by their answers or social media posts, and (ii) get explanations
on how the prediction was made. This supports users’ privacy and model’s transparency,
which are rarely considered by personalized downstream applications, such as search or
recommendation engines.

5.8.2 Demonstration platform

Our demonstration system supports prediction of two personal attributes: profession and
hobby, and incorporates two input scenarios: chatbot and social media settings.

5.8.2.1 Input scenarios

Chatbot setting. Personal assistants enhanced with background knowledge about their
users can give better responses and initiate more interesting conversations. In this setting,
we imitate how an intelligent assistant can infer personal facts from interactions with its
user without asking explicit questions, such as “What is your job?”. The interaction is
designed as a game, where the chatbot asks several attribute-related questions, as shown in
Figure 5.4.

Users are supposed to avoid mentioning the attribute value they have in mind, but rather
to provide the chatbot with indirect cues like “I work in a kitchen” for the “Describe your
working environment” question. The number of questions is fixed to 5, which should provide
enough cues in the user’s utterances to predict the correct attribute value without a lengthy
interaction. We also require that the user’s response to a question contains at least four
words.

To give users an idea of how responses should look, we provide a sample reply to each
question, which the user can choose instead of typing their own responses. Each reply is
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Figure 5.4: Chatbot conversation

designed as if it was given by a person with some pre-defined attribute value. For example,
for the chat-bot request “Describe the place where you do your hobby”, we add a predefined
reply “It is a pool or open water” related to hobby:swimming.

Social media setting. Social media traces of online users are utilized by large companies
for personalizing their services and ads, making them more interesting and relevant. However,
the users have neither control nor understanding of how their personal information was
inferred and which parts of their content revealed it. Ideally, the users should be given an
opportunity to identify and exclude their posts which can potentially expose personal facts.

In the social media scenario, we show how CHARM can dig through the vast amount of
noisy conversational data in social media to find accurate cues for prediction. Users can type
or paste their social media posts (e.g., Reddit submissions) into the social media interface of
our demonstration platform. Together with CHARM’s predictions, the users will be provided
with the information which parts of their utterances were used by the predictive model. It
provides an opportunity to delete or modify the exposing content, and to check whether the
model can still arrive at the same prediction after a partial content removal.

As in the chatbot scenario, we provide samples of synthetic user-generated content,
resembling submissions in Reddit discussion threads, corresponding to pre-defined attribute
values.
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Figure 5.5: CHARM prediction result.

5.8.2.2 Prediction results

As shown in Figure 5.5, the prediction page presented to the user consists of intermediate
results for both components of CHARM (term scoring model and document ranker) and the
final prediction. To show the keyword selection step, we highlight the words in the user’s
utterances with an intensity that corresponds to the words’ scores given by the term scoring
model. The results for the document ranking step are presented as a sorted list of 10 top
scoring documents. Each document is linked to the original article on the web. Finally, we
show top 5 attribute value predictions after aggregating document scores. We normalized
them to [0, 1] scale for interpretability when comparing the model’s confidence in predicting
each value.

5.8.2.3 Model parameters

The demonstration allows the users to explore how CHARM’s predictions change depending
on its two hyperparameters: the number of extracted keywords and the document aggregation
strategy. We set the default number of extracted keywords as 1

3 of the number of meaningful
terms in the input utterances (after removing stopwords and digits), with 10 as the maximum
value. Setting the number of keywords too high can result in a noisy query and inadequate
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behaviour of the retrieval model. On the other hand, small number of keywords can be
insufficient for accurate document retrieval.

As the document aggregation strategy, the user can choose between max and average
functions. Max operation is useful when the document collection is noisy and the prediction
score should come from a single most relevant document per attribute value. The average
function is good to provide a balanced prediction based on all available documents, protecting
the result from being spoilt by an inappropriate top scoring document. For this reason we
selected average as the default aggregation function.

The demonstration platform is implemented using Flask framework. We selected to use
CHARM KNRM as the underlying model and Wiki-category as the document collection for
our demonstration platform. As shown in the experiments described in Section 5.7.1, this
combination of ranker and document collection shows superior performance in most test
cases. Wiki-category is a sweet spot between simple Wiki-page, which can only provide
trivial explanations with pages matching attribute value name, and Web-search collection,
which is difficult for the end-user to interpret because of noisy and ill-formatted pages.

5.8.2.4 Unseen scenario

We also showcase CHARM’s ability to predict attribute values that are lacking training
samples. We train 10 variants of the model, in which each model has seen samples from
only 90% of the attribute values during training; 10% of the attribute values are unseen.
In our web interface, the users can try to make a prediction using one of those models by
selecting the option where the listed attribute values are unseen. For example, for the input
utterances {“I was pedaling the whole evening”, “I don’t like long walks, I like spending time
on my bike”}, it can be interesting to see the prediction result by the model not trained on
hobby value cycling.

5.8.3 Case study

In this section we present a walk-though scenario for the chatbot setting. As input we take
a set of utterances from a pre-defined personality having profession: baker. In the first step,
the chatbot asks the user 5 questions, such as “How do you start your day at work?”. We
give an excerpt of the conversation between the user and the chatbot in Figure 5.4.

On the next step the user is taken to the prediction result page, shown in Figure 5.5.
Using the default heuristic, CHARM extracts 9 keywords from the input. The resulting
query thus becomes “kitchen restaurant cakes pastry foods almonds sugar bread restaurant”.
From Figure 5.5 it can be seen that the words ‘cakes’, ‘bread’ and ‘pastry’ were assigned
high scores by the term scoring model, whereas more general words, like ‘restaurant’, were
included in the query but received lower scores.

The default document score aggregation strategy is average, which helps to overcome
the influence of the top scoring document wiki:Stage_(cooking) (a culinary internship), which
was automatically labeled as student. Thus, if the user changes the aggregation function to
max, the effect of document scoring makes baker and student almost equally probable.

The qualitative results of varying the parameters of CHARM on our exemplary input
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number of
keywords

aggregation
strategy

seen/unseen
setting

correct
prediction score

best incorrect
prediction score

10 avg seen 0.91 0.19 (barista)
2 avg seen 0.88 0.19 (sailor)

25 avg seen 0.85 0.85 (barista)
10 max seen 0.89 0.77 (student)
10 avg unseen 0.91 0.32 (butcher)

Table 5.8: Prediction scores based on CHARM parameters.

are shown in Table 5.8. Setting the number of keywords to 2 still does not prevent CHARM
from making a correct prediction using a concise query “bread ovens”. However, the model
is not robust with a long query, resulting in the ranker yielding many documents equally
relevant to this query, like baker, barista and butcher pages.

Finally, the user can inspect the behaviour of CHARM in the unseen setup, when the
value baker was not present in the training data. To do that the user should select an unseen
fold from the dropdown list, which contains the value baker. As shown in Table 5.8, CHARM
is still capable of predicting the correct value. In contrast to the normal seen setting, the
difference in scores for correct and incorrect predictions is less.

5.9 Conclusion
We presented the Conversational Hidden Attribute Retrieval Model (CHARM), a novel
method for inferring personal traits from conversations. CHARM differs from prior work by
its zero-shot ability to predict attribute values that are not present in the training samples
at all.

We demonstrated the viability of CHARM for inferring users’ unseen attribute values by
comprehensive experiments with Reddit conversations on profession and hobby attributes,
leveraging document collections from Wikipedia and web search results for CHARM’s
retrieval component. In the zero-shot setting CHARM shows significantly better performance
than existing unsupervised keyword selectors, especially given the challenging conversation
domain. Moreover, CHARM also performs on par with state-of-the-art fully supervised
models in the regular classification setting.

CHARM is extensible to other long-tailed personal attributes, such as favorite food type
or preferred travel destination, without changing the model’s architecture or exhaustive
manual effort to construct external document collections. Moreover, the components of
CHARM, term scoring model and retrieval model are easily modifiable, allowing to plug in
any emerging state-of-the-art architecture. Finally, the strength of CHARM is its end-to-end
training, without any intermediate supervision steps, regardless of the absence of ground
truth about the attribute values’ keywords.

We have shown that CHARM’s predictions are explainable by the keywords and docu-
ments it selects, which are sufficiently descriptive to enable CHARM to draw fine-grained
distinction between similar attribute values. To showcase that, we created a web demonstra-



5.9. Conclusion 81

tion platform, enabling the users to interact with CHARM and explore its predictions. Such
web service will be a helpful asset to provide the end users with transparent and explainable
models.

As future work directions we see improving CHARM’s performance in the seen setup
and applying the model on further datasets, given the availability of the labeled samples.
Moreover, as CHARM’s ability to make predictions in the unseen setup heavily hinges on
the external document collection, it is interesting to explore different sources and methods
to collect the documents. As we have observed, both comprehensive and diverse collections
(automatically created Web search collection) as well as highly precise collections with
little noise (manually refined Wiki-category) can strengthen the performance on different
attributes.

We envision a major extension of CHARM as the model, capable of predicting open-ended
personal attributes, such as favorite singer. For such attributes it is impossible to create
comprehensive lists of attribute values, especially given constantly emerging new entities.
This problem can be tackled by means of zero-shot learning techniques with heavy reliance
on external information sources, such as knowledge bases.
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Automatically extracted interpersonal relationships of conversation interlocutors
can enrich personal knowledge bases to enhance personalized search, recommenders
and chatbots. In this chapter we propose PRIDE: a neural multi-label classifier

inferring speakers’ relationships from conversations. PRIDE effectively utilizes the dialogue
structure additionally augmenting it with external knowledge about speaker features and
conversation style. Unlike prior works, we address multi-label prediction of fine-grained
directed relationships. Extensive experiments on datasets based on screenplays of movies and
TV series show superior performance of PRIDE compared to the state-of-the-art baselines.
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User A   2 h

tough day.. can't wait for a relaxed weekend
        2 comments

User B   1 h

but.. dad said we'll go somewhere exciting!

User A   1 h

of course, sweetheart, it's your birthday 
after all ;) but make sure to finish your 
homework first!

User B   3 h

Yallll @justinbieber just announced World Tour 
2022!! Super excited! #Belieber

                     15 comments

User B   10 h

Decided to post this recording :D #music 
#singersongwriter #13yearoldgirl #guitar #sing 
#singing #talent #musicians #RT #retweet #like

    27 comments

Figure 6.1: Example of two speaker conversation in social media.

6.1 Introduction
Motivation and Problem. A personal knowledge base enhanced with the information
about the users’ interpersonal relationships is practical for many applications. For example,
relationship facts in a PKB can be accessed by a personalized chat-bot, which will enable it
to make better suggestions for the user (for example, suggesting that the user takes her child
to the zoo instead of a romantic dinner). Moreover, the speech style of the chat-bot, varying
from neutral and official to casual and friendly, can be adjusted based on the relationship
between the user and her current interlocutor. Finally, if the conversation happens over the
phone, the underlying software can automatically assign categories (family/business/..) for
the contact list of the user’s interlocutors.

With the ubiquity of social media and online forums, user-generated content is available
in abundance. Mining personal knowledge from user-generated content to populate PKBs,
or user profiling, is a long-standing topic in NLP [9, 40, 152]. While users’ demographic
attributes and interests can be learned from their profile descriptions and posts, interpersonal
relationships with other users are rarely mentioned explicitly and may only be inferred from
their interactions and conversations.

In this work, we develop an automatic method for predicting fine-grained relationships
between two speakers, given their logged conversation history.

Consider the example in Figure 6.1. From the excerpt of interactions between A and B, the
reader can figure out that B is the child of A by observing (i) the address term ‘sweetheart’,
(ii) the commanding but soft tone of user A, (iii) the reference to the other family member
‘dad’, and (iv) the context created by the word ‘homework’. Yet, neither of the speakers
directly mentions their relationship, making this task difficult for automatic methods relying
on explicit pattern matching or keyword search.

The relationship information extracted from such conversations, e.g., ⟨B, child_of, A⟩,
can be entered into the PKBs of users A and B. By combining such relationship information
with User B’s age and personal interests (e.g., playing guitar, Justin Bieber) inferable from
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User B’s social media (exemplified in Figure 6.1), a system will be able to provide user
A with relevant personalized recommendations for a query “birthday present ideas for my
daughter”.

Prior Work and its Limitations. There has been considerable research on extracting
relationships between characters in literary texts such as novels [16, 17]. These methods
are inappropriate for conversational data, though, which is colloquial and less structured
than literary texts. Moreover, predicting relationships is often modeled as a binary task
of sentiment classification (i.e., person A is positive or negative about person B). Prior
works on conversational data are restricted to small-scale data [178], or merely handle
coarse labels of relationship aspects [125, 132]. Most approaches use general models for text
classification [20, 59], which disregard the particularities of conversational settings.

Approach and Contributions. We present PRIDE, a neural multi-label classifier for
Predicting Relationships In DialoguE. PRIDE makes inference among 12 fine-grained
directed relationships (like child or boss) from conversational data by hierarchically creating
utterance representations and combining them with signals on the users’ personal attributes
(e.g., age and occupation) and the conversation style (e.g., intense or superficial). PRIDE
uses BERT [32] to create contextual word embeddings for each utterance, and Transformer
encoders [158] to build conversation representations that preserve information about the
sequence and speakers of utterances.

The contributions of this work are:

• a method for inferring speakers’ relationships from conversational data, which outperforms
strong baselines;

• an exhaustive analysis of the model’s performance. We perform various experiments
assessing PRIDE’s transfer-learning capabilities and robustness to the varying lengths
of the input conversations. Additionally, we conduct ablation studies, proving that
all components of the model are essential for the accurate prediction of interpersonal
relationships.

6.2 Related Work
The models HAM and CHARM, described in the previous two chapters, make predic-
tions based on the input from a single speaker. Meanwhile, relationship inference requires
processing the utterances of a pair of interlocutors in a conversation. In this section we
will summarize related work on modeling multi-speaker dialogues. Many natural language
processing tasks based on conversational speech (chatbot answer generation, utterance intent
classification, emotion prediction, etc.) require creating a representation of a given multi-
speaker conversation as input. We identify several features typical of the conversational data,
which can be used to enhance predictive models: (i) conversational structure, (ii) speaker
attribution, (iii) additional speaker information.

Conversational structure. One popular way to represent a conversation is to model
words and utterances in a hierarchical manner. Hierarchical approaches are widely applied
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to microblog sentiment and emotion classification. We gave a comprehensive overview of the
hierarchical models in Section 4.2.2; in the current section we recap several recent methods,
which inspired the choice of our model’s architecture.

The core idea of hierarchical modeling is to create the representations of words, which
are aggregated to create the representations for utterances; the latter are either used in the
utterance-level inference or are further combined to make predictions on the conversational
level.

A number of related studies use BERT to create the contextual representations of
words, which are then processed by the recurrent models to form the representations of
utterances [78, 98]. This approach is still not optimal because RNNs can not effectively
capture the dependencies in the long input sequences and suffer from vanishing gradient. An
alternative approach is to create utterance representations with Transformer [84, 144]; our
proposed architecture also follows this approach. In contrast to prior works, the distinguishing
feature of our method is an effective way to overcome the limitation on the number of BERT
input tokens. As opposed to cropping or processing single utterances out of context [84, 144],
we process the whole input conversations in large chuncks, joining them into a unified context
with Transformer.

Another way to utilize dialogue structure is to use a graph to represent the conversation.
Such approaches are used to process multi-party conversations involving more than two
speakers, which often have non-sequential structure, as a single utterance can have multiple
responses to it. An intuitive way to model such conversations is to use utterances as the
vertices in a dialogue graph; an edge will then connect the response to its parent utterance [56].
Alternatively one can exploit a fully-connected graph [45], under the assumption that all
utterances influence each other. Graph-based modelling has proven to be effective on natural
language tasks such as emotion classification [45, 179]. However, it is unnecessary for
out setting, as we consider only dyadic dialogues, modeling utterances’ interactions with
Transformer.

Speaker attribution. Speaker attribution (the information which speaker the current
utterance was produced by) is often used across various NLP tasks to create speakers’
representations. For example, in utterance addressee identification [75, 112] the models are
trained to produce speakers’ embeddings, which are explicitly used for addressee prediction.
In other NLP tasks, such as sentiment classification or response selection, the learned speaker
representations are blended into the model to enhance its performance.

To equip Transformer with speaker information, the studies by Liu et al. [91] and Li
et al. [81] leverage specialized input masks to distinguish utterances from different speakers.
These masks create distinct channels for each speaker in the encoder, so that an utterance
representation can attend to the input from each speaker separately.

A simple but effective way to blend in speaker information into Transformer-based models,
such as BERT, is to introduce additive speaker embeddings on the word level. For dyadic
conversations, speakers are usually distinguished using BERT’s segment embeddings [94];
for the conversations with more than two speakers a common solution is to add a separate
speaker embedding layer into BERT’s embedding module [49, 178].
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PRIDE also incorporates speaker information; we add learned speaker embeddings to the
Transformer input on the utterance level, following Li et al. [84], as well as using BERT’s
segment embeddings as speaker indicators on the word level.

Additional speaker information. Knowing the speaker of each utterance enables to
link the available external knowledge about that speaker, making the model’s predictions
more accurate. There has been significant research on creating response selection models
infused with pre-defined speaker personality [103, 183]. Such approaches operate on the
utterance level, attaching personality to each generated utterance. As opposed to it, Welch
et al. [165] enriched the model for speaker attribute prediction on the global (conversation)
level, adding various features of the interlocutor, such as relative age or gender. Inspired by
this approach, we also enhance our model with the information about the speakers’ ages.

6.3 Background
Interactions between people can have multiple fine-grained features, describing various aspects
of their communication. For example, interactions can be characterized by the attachment
style (such as commitment or avoidance) [125] or power hierarchy (subordinate or superior)
[121]. There are ample related social studies researching these characteristics; yet, there is no
formal ontology for them [132]. One way to organize the features of interpersonal interactions
was proposed by Rashid and Blanco [131], defined as dimensions of the relationships.

Most of the relationships that we defined for our experiments also have particular
interpersonal characteristics. For example, the enemy relationship can be described as
competitive as opposed to cooperative; the relationship between parent and child is in most
cases intimate. Thus, we find it beneficial to enhance the relationship prediction model with
the known features of the speakers’ interactions.

We use the definition of interpersonal dimensions [169] of speakers’ interactions and
relationships, following classification by Rashid and Blanco [132], which we used as an
additional input to our model. We note that the discussed interpersonal dimensions are
descriptive of the relationship between a particular pair of speakers, but not of the relationship
type in general (for example, the interaction between colleagues can be both cooperative
and competitive). However, in general any interpersonal dimension can be fairly typical
for a relationship type; we use this information to give the model hints about applicable
predictions.

Rashid and Blanco consider 11 interpersonal dimensions, divided into dimensions of
relationships and interactions, as shown in Table 6.1. In our model we use all proposed
dimensions to provide a comprehensive summary of the relationship’s fine-grain characteris-
tics. Rashid and Blanco also provide a conversational dataset, where every utterance has
annotations for each considered interpersonal dimension. We utilize this dataset to pretrain
a model for utterance-level dimension classification and create separate representations for
each dimension, which are later used in PRIDE.
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relationships

cooperative vs. noncooperative equal vs. hierarchical
pleasure vs. work oriented intense vs. superficial
intimate vs.unintimate active vs. passive
temporary vs. long term

interactions
cooperative vs. noncooperative active vs. passive
concurrent vs. non concurrent near vs. distant

Table 6.1: Interpersonal dimensions used in PRIDE.

6.4 Methodology
The design of our model is based on conversational features such as dialogue structure
(the order and boundaries of the utterances) and the attribution of each utterance to
its corresponding speaker. The model architecture, inspired by Li et al. [84], is shown in
Figure 6.2. PRIDE hierarchically creates word and utterance representations, which are then
combined with representations of personal attributes and interpersonal dimensions (Table 6.1)
to create a representation of the full conversation history. Given this representation of the
conversation, a multi-label classification layer predicts one or more of the relationship labels,
listed in Table 6.5. The model is trained with supervision on the relationship labels. In the
following subsections we describe the model’s components in more detail.

6.4.1 Contextual word representations

The input for a pair of speakers (spA, spB) is N utterances u1, ..., uN , where i-th utterance
consists of words w1

i , ..., wni
i . In the first step, the word representations rj

i are created with
a function fword(w1

1, ..., wn1
1 , ..., wnN

N ) = rj
i , which takes as input the concatenation of all

utterances and produces the representations for each word. We chose BERT [32] to create
word representations, because this model efficiently captures contextual information.

Considering that the maximal input length of BERT is 512 tokens, we split the input
sequence of utterances into chunks and run BERT several times. Each chunk in the split has
the maximal possible length that fits into one run without breaking individual utterances.
We find this splitting strategy more effective than running BERT on single utterances [20]
or short sequences which do not fully utilize max 512 limit [59]. In our method more
conversational context is provided to create word representations. Also, simply truncating
input to 512 tokens [94] might cause a loss of important cues.

As information about the current speaker we use BERT’s segment embeddings, so that
the A-segment corresponds to tokens from speaker A and the B-segment to speaker B.
Furthermore, we encode the information about the utterance boundaries by prepending
special tokens before each utterance: [s1] for the utterances of speaker A and [s2] for
speaker B.

6.4.2 Utterance representations

Next, word representations rj
i are aggregated within each utterance to create utterance

representations ri with the aggregation function aword(r1
i , ..., rni

i ) = ri. The aggregation is
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Figure 6.2: PRIDE model

performed on the utterances from all runs of BERT and outputs r1, ..., rN as the representa-
tions of utterances. In our hyperparameter search we tried instantiating aword with max,
average and self-attention weighted average functions.

Some of ri are produced by separate runs of BERT due to its input length limitation.
Therefore we create enriched utterance representations in the unified context from all
BERT runs with the function futt(r̂1, ..., r̂n) = r̃i. We instantiate futt with a Transformer
encoder, which allows us to input long sequences of utterances. Before computing enriched
representations, we sum the utterance representations ri with sinusoidal positional encoding
pi and speaker embeddings spi, yielding r̂i = ri + pi + spi. The speaker embeddings are
randomly initialized and learned during model training. Positional encoding is performed
following Vaswani et al. [158].

6.4.3 Classification layer

Finally, the enriched utterance representations r̃i are aggregated with the function
autt(r̃1, ..., r̃n) = C. autt is instantiated with the same aggregation functions as aword. For
the case with [CLS] representation we prepend a trainable embedding to the sequence.

We incorporate additional information relevant to the relationship prediction by concate-
nating embeddings of personal attributes and interpersonal dimensions with the conversation
representation C: C̃ = C|rage|rdiml

, which are described in the following subsections. A
fully connected layer takes the resulting concatenated representation C̃ as input and pro-
duces probability scores for each of L relationship labels. Since some relationships are not
symmetric (e.g., parent/child) the labels represent directed relationships from spA to spB .

6.4.4 Incorporating personal attributes

Additional personal information about the speakers from a personal knowledge base, such as
their age or occupation, could improve relationship prediction. We incorporate age information
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into the model, since some relationships in our dataset can commonly be characterized by
age differences between the speakers. For instance, children are usually much younger than
their parents (and a parent can never be younger than a child). Similarly, employees are
generally younger than their bosses (but the magnitude of their age difference is less than in
parent/child pairs). Among all possible personal attributes we select to incorporate only age
difference for two reasons: (i) other labeled personal attributes are very scarce and difficult
to obtain, and (ii) other attributes, such as gender, are not nearly as informative as speakers’
age difference. Nevertheless, the architecture of PRIDE can easily include any number of
additional attributes (e.g., profession, family status, etc.).

To incorporate age information into PRIDE, we introduce a representation for the age
difference of speakers. We calculate (ageA − ageB) and assign the resulting difference into
an age difference bin. We learn an m-dimensional embedding rage for each bin, where m is
a hyperparameter optimized in the grid search.

6.4.5 Incorporating interpersonal dimensions

As discussed in Section 6.3, interpersonal relationships have fine-grained characteristics,
called dimensions [169]. For instance, a boss/employee relationship is hierarchical, while
colleague is an equal one. Similarly, spouse is an intimate relationship, in contrast to colleague.

Given a hint of the applicable dimensions, a model can better predict the underlying
relationship (e.g., a non-intimate, task oriented and hierarchical relationship is most likely a
boss/employee relationship). Based on Rashid and Blanco [132], we distinguish 11 interesting
interpersonal dimensions, listed in Table 6.1.

Using the data provided by Rashid and Blanco, we train a separate BERT classifier on
the utterance level for each dimension diml, where index l ranges over the 11 interpersonal
dimensions we used. We obtain a K-dimensional CLS representation from the trained
classifier for each utterance, thus producing a K-dimensional representations rdiml

i for the
i-th input utterance. To incorporate these representations into our model, we obtain a single
representation diml at the conversation level by performing max pooling over all utterance
representations for a given speaker pair.

6.5 Experimental setup

6.5.1 Data splitting and preprocessing.

For experiments with PRIDE we used Film Relationship (FiRe) dataset, described in
Section 3.2.3. From the input scripts we removed personal names1 and movie-specific words
(which we defined as words found in only one movie script), to reduce overfitting to movie
domain or genre.

We performed five-fold cross-validation, training the models on three folds and choosing
hyperparameter settings according to the performance on 1-fold validation set. We report
the results on the remaining 1-fold test set. We arranged the folds so that the sets of movies,
where the input character pairs come from, are disjoint. With that as a hard restriction,

1https://catalog.data.gov/dataset/baby-names-from-social-security-card-applications-national-data

https://catalog.data.gov/dataset/baby-names-from-social-security-card-applications-national-data
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we tried to maximally balance the label distributions across the folds. For that we created
multiple random assignments of movies to folds and chose the one that maximized the
balance metrics, which we defined as follows:

label_balance = mean([ dl

Sl
for l in labels]),

dl = max
i

si
l − min

i
si

l,

where Sl denotes the number of pairs for the label l in the whole dataset, and si
l denotes

the number of pairs for the label l in fold i.

6.5.2 Model setup and evaluation metrics

We fine-tuned a pretrained BERT model model (bert-base-uncased) to create word embed-
dings. To produce interpersonal dimension embeddings, we train BERT on the labeled data
from Rashid and Blanco [132] on each dimension separately, resulting in 768-dimensional
representations.

We gathered the data about speakers’ ages by crawling IMDb for the ages of the
corresponding actors in the year the film/series was made. To create age embeddings we
calculate the age difference (diff ) between the speakers and assign it to one of the predefined
diff bins. We set diff bins to be [(−inf ; −13], [−12; −6], [−5; −1], [0; 4], [5; 11], [12; +inf)] (a
negative age difference means that speaker B is younger than speaker A).

Training mechanism. PRIDE is trained in two steps: first we train the model without
external representations (age difference and interpersonal dimensions). Then the pretrained
base model checkpoint is used in full PRIDE to train external representations’ embeddings
and classification layer (the weights of the base model stay frozen).

We trained the model with binary cross-entropy loss. During training we oversampled
the under-represented labels. We perform grid search to tune the following hyperparameters:
training epoch, learning rate (we use different learning rates for BERT and the rest of the
model), word and utterance aggregation (among max, average and attention). We perform
multi-label classification by predicting all labels with a score over a threshold, which we
treat as a hyperparameter.

Evaluation metrics. We compute macro-averaged multilabel precision, recall and F1 score
as evaluation metrics. During grid search we optimized F1 score of the performance on the
development set.

6.5.3 Baselines.

We compare the performance of PRIDE with the following baselines:

• RNN is a BiLSTM [48] architecture adapted by Welch et al. [165], which was trained
on short context windows. Before each utterance a special token (’〈ME〉’ or ’〈OTHER〉’)
is prepended to represent the speaker.

• HAM, described in Chapter 4. To allow multiple relationship predictions we trained
HAM 2attn for multi-label classification using binary cross-entropy loss. HAMs are designed
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cross-val on FiRe train:FiRe, test:Series

model F1 precision recall F1 precision recall

RNN 0.11 0.11 0.15 0.10 0.17 0.14
BERTddrel 0.20 0.20 0.25 0.14 0.22 0.15
HAM 0.23 0.25 0.22 0.16 0.21 0.16
BERTconv 0.27 0.25 0.33 0.25 0.35 0.21

PRIDE 0.38 0.42 0.37 0.30 0.43 0.29

Table 6.2: Results on FiRe and Series datasets. The best scores (bold) significantly differ
from the remaining ones measured by a McNemar’s test (p < 0.05).

to process the utterances from a single speaker; for the experiments in this chapter we
did not change the architecture of HAM 2attn, which was trained on the input from both
speakers without incorporating any speaker information.

• BERTconv for sequence classification [94] runs on the concatenation of utterances
divided by a [SEP] symbol and segment embeddings corresponding to the speaker of
each utterance. The sequences of utterances greater than the allowed input length are
cropped.

• BERTddrel [59] produces the relationship label ranking for each dialogue snippet in a
movie; the final scores for pair-level labels through the whole conversation history is the
sum of MRRs of the labels from scenes’ predictions.

PRIDE and all baselines are implemented using PyTorch. The code for all experiments
is accessible at https://github.com/Anna146/PRIDE.

6.6 Results

6.6.1 Quantitative results

The main quantitative results are presented in Table 6.2. PRIDE outperforms all baselines
by a large margin, including other BERT-based models. Unlike BERTddrel, which aggregates
predictions on conversation snippets outside of the model, PRIDE internally learns the
conversation representation. Furthermore, unlike BERTconv, we do not crop the input
sequence to 512 token limit and make use of the hierarchical structure of the conversations.

We also analyze PRIDE’s transfer learning performance on the Series dataset as our test
data. From the results shown in Table 6.2, we observe the same behaviour of the models,
with PRIDE outperforming the baselines. F1 scores are generally lower than the evaluation
on the FiRe dataset, due to the different nature of data (longer input sequences). PRIDE’s
precision is similar on both datasets, but the larger amount of input utterances with Series
seem to reduce recall.

https://github.com/Anna146/PRIDE
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model F1 precision recall

RNN 0.04 0.02 0.10
BERTddrel 0.15 0.15 0.20
HAM 0.24 0.30 0.23
BERTconv 0.23 0.32 0.23
PRIDE 0.33 0.41 0.35

human 0.84 0.89 0.79

Table 6.3: Results on a human-annotated FiRe subset.

model F1 precision recall

PRIDE 0.38 0.42 0.37

PRIDE − dimensions 0.36 0.36 0.40
PRIDE − age 0.37 0.38 0.37
PRIDE − speaker 0.35 0.37 0.36
PRIDE − positional 0.37 0.36 0.41
PRIDE − Transformer* 0.35 0.46 0.33

Table 6.4: Ablating elements of PRIDE. The models marked with * significantly differ with
full PRIDE, measured by a McNemar’s test (p < 0.05).

6.6.2 Comparison with human performance

It is often complicated even for humans to recognize the relationship between the speakers
in a given conversation. Thus, human performance can be regarded as an upper bound on
the model’s performance. To obtain this upper bound estimation, we asked three human
annotators to read the complete conversation history of two movie characters (the same as
the input given to the model) and identify the applicable relationships. We sampled 5 pairs
for each relationship label, resulting in 60 pairs. As human-predicted labels we assigned
the relationships selected by at least 2 out of 3 annotators. The results on this dataset are
shown in Table 6.3. While PRIDE substantially outperforms the baselines, it achieves about
half of human precision, illustrating the difficulty of the given task.

6.6.3 Ablation study

To investigate the impact of different components of PRIDE on its performance, we run an
ablation study, removing one PRIDE component at a time: we experimented on excluding
additional age and interpersonal dimensions’ representations as well as removing speaker
and positional embeddings from Transformer’s input. The ablation on Transformer is done
by substituting it with aggregation operations on word and utterance levels consecutively.
Results are shown in Table 6.4. It can be observed that removing positional encoding
gives the least impact. On the other hand, the quality considerably drops by removing
Transformer, which is caused by a very low recall. Removing other elements cause a drop
in precision, suggesting that incorporating age differences and interpersonal dimensions
improves performance.
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Figure 6.3: PRIDE F1 with varying input length. The dotted red line shows the performance
on the full input.

class count PRIDE (− speaker) (− dimensions)

friend 208 0.50 0.50 0.50
lover 187 0.60 0.58 0.60
spouse 69 0.40 0.40 0.35
colleague 67 0.25 0.25 0.25
child 48 0.60 0.51 0.56
parent 41 0.62 0.55 0.60
sibling 37 0.42 0.33 0.40
employee 34 0.29 0.23 0.26
boss 29 0.04 0.08 0.04
enemy 27 0.14 0.13 0.14
medical 19 0.46 0.47 0.44
commercial 19 0.12 0.12 0.06

Table 6.5: Class F1 scores of PRIDE and PRIDE without speaker embeddings and interper-
sonal dimensions.

6.6.4 Varying input length

To investigate how many utterances are needed to make accurate predictions, we ran the
trained PRIDE model on a subset of data with inputs of varying lengths. To do so, we
selected a subset of user pairs with at least 150 utterances, and perform inference while
increasing the length of the slice of input utterances from 10 to 150. This was repeated over
100 runs, with the randomized starting position of the slice. The results averaged over all
runs are shown in Figure 6.3. We observe that approximately 40 utterances are enough to
maximize performance in terms of F1 score.

6.6.5 Per class analysis

In Table 6.5 we show the label distribution and per class F1 scores for PRIDE and two ablated
versions. We observe that using speaker embeddings benefit predictions on asymmetric classes,
such as child and parent, as their F1 scores drop significantly when speaker embeddings are
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Figure 6.4: Confusion matrix for relationships.

not used. Removing interpersonal dimensions damages performance on spouse and child in
particular, illustrating how this signal can help differentiate relationships that use similar
vocabulary.

6.6.6 Misclassification analysis

The confusion matrix for PRIDE’s predictions is shown in Figure 6.4. To create the confusion
matrix for the multi-label case, we consider only incorrect predictions (either the labels
which the model omitted or which it falsely predicted). For a single test instance we remove
true positives from its sets of correct and predicted labels and use the Cartesian product of
the resulting sets to build the matrix.

We observe that there are many misclassifications into the friend and lover labels, which
are the most common (see columns). This can be attributed to the model’s tendency to
predict majority classes because of a considerable class imbalance.

Considering specific pairs, we see that the model often confuses spouse for lover (red line).
They may talk to each other in a similar tone and use the same address terms. Conceptually,
however, these classes are different, with spouses having tighter family bonds, discussing
children and household issues, and lovers talking more casually. Similarly, child and spouse
are often confused as well (purple line). Both may use terms related to family and discuss
similar topics. The differences between lover and friend are indeed subtle (yellow square),
and these pairs were also sometimes confused by human annotators.

Finally, we investigated the impact of confusion within asymmetric classes (for example,
confusing parent to child). We found that if we accept the model’s predictions of either label
as correct, the average number of false positives for such classes drops by 34%, resulting in
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an increase in average F1 score from 0.38 to 0.43. This illustrates the challenge posed by
considering relationship directions and the importance of including asymmetric labels.

6.7 Conclusion
We presented PRIDE, a model for inferring fine-grained relationships from conversations.
To our best knowledge, PRIDE is the first model to predict directed, multilabel speakers’
relationships. PRIDE leverages the hierarchical dialogue structure to efficiently handle
lengthy conversational history. The novelty of our architecture is the additional signals of
speakers’ demographics and speech style, which significantly improve relationship prediction.

PRIDE outperforms state-of-the-art baselines and demonstrates effective transfer learn-
ing on different types of dialogue data. PRIDE is designed to perform inference on long
conversational sequences; however, we experimentally show PRIDE’s ability to make accurate
predictions for shorter interactions too.

To support future work on this topic, we created and released the largest labeled collection
of relationships in conversations, which improves over existing datasets by including directed
multilabel relationships.

6.7.1 Discussion

In this subsection we discuss several limitations of the current work and propose directions
for further improvements of PRIDE:

• Leveraging other types of conversational data. Inferring relationships in real-life
user conversations is the use case motivating our research. Thus, we find it important
to evaluate PRIDE’s transfer learning capabilities to other conversational datasets
to ensure that it can generalize. Our choice of the dataset was constrained by the
complexity of labeling dialogues with relationship labels; we leave it for future work to
obtain more diverse relationship datasets (for example, social media interactions or
telephone transcripts).

• Improving performance on directed relationships. Predicting asymmetric rela-
tionships has been overlooked in the prior works; yet accurately distinguishing them
is important for practical applications. For instance, an intelligent assistant can rec-
ommend completely different items, depending of whether the user is asking for a
birthday present suggestions for her parent or her child. Thus, we find it necessary to
further improve PRIDE’s performance on asymmetric relationships.

• Incorporating more personal attributes. In our experiments we showed that
prediction of interpersonal relationships can benefit from adding speakers’ attributes.
We find it interesting to experiment on adding other personal information, such as
occupation or ethnicity.

• Joint prediction of personal attributes and interpersonal relationships.
The current version of PRIDE supports incorporating precomputed ground truth
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information about the speakers’ ages. In the scenario when personal attribute labels
are not available, one option is to use a predictive model (such as HAM) to provide
such information on the fly. Joint training of the relationship and speakers’ attribute
prediction models could improve their performance, as relationships and personal
attributes are interdependent.

• Considering multispeaker conversations. The current dataset used in experiments
with PRIDE was limited to uninterrupted dialogue spans between two characters. This
limitation was due to the difficulty of distinguishing the addressee of an utterance
when more than two speakers are present. In real life people often interact in a group,
thus, considering only speaker pairs will result in losing useful cues for predictions.
Therefore, extension of the current model to handle multi-speaker conversations should
be further investigated.
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Chapter 7

Conclusion

This thesis is concerned with predicting personal knowledge from conversations. Such
information can be used to populate a personal knowledge base, enhancing many
downstream applications. The ambiguity of conversational utterances makes it

challenging to automatically process them; thus, the task of speakers’ attribute inference
is underexplored in related work. In our research we overcome the limitations of the prior
studies, proposing the models which can accurately predict a wide range of personal facts.

In Chapter 4 we described Hidden Attribute Models (HAMs), capable of predicting
speakers’ demographic attributes: age, gender, profession and family status. HAMs utilize
hierarchical conversational structure, making precise predictions at low computational costs.
We have shown the capacity of HAMs to transfer learn among different conversational
datasets, which is essential for applying the model to the real-life scenarios.

In Chapter 5 we presented Conversational Hidden Attribute Retrieval Model (CHARM),
designed for predicting the values of the long-tailed profession and hobby attributes in a
zero-shot setup. We propose a novel model design, which incorporates external knowledge to
detect personal attribute values absent from the training data. CHARM makes predictions
extracting keywords from the users’ utterances, which ensure model’s interpretability.

In Chapter 6 we introduced PRIDE, a model for Predicting Relationships In Dialogue
Excerpts. Unlike most prior studies, PRIDE predicts fine-grained directed relationships, which
are often ambiguous even for the human evaluators. We show that blending in additional
signals, such as speakers’ demographic attributes, can significantly improve interpersonal
relationship inference.

Additionally, to support our experiments we issued several conversational datasets,
described in Chapter 3. Our datasets cover multiple personal attributes, based on the
dialogues in the movies and interactions on social media, providing diverse inputs for the
models. Our labeling strategies and manual verification ensure high precision of the provided
data, which will be valuable for further research and practical applications.

7.1 Future research directions
The research in this dissertation is only an initial step for a comprehensive and accurate
prediction of personal information from conversations. In this section we list possible
directions for further investigations, which we find essential for building practical and
user-friendly personalized systems.
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Open-ended attributes. Topical and user-oriented chat-bot recommendations require
the knowledge of many open-ended personal attributes, e.g., favorite actor. It is infeasible to
enumerate all possible values for such attributes, especially given that new values constantly
emerge. Predicting such facts might require dedicated unsupervised extraction methods.

Continuous incremental predictions. An important aspect of conversational data
is that the input utterances are spread in time, arriving as conversation proceeds. The
utterances might contain contradictory cues, reflecting the change in the user’s preferences
(or even the user’s demographics). Keeping an up-to-date state of the personal knowledge
base as the conversation proceeds is an important issue, which can be addressed by learning
personal facts from conversations incrementally.

Evaluating third party information. All our proposed models make predictions about
a speaker (or a speaker pair) based on their own utterances. However, a significant amount
of information can be obtained by capturing the input from other conversation participants.
Ideally, the model should be able to capture both the cues from subject’s direct interlocutor
(“you must be coming from your shift at the hospital”) and from a third person, when the
subject is not even present in the current conversation (“Brandon is doing a lot of overtime
in the hospital recently”).

Utilizing speaker network. Building up on the previous point, we propose that the
predictions of multiple personal attributes and relationships can be made simultaneously for
a group of speakers, either within a current conversation or across multiple dialogues. A
good example when such approach can facilitate predictions is utilizing the dependency of
interpersonal relationships (from the fact that A and B are children of C one can infer that
A and B are siblings). We envision that joint inference for all conversation participants can
be performed with graph methods, which enable information sharing between the speakers
(graph nodes).

Privacy issues. Personal attributes is a sensitive information, the exposure of which can
be harmful for the end user. Our proposed models supply the evidence for their predictions,
which provides the pointers to disclosing content of the user. We suggest that more research
needs to be done into using this evidence to protect the users’ personal data.
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