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Abstract
In today’s interconnected world, Denial-of-Service attacks can cause great harm by simply
rendering a target system or service inaccessible. Amongst the most powerful and widespread
DoS attacks are amplification attacks, in which thousands of vulnerable servers are tricked
into reflecting and amplifying attack traffic. However, as these attacks inherently rely on IP
spoofing, the true attack source is hidden. Consequently, going after the offenders behind
these attacks has so far been deemed impractical.

This thesis presents a line of work that enables practical attack traceback supported by
honeypot reflectors. To this end, we investigate the tradeoffs between applicability, re-
quired a priori knowledge, and traceback granularity in three settings. First, we show how
spoofed attack packets and non-spoofed scan packets can be linked using honeypot-induced
fingerprints, which allows attributing attacks launched from the same infrastructures as
scans. Second, we present a classifier-based approach to trace back attacks launched from
booter services after collecting ground-truth data through self-attacks. Third, we propose
to use BGP poisoning to locate the attacking network without prior knowledge and even
when attack and scan infrastructures are disjoint. Finally, as all of our approaches rely on
honeypot reflectors, we introduce an automated end-to-end pipeline to systematically find
amplification vulnerabilities and synthesize corresponding honeypots.





Zusammenfassung
In der heutigen vernetzten Welt können Denial-of-Service-Angriffe große Schäden ver-
ursachen, einfach indem sie ihr Zielsystem unerreichbar machen. Zu den stärksten und
verbreitetsten DoS-Angriffen zählen Amplification-Angriffe, bei denen tausende verwund-
barer Server missbraucht werden, um Angriffsverkehr zu reflektieren und zu verstärken.
Da solche Angriffe jedoch zwingend gefälschte IP-Absenderadressen nutzen, ist die wahre
Angriffsquelle verdeckt. Damit gilt die Verfolgung der Täter bislang als unpraktikabel.

Diese Dissertation präsentiert eine Reihe von Arbeiten, die praktikable Angriffsrückverfol-
gung durch den Einsatz von Honeypots ermöglicht. Dazu untersuchen wir das Spannungsfeld
zwischen Anwendbarkeit, benötigtem Vorwissen, und Rückverfolgungsgranularität in drei
Szenarien. Zuerst zeigen wir, wie gefälschte Angriffs- und ungefälschte Scan-Datenpakete
miteinander verknüpft werden können. Dies ermöglicht uns die Rückverfolgung von Angrif-
fen, die ebenfalls von Scan-Infrastrukturen aus durchgeführt wurden. Zweitens präsentieren
wir einen Klassifikator-basierten Ansatz um Angriffe durch Booter-Services mittels vorher
durch Selbstangriffe gesammelter Daten zurückzuverfolgen. Drittens zeigen wir auf, wie
BGP Poisoning genutzt werden kann, um ohne weiteres Vorwissen das angreifende Netzwerk
zu ermitteln. Schließlich präsentieren wir einen automatisierten Prozess, um systematisch
Schwachstellen zu finden und entsprechende Honeypots zu synthetisieren.





Background of this Dissertation

This dissertation is based on three peer-reviewed papers published at CSS 2016 [P1], RAID
2017 [P2], and IEEE EuroS&P 2021 [P3], with a fourth one currently under submission at
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cases [P1, P3] as the sole contributor next to faculty-level co-authors.
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Introduction





The Internet is without a doubt one of the most disruptive innovations. In fact, modern life
depends in almost all facets on interconnected systems and services, from interpersonal
communication and leisure activities like gaming, to banking, online businesses, and indus-
trial control systems. Unfortunately, this also means that attackers can cause great harm
simply by disrupting access to such services. As such, Denial-of-Service (DoS) attacks have
reportedly been used to harm competitors [77], as a form of protest by hacktivists [93, 4],
as part of extortion campaigns [34], or as means to prevent protesters from organizing by
blocking their communication [150]. Furthermore, DoS attacks are no singular incidents. A
recent report by NetScout reports more than 10 million DoS attacks in 2020, with many
service providers ranking DoS attacks as one of the biggest threats [100].

In recent years, amplification DDoS attacks have emerged as one of the most threatening
types of Denial-of-Service. As a subclass of volumetric, distributed DoS attacks, they attempt
to render a target inaccessible by flooding it with vast amounts of unwanted traffic, eventually
leading to a network congestion. Not only are amplification attacks plentiful nowadays,
they are also responsible for many of the most powerful attacks we have ever seen, reaching
attack bandwidths on the order of terabits per second [99, 9].

In an amplification attack, the attacker tricks innocent servers into becoming traffic reflectors,
by sending them spoofed requests that seemingly originate from the victim. By simply
responding to those perceived benign requests, these innocent servers become involuntary
accomplices in the attack, sending unrequested traffic to the victim. Furthermore, by picking
servers whose responses are multiple times larger than the requests required to provoke
them, the attacker gains the eponymous bandwidth amplification, often by a factor of 100×
or more [120]. In addition, amplification attacks are also enticing as they inherently hide
their attack source: The victim only receives traffic from the involuntary reflectors, and the
reflectors themselves can only see spoofed requests.

Today, efforts to mitigate the threat of amplification DDoS attacks are largely focused
on reducing the number of vulnerable systems prone to amplification, which has shown
promising results in the past [80, 86]. However, it is clear that the sheer scale of the Internet
makes a 100% remediation impossible. Likewise, replacing the IP protocol with a secure
alternative to tackle the underlying problem of IP spoofing would require a major redesign of
the core Internet architecture and must hence be regarded infeasible. Therefore, measures
that aim at making amplification attacks impossible on a technical level alone are insufficient.

Ideally, they would thus be complemented by measures that make such attacks unviable to
malicious actors by raising the associated costs and risks. The main cost for an attacker is
maintaining a spoofing-capable infrastructure, and given that DDoS attacks are illegal in
many jurisdictions, their main risk is legal prosecutions. Yet, actions like seizure of attack
infrastructure or launching criminal investigations require forensic evidence of the true
network source behind an attack—a non-trivial feat for amplification attacks, as we still lack
practical solutions for finding the origin of IP spoofed traffic.

Past proposals rely on either packet marking [140, 45, 43, 132, 14, 54], where path infor-
mation is encoded in the packet header by individual routers, or correlating traffic statistics
captured from routers at a large number of ISPs [137, 138, 87, 75, 147]. However, although
both work perfectly in theory, their deployment requirements have proven prohibitive in
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practice. Packet marking needs to be explicitly supported by all routers along a path due to
the necessary protocol changes, while telemetry-based approaches require the cooperation
of multiple network providers to collect and share flow data.

The first research question of this thesis is therefore: (RQ1) How can we provide practical
network origin traceback for amplification attacks that does not require the cooperation
of multiple external parties nor changes to well-established Internet protocols? After
introducing the necessary background in Chapter 2 and reviewing related work in Chapter 3,
we answer this question in Chapters 4 to 6, where we propose three traceback approaches
that make different tradeoffs between the range of attacks they can be applied to, extra
knowledge required about the attacker a priori, and the resulting traceback granularity.

Specifically, in Chapter 4, we start from the assumption that attackers might reuse the same
infrastructure for both, scanning for vulnerable systems and launching attacks. We then
show how a fingerprint can be imposed on the scanner’s IP which is preserved in later attacks
and devise a methodology to check whether scan and attack are launched from the same
network. Combined, this provides us with an approach to find the IP address of the scanner
and, for attacks that are launched from the same network, also the origin network.

Next, in Chapter 5, we consider the setting where the origin is known for some attacks and
we would like to know if further attacks can be attributed to that origin. This scenario is
motivated primarily by booter services, who essentially provide DDoS-for-hire capabilities
and are assumed to be responsible for a large share of attacks [71, 123, 124, 72]. Here,
we collect a ground truth dataset by requesting attacks against ourselves from a number of
booters and then show how a classifier can be trained on characteristic attack features.

Lastly, in Chapter 6, we study the relaxed traceback problem of finding the autonomous
system (AS) that is originating attack traffic. Since the attacker and AS operator must have
some form of business relation, the originating AS can then serve as a good starting point for
further investigations. Additionally, providing evidence that an AS is emitting spoofed attack
traffic allows its peers to pressure the spoofing AS into deploying proper egress filtering.

Crucially, all of our traceback approaches can be deployed by a single entity. To this end, we
leverage honeypot reflectors to monitor and attract attack traffic. These honeypots mimic
systems that offer multiple protocols suffering from amplification vulnerabilities and can
be found by attackers through scanning. Consequently though, our traceback efforts are
ultimately limited to the attacks these honeypots can observe. Yet, creating the necessary
protocol emulations is a tedious process in which an analyst needs to determine the necessary
request-response behavior for a given vulnerability. Likewise, finding these vulnerabilities
in the first place requires substantial manual effort, where oftentimes new vulnerabilities
become known only after they are abused in attacks. The defensive side thus lags behind
and is limited to a reactive course of action.

Our second research question is thus: (RQ2) How can we find amplification vectors and
update defensive tooling proactively? We provide an answer in Chapter 7, where we
show the first systematic approach to finding amplification vulnerabilities through fuzzing
and develop an automated pipeline that synthesizes corresponding honeypot abstractions
through symbolic execution.
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Contributions

The following gives a brief overview over the publications included in this dissertation [P1,
P2, P3, P4] and how they relate.

IDENTIFYING THE SCAN AND ATTACK INFRASTRUCTURES

BEHIND AMPLIFICATION DDOS ATTACKS

In “Identifying the Scan and Attack Infrastructures Behind Amplification DDoS Attacks” [P1]
(see Chapter 4), we show a technique for mapping amplification attacks back to the system
that was used to scan for reflectors in preparation for the attack. For this we extend an
amplification honeypot with a technique we dub Selective Response: This special honeypot
has 48 public IPs, but only responds to requests on a subset of 24 of those. However, the
presented subset differs depending on the requesting IP address and protocol. This ensures
that the subset of honeypot IPs a given scanner can find is virtually unique and can act as
the scanner’s fingerprint. We can then link attacks to scanners by correlating the honeypot
IPs involved in an attack with the scanner fingerprints. This works even for attacks that use
only some of the 24 possible fingerprint IPs. As the fingerprints are distributed randomly we
can further assign a confidence score to the attribution, based on the likelihood of a random
match between the attack and a scanner. Analyzing 1.35M attacks we find that for 58% we
can find a unique scanner with a confidence of 99.9% or higher.

In a second step we analyze whether the system used for scanning and the system used to
launch the attack are related. To this end, we consider the time-to-live (TTL) values found
in packet headers. When forwarding packets, every hop along the route will decrement
this value by one. For a fixed initial TTL, the TTL value recorded at the honeypot thus
provides a rough estimate of the (network) distance between the sender at the honeypot.
Using a network of globally distributed honeypots allows us to obtain multiple distance
measurements, which we can then compare between scan and attack. After validating
this technique by repeatedly measuring packets from known locations using the RIPE Atlas
system [117], we identify 34 scan sources that are also likely used for attacking.

LINKING AMPLIFICATION DDOS ATTACKS

TO BOOTER SERVICES

Our second paper, “Linking Amplification DDoS Attacks to Booter Services” [P2] (see Chap-
ter 5), focuses on attacks launched by booter services. Booter or stresser services provide
DDoS-for-hire capabilities, often under the guise of “network stress testing services”, and are
believed to be a major source of DDoS attacks. After searching for booter advertisements
on online market places and underground forums, we launched attacks from 23 booter
services against ourselves, in order to find distinguishing attack characteristics between the
services when observed at the honeypot. We find that the subset of honeypots involved in
attacks, the number of unique source ports, as well as the distribution of TTL values serve as
characteristic features, on which we can train a classifier. To this end, we define dissimilarity
functions over the three features, which allows us to compute a “distance” between two
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attacks and enables us to use a k-nearest-neighbor (k-NN) classifier. As it is impossible to
obtain an exhaustive list of possible attack sources, we further introduce a threshold to the
classifier, beyond which no attribution is made, denoted by the special label unknown.

We then evaluate our classifier in three settings: First, a classical cross-validation ensures
that the classifier performs well for all booter services. Second, in a leave-one-out scenario
we train the classifier on the attacks from all but one booter service and check whether
attacks from the remaining service are correctly classified as unknown. Lastly, to assess the
stability of features over time, we perform a “real-time” validation: The classifier is asked to
classify an attack after being trained on all prior attacks. Although our classifier achieves a
high precision of over 99% in all scenarios, its recall drops just below 70% in the real-time
scenario, indicating that booters regularly update their reflector set to combat churn.

The original publication [P2] further contains an evaluation of a similar classifier trained on
data observed by the victim of an attack, which was provided by Mohammad Karami and is
hence not part of this dissertation.

BGPEEK-A-BOO: ACTIVE BGP-BASED TRACEBACK

FOR AMPLIFICATION DDOS ATTACKS

While our first traceback approach can find attack sources only if they are also used for
scans and our second approach is limited to attacks from booter services which have
been observed before, our third paper, “BGPeek-a-Boo: Active BGP-based Traceback for
Amplification DDoS Attacks” [P3] (see Chapter 6) provides a coarse-grained, yet general
attack traceback mechanism. Specifically, as the Internet is a network of smaller networks,
so-called Autonomous Systems (ASes), we relax the attribution problem to finding the
autonomous system the attack originates from. ASes relay routing information from one
another via the Border Gateway Protocol (BGP). By crafting special BGP announcements,
certain ASes can be excluded from receiving a route, a technique known as BGP Poisoning.
BGPEEK-A-BOO leverages the fact that packets sent by an attacker, whether spoofed or not,
can only follow routes that are available to the attacker’s AS. Through BGP Poisoning, we
can thus restrict the set of ASes from which attack traffic may by sent to our honeypot. By
correlating the presence or absence of attack traffic with the set of ASes currently restricted
we can infer which ASes are originating or forwarding attack traffic.

We present two traceback algorithms based on this observation. Our first algorithm performs
a naive linear scan over the entire AS space and shows the general feasibility of BGP-based
traceback, with an estimated median runtime of 91.5 hours. Our second algorithm improves
this by over 80% to 16.4 hours when provided with a graph model of AS relationships. This
graph model enables it to prune large parts of the search space.

We evaluate both algorithms in a custom simulator modeling over 65k ASes and support
our simulation parameters with real-world experiments, where BGPEEK-A-BOO achieves a
unique traceback result 60% of the time.

Our original publication on BGPEEK-A-BOO [P3] won a distinguished paper award at the
IEEE EuroS&P 2021 conference.
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AMPFUZZ: FUZZING FOR AMPLIFICATION DDOS VULNERABILITIES

(AND USING THOSE TO SYNTHESIZE DDOS HONEYPOTS)
All of our three traceback approaches rely on honeypots to observe attacks and to collect
information. However, creating such honeypots is largely a manual effort, in which a vul-
nerable protocol or implementation is analyzed by hand in order to create a stub emulation
of the relevant request/response behavior. Furthermore, as most new amplification vulnera-
bilities only become known due to being used in attacks, it is also a large reactive process,
with attackers one step ahead. Our final paper, “AmpFuzz: Fuzzing for Amplification DDoS
Vulnerabilities (and Using Those to Synthesize DDoS Honeypots)” [P4] (see Chapter 7),
therefore proposes a system that automates both steps, finding amplification vulnerabilities
in a systematic way and synthesizing honeypots from observed request/response pairs.

In the first part, we propose a specialized fuzzer, built on top of the state-of-the-art guided
greybox fuzzers ParmeSan [102] and Angora [25]. For finding amplification vulnerabilities,
we use a combination of static analysis and dynamic instrumentation to make the AMPFUZZ

UDP-aware. This enables the fuzzer to know when the service under test expects input
packets and when a request has been processed, allowing for a thousandfold increase in
fuzz-throughput compared to timeout-based solutions. We further guide the fuzzer towards
sending network functions and leverage Angora’s byte-level taint tracking to give fuzzing
priority to input bytes affecting the size of response packets. In an evaluation on 25 network
services from the Debian repositories we (re-)discover five known and four previously
unreported amplification vulnerabilities.

For honeypot synthesis, in the second part we instrument our fuzz targets with a symbolic
execution engine, SymCC [111]. This enables us to replay the identified amplification
requests concolically, which provides us with symbolic conditions that the request has to
satisfy as well as symbolic expressions of all output bytes of the generated response. We
then translate these constraints and expressions into Python code, namely one function for
checking the request and one function for computing the response for every request/response
pair. These generated functions can then serve as the protocol emulation layer in DDoS
honeypots.

Outline

The remainder of this dissertation is structured as follows. Chapter 2 recapitulates the
technical background on amplification DDoS attacks and introduces the AMPPOT honeypot,
which serves as the basis for our traceback approaches. In Chapter 3 we review related
work pertaining to all chapters, namely from the areas of (amplification) DDoS and existing
traceback approaches. Where applicable, later chapters will include a dedicated review of
specific related work. Our three traceback approaches are presented in Chapters 4, 5, and 6,
and AMPFUZZ in Chapter 7. Finally, Chapter 8 concludes this dissertation.
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2.1. AMPLIFICATION DDOS ATTACKS

In this chapter we provide a brief description of amplification DDoS attacks and their
underlying mechanism and introduce AMPPOT, a honeypot tailored towards monitoring
such attacks.

2.1 Amplification DDoS Attacks

Amplification attacks have become one of the most popular and dangerous classes of
Distributed Denial-of-Service (DDoS) attacks nowadays. Denial-of-Service (DoS) attacks
aim to render a target system unusable. In the case of amplification DDoS attacks this is
achieved by flooding the target with large amounts of network traffic, eventually exhausting
all available bandwidth. To this end, the attacker tricks public UDP services (e.g., DNS
servers) into sending large amounts of traffic to the victim. Given the connection-less nature
of UDP, an attacker can steer the services’ responses to the victim by simply spoofing the
source IP address in requests. The service will then perceive this packet as a legitimate request
and respond to the victim (making the service an involuntary reflector). Attackers abuse up
to thousands of reflectors [124] to distribute the attack traffic and complicate defenses on the
victim side. By further carefully selecting reflectors that send large responses, the attacker
can maximize the traffic that is reflected to the victim and achieve traffic amplification [97].

Several protocols have been identified to be amplification-prone [120], with amplification
factors (ratio between response and request size) ranging from 5 to 4 000. In addition,
misconfigurations and support for legacy protocol options lead to a plethora of potential
amplifiers. As a result, amplification attacks constitute a large fraction of high-bandwidth
DoS attacks. Successful attacks have temporarily disrupted core Internet services, such as
Spamhaus (in 2013 [113]) or Paypal, Spotify, Twitter, Reddit, and eBay (all in 2016 [76]),
with reported attack bandwidths as high as 1.7 Tbps in 2018 [99] or 2.3 Tbps in 2020 [9].

However, amplification DDoS attacks not only enable attackers to reach very high bandwidths
with little effort, they also provide a layer of anonymity due to their inherent reliance on IP
spoofing. In an attack, all packets received by the victim originate from the (innocent and
involuntary) amplifiers, while all packets received by the amplifiers carry the spoofed source
address of the victim. This makes attack attribution, and thus also criminal prosecution,
highly non-trivial—a problem which motivated large parts of this thesis.

2.2 AmpPot

AMPPOT [S1] is a honeypot that allows to observe and monitor DDoS amplification attacks.
To this end, AMPPOT mimics a server running several protocols vulnerable to amplification
and aims to be selected as an amplifier during attacks. During an attack, the attacker will
then also send spoofed requests to AMPPOT, which can then record the attack, the IP address
of the victim (the request’s source address), and further protocol specific information, such
as the domain names abused in DNS-based attacks. In order not to contribute to the actual
attack traffic, AMPPOT employs a strict rate-limiting, answering at most three requests at
a rate of one request per minute. /24 networks exceeding this threshold are blocked for
one hour. This ensures that harm towards attack victims is minimized, while still enabling
attackers to find AMPPOT instances when scanning for potential reflectors.
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Figure 2.1: Timeline of AMPPOT deployment

While Rossow [120] had originally used full service implementations to bait attackers and
collect attack information, AMPPOT uses only lightweight protocol emulations, which greatly
reduces the honeypots complexity and computation requirements. For protocol emulation,
incoming requests are checked against patterns of known amplification requests, while
responses can be either fully hardcoded or generated from templates (e.g., substituting
request IDs or timestamps). Only for DNS, where responses depend on the queried domain
name, a caching recursive resolver is used to obtain the corresponding DNS records once.

All defense mechanisms presented in the following chapters rely on AMPPOT in one way
or another. As such, AMPPOT saw continuous development during the course of this thesis,
most notably with the Selective Response extension (see Section 4.6), but also with adding
support for additional protocols and a major architecture re-design.

Figure 2.1 shows a timeline of AMPPOT installations. The initial AMPPOT deployment
consisted of eleven honeypots installed towards the end of 2014, supporting six vulnerable
protocols: QOTD (17), CharGen (19), DNS (53), NTP (123), MSSQL (1434), and SSDP
(1900). In 2015, two of these were replaced and towards the end of the year a special
Selective Response honeypot was added to the network. In 2016, it became clear that the
original AMPPOT deployment had to be abandoned and a new network was established,
starting with two instances and scaling to nine later. Furthermore, support for TFTP (69)
was added. As expected, in 2017, most of the original AMPPOT instances had to finally
be shut down, with only a single honeypot surviving until mid-2018. Following reports of
attacks abusing Memcached [31], support for the Memcached (11211) protocol was added
in early March 2018, and LDAP (389) and RCPBIND (111) followed in 2019. Since then, the
AMPPOT installation encompasses nine core and a Selective Response honeypot, listening
on a total of 57 IP addresses.

Due to the vast amount of traffic in a DDoS attack, AMPPOT employs sampling approach to
log incoming packets: Once a source exceeds 100 packets within one hour, packets from
this source are only recorded with a probability of 1/100. To distinguish attacks from scans
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Figure 2.2: Attacks observed by AMPPOT

and other noise, AMPPOT defines an attack as a stream of at least 100 consecutive packets
from the same source to the same port with no gaps longer than one hour.

Figure 2.2 shows the number of attacks recorded per day and protocol (averaged over 4
week periods for legibility). On average, AMPPOT observes around 10k attacks per day,
which highlights the prevalence of amplification attacks. The share of NTP-based attacks has
been relatively constant over the years, which, for the most part, also holds true for DNS.
CharGen saw high popularity in 2016, but its share has declined since, while the majority of
attacks observed by AMPPOT nowadays leverages LDAP, which has seen increasing popularity
since its addition to the honeypot in 2019.
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3.1. AMPLIFICATION DDOS

Since they form the overarching theme, in this chapter we review existing works from the
areas of amplification attacks and traceback mechanisms. Work from other topics alluded to
by individual chapters will be discussed therein.

3.1 Amplification DDoS

The idea of using third-party services as reflectors for DDoS attacks was first brought forward
by Paxson in 2001 [104], showing the UDP-based reflection potential of DNS and SNMP.
In 2014, Rossow extended the list of known-vulnerable UDP protocols to a total of 14 and
provided a measurement of their real-world amplification factors [120].

3.1.1 Amplification Vectors

Following that, a number of works have further analyzed individual protocols for their
amplification potential: For DNS, van Rijswijk-Deij et al. studied the impact of the then-
newly introduced DNSSEC [116], while MacFarland et al. analyzed how an attacker can
optimize their queries to achieve larger amplification factors [91]. The works of Sun et
al., Liu et al., and Adamsky et al. all show how peer-to-peer networks can be leveraged to
launch amplification attacks [145, 146, 88, 2], including a scenario in which the attacker
first uploads data to a distributed storage system and later spoofs download requests
from the victim. The latter attack is conceptually similar to the Memcached amplification
attack [31] observed in the wild in 2018. Beyond UDP reflection, Kührer et al. investigate
the amplification potential of the TCP handshake itself [81], Sargent et al. that of the
IGMP management protocol [125], while Gasser et al. warn about the threat posed by
publicly reachable BACnet devices [56]. Lastly, Moon et al. [97] present a global scanning
service AmpMap, which uses blackbox fuzzing to probe servers on the Internet for their
amplification potential.

3.1.2 Defense Mechanisms

Knowing amplification vulnerabilities is vital for a number of reasons. For one, it allows to
assess the threat landscape by scanning for potential amplifiers or monitoring (malicious)
scanning activities using network telescopes. Using these techniques, Czyz et al. provided an
early measurement of NTP DDoS attacks in 2014 [33] where they combine active scanning
and network telescope data with the views from a DDoS mitigation provider and network
flow data from multiple ISPs. They further leverage a peculiarity of the NTP monlist
amplification, whereby the victim’s address and target port are returned on subsequent
monlist requests in order to characterize the victims of such DDoS attacks, finding that
a large number of victim services are gaming related. In a similar vein, in 2015 Kührer
et al. studied the population of open DNS resolvers through Internet-wide scans over a
13 month period [79]. Furthermore, once a vulnerability is known, steps can be taken to
mitigate it. Both of the studies above find the total number of available amplifiers declining
over time. A 2014 study by Kührer et al. [80] and a 2016 study by Li et al. [86] further
explore the impact of active vulnerability notifications to operators of DDoS amplifiers.
While Kührer et al. report a reduction of vulnerable NTP servers by 92% achieved through
a coordinated disclosure in collaboration with multiple NOCs and CERTs, the later study by
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Li et al. shows only small remediation effects on other protocols, even when contacting the
operators directly.

Next to defending against amplification attacks by reducing the number of reflectors, others
have also developed mechanisms to detect and defend against amplification attacks and
volumetric DDoS in general: For example, Wang and Reiter propose to embed a proof-of-
work-like mechanism at the IP layer in order to make volumetric attack infeasible [161],
Kreibich et al. attempt to detect and drop DDoS traffic due to its inherent asymmetry [78],
while Gilad et al. show how IaaS cloud providers can be used to create impromptu CDNs once
an attack is detected [58]. Towards monitoring attacks, in 2017, Thomas et al. also used a
honeypot, HopScotch, similar to AMPPOT, for a long-term analysis of the amplification DDoS
landscape [153], while Jonker et al. provide different perspectives on the DDoS ecosystem
by fusing AMPPOT data with other data sources such as network telescopes.

3.1.3 Booter Services

Since they are suspected to be a major source for amplification attacks, several researchers
have also analyzed booter services: For example, Santanna et al. analyzed 14 booter services
and the attack types they offer [124]. In another paper, Santanna et al. obtained and studied
attack logs from 15 booter services [123], revealing insights into the distribution of attack
victims and the booter website hosters. They also investigated booter “infrastructures”, but
focused on the web front-ends of the booter services—which are decoupled from the booter
attack infrastructure and much easier to replace than the infrastructure that we aimed to
trace back. Karami et al. document this clear separation between websites and back-end
servers [71, 72]. They study the ecosystem of three booter services, show the difficulty
and costs for renting such back-end servers, and analyze two “spoofing-friendly” hosting
providers. However, none of these studies have investigated ways to identify the actual
attack infrastructures or link attacks back to booter services.

3.2 IP spoofing and Traceback

IP spoofing and the resulting need for traceback [70] has been an active field of research for
many years. While concepts for closing the root cause of amplification attacks (IP spoofing)
are well-known [48, 11, 141], little success has been made in identifying the spoofing
sources. One common approach collects (statistical) telemetry data at multiple routers
from which the origin of spoofed packets can later be derived [137, 138, 87, 147, 75].
Another approach lets routers encode path information into the packet itself [127, 42], using
additional IP options or unused header fields [127, 140, 35, 165, 26], advanced encoding
schemes [140, 164, 54], or probabilistic techniques [127, 126, 45, 43, 132] to reduce the
per-router overhead. In theory, both approaches could perfectly track the origin of spoofed
traffic. However, both require a widespread deployment in routers and the cooperation of
multiple ISPs. As some of these techniques have been proposed almost two decades ago,
it is clear that this is an inhibiting factor for traceback in practice. A third line of research
considers the broader question of identifying systems that are capable of IP spoofing [16, 17,
80, 89, 23].
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4
Identifying the Scan and Attack

Infrastructures Behind Amplification
DDoS Attacks



4.1 Motivation

Amplification DDoS attacks have gained popularity and become a serious threat to Internet
participants. However, little is known about where these attacks originate, and revealing
the attack sources is a non-trivial problem due to the spoofed nature of the traffic. In this
chapter, we present novel techniques to uncover the infrastructures behind amplification
DDoS attacks. We follow a two-step approach to tackle this challenge: First, we develop
a methodology to impose a fingerprint on scanners that perform the reconnaissance for
amplification attacks that allows us to link subsequent attacks back to the scanner. Our
methodology attributes over 58% of attacks to a scanner with a confidence of over 99.9%.
Second, we use Time-to-Live-based trilateration techniques to map scanners to the actual
infrastructures launching the attacks. Using this technique, we identify 34 networks as being
the source for amplification attacks at 98% certainty.

4.2 Problem Description

Due to the IP-spoofing nature of amplification attacks, the true origin of the attacks remains
hidden. Consequently, victims do not know whom to contact to stop the attacks, nor can they
file legal complaints against attack originators. Even worse, from the victim’s perspective,
the third-party reflectors may appear to be the attack origin, giving false attribution hints.
Despite the need for effective mechanisms to trace back the origin of amplification attacks,
we still lack usable mechanisms. While there are attempts to identify spoofing-enabled
networks [23, 80], the coverage of such active probes is limited, and without further evidence
of abuses, the identified parties feel little social pressure to ban spoofing from their networks
(e.g., using BCP38 [48]).

4.3 Contributions

In this chapter, we tackle this problem and aim to attribute amplification attacks back to
the infrastructures that have caused them. Whereas application-layer DoS attacks can
be attributed to the origin due to the nature of the TCP handshake, finding the source
of amplification attacks is inherently more difficult, given that attackers (i) spoof the IP
addresses and (ii) use reflectors to diversify traffic sources. IP traceback and similar packet
marking schemes have long been the de facto standard proposal to detect the origin of
spoofed traffic [127, 42, 140, 166, 54, 43, 45], but none of these designs were ever deployed
at scale to allow for global attack attribution. Still, decades after spoofing attacks were
discovered, tracking the origin of attack traffic remains an ad-hoc process that requires
coordination between many ISPs scattered around the world. The outcome of such tedious
manual attribution processes (if any) comes hours or days after the traffic originated.

We follow a two-step process to establish an attribution process that identifies the infrastruc-
tures operated by attackers to prepare and launch amplification attacks. In a first step, we
aim to link the reconnaissance and the attack phases by tracking which scan for amplifiers
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has resulted in which attacks. We leverage the fact that scans cannot forge their source IP
address and thus learn about the scanning infrastructures, despite the fact that attack traffic
is spoofed. Our key idea is to offer each scanner a different set of potential honeypots that
it can abuse. This way, we implicitly encode a secret identifier to the set of honeypots that
any subsequent attack will use, which varies per scan source. In a second step, we test if the
scan infrastructure is also used to actually launch (and not just to prepare) the attacks. We
follow the observation that similar traffic sources should have similar “distances” (in terms
of hops) to globally-distributed sensors. Using trilateration, we can link scanners to attack
origins based on hop counts.

With these proposals, we provide a practically-usable attribution methodology for amplifica-
tion attacks. Our framework fulfills important goals: (i) Our method can work in real-time;
that is, we can attribute attacks on the fly without noticeable delay between attack start and
attribution outcome. (ii) The attribution does not require any cooperation between ISPs, and
thus solves one of the main practical problems of existing solutions like IP traceback. (iii)
Our method gives probabilistic guarantees that show if—and at what confidence level—the
attribution outcome is correct.

We have deployed our attribution methodology on a snapshot of 1 351 852 amplification
attacks monitored by honeypots during 23 weeks in 2015 and 2016. Our findings show that
we can identify the scanners that were used during the reconnaissance phase of 58% of
all attacks in our data set. Further analyses show that only 20 scanners are responsible for
nearly 50% of the attacks. Using our hop-based trilateration process, we reveal that 22% of
the attacks were actually launched from scan infrastructures, for which we have perfect IP,
network and geographical attribution information. We report on the distribution of attack
sources and reveal black sheep networks that cause massive spoofing attacks.

To summarize, our contributions are as follows:

• We present a novel honeypot-based technique, selective response, that enables us to
assign a fingerprint to scanners during the reconnaissance for amplification DDoS
attacks and give confidence guarantees for subsequent attribution.

• We evaluate our technique on a set of 1 531 852 attacks recorded by our honeypot, of
which we can link 785 285 back to their corresponding scanner with a confidence of
99.9% or higher.

• We leverage the TTL field of the IPv4 header to compare the location of scanners to
origins of attacks, after evaluating our methodology on data collected by RIPE Atlas
probes.

• We find that for 22% of all attacks, the scanner linked to the attacks is also the source
of the attack with 95% confidence.

The remainder of this chapter is structured as follows. In Section 4.4, we define our threat
model, discuss the ethical implications of our work, and describe the data used in this
chapter in Section 4.5. Section 4.6 introduces a novel honeypot-based technique to assign
identifiers to systems that scan for amplifiers. We evaluate this technique in Section 4.7.
In Section 4.8, we measure if the infrastructure used to scan for amplifiers is identical to
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the infrastructure used to launch amplification DDoS attacks. After reviewing our initial
assumptions in Section 4.9 and providing an overview of related work in Section 4.10, we
conclude with Section 4.11.

4.4 Background

In this section, we will define the threat model this chapter considers and discuss the ethical
implications of our work.

4.4.1 Threat Model

The focus of this chapter is on amplification DDoS attacks. Our threat model is therefore
comprised of at least three parties: The attacker, the victim, and a set of amplifiers. Finding
these amplifiers is a vital step in attack reconnaissance, and is typically performed by
scanning, i.e., sending requests to every address in a given range, and recording the answers.
Therefore, we include this additional fourth party of a scanner to our threat model.

While attackers could potentially leverage botnets to launch amplification attacks, previ-
ous work documented that the vast majority of amplification attacks stem from a single
origin [S1], which also coincides with our findings. In the following, we will thus assume
that attackers use only a single system to launch their attacks.

We will further assume that scanners do not spoof their source addresses when perform-
ing a scan. While techniques to perform scans using spoofed addresses are known for
TCP (e.g. “idle scan” [122]), no similar techniques are known for UDP. Since all known
amplification DDoS attacks are UDP-based, this is a valid assumption.

4.4.2 Ethical Considerations

The data sets used in this chapter were collected using a modified version of AMPPOT [S1].
Deployment of such a honeypot poses a challenge from an ethical point of view: By design,
an amplification honeypot will also act as an amplifier in an actual attack and thus send
unwanted traffic towards DDoS victims.

We argue that the contribution towards attack traffic by our honeypot is negligible and only
incurs minimal harm to the victim’s system. We did not modify the default thresholds of
AMPPOT, by which the honeypot will answer at most three requests per attack. Although
we deployed our honeypot to listen on 48 IPs, as discussed later, at most 24 of those IPs
will send replies towards a victim’s system. Therefore, our honeypot will reply to at most
72 packets in total, i.e., a few kilobytes at most. Taking into account that these attacks
usually flood a victim’s system with traffic in the order of several Gbit/s, we conclude that
the contribution of our honeypot is negligible.

In addition, we offered attack victims a method to opt out from our measurements. During
the course of our experiments, we received three complaints that we immediately answered
describing our experimental setup, but none of the complainers asked to opt out. We refer
the interested reader to a more detailed ethical discussion in [S1].
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4.5 Dataset

For this chapter, we leveraged AMPPOT in two ways:

First, to attribute attacks to scanners, we extended AMPPOT in that it only selectively replies
to requests. The basic idea behind this is that every scanner will see a different set of
honeypots, which will become a distinctive feature for attribution. We provide an in-depth
description of this technique in Section 4.6. We deployed our modified AMPPOT version on
Nov. 25th, 2015.

Second, we also use data collected by 11 unmodified honeypots which were deployed in late
2014 and have been operated since then. Combining their view with that of our modified
honeypot allowed us to examine whether scans and attacks were launched from the same
infrastructure by comparing TTL values (cf. Section 4.8).

We base our results on data collected between November 25th 2015 and May 1st 2016
(exclusive). Within this time our modified AMPPOT version observed 1 351 852 attacks,
1 254 102 of which were also observed by some of the unmodified AMPPOT instances.

4.6 Selective Response

In this section, we describe the idea that our honeypots selectively respond depending on
the scanner origin—a fundamental technique that allows for attack attribution.

4.6.1 Intuition

Launching amplification attacks requires prior knowledge of a set of servers which can be
abused as amplifiers during the attack. Finding such servers is commonly achieved through
scanning, i.e., sending a query to every IP in a certain range, and recording which IPs
send back a reply. Since nowadays scanning the entire IPv4 address space is feasible in a
reasonable amount of time even from a single machine [44, 63], we assumed that in most
cases the chosen amplifier set was based on the scan result(s) from a single scan system.
Note that we will verify this assumption in later analyses.

The main goal of this chapter is to correlate scan events with amplification attacks. We
therefore follow the idea that every scanner should find a different (ideally unique) subset
of our deployed honeypots. To this end, we influence the scan result in such a way that we
can re-identify the scanner once its scan result (the set of amplifiers) is used in subsequent
amplification attacks. Our approach ensures that within a network segment under our
control, every scanner finds a different set of potential amplifiers. That is, we launch
honeypots on all IP addresses on that segment, but only selectively respond to a scanner-
derived and therefore unique subset of IP addresses. If our assumption on single-source
scans was correct, this would mean that attacks based on different scans would also use
different amplifier sets.
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4.6.2 Implementation

Technically, we implemented the selective response scheme as follows. We fix a fraction α of
the network that responds to a scan, so that every scanner that performs a full scan on the
network of size N would see replies from α · N hosts. In order to maximize the number of
possible combinations

� N
αN

�

, we set α = 1/2, i.e., respond with exactly half of the honeypots,
and remain “quiet” with the other half.

To select the αN IP addresses from the network, we compute a hash over the source IP
address (i.e., an identifier for the scanner), the protocol, the base of the network, and a
secret key (string). We added the secret key such that an attacker cannot precompute the
set of responding honeypots based on our (otherwise deterministic) hash function. The
resulting hash is then used to derive a permutation of the N IP addresses in the network.
From this permutation, the first αN addresses are selected as responding honeypots.

Our selective response honeypot uses three /28 networks, which gives a total of 48 static IPs
distributed over three networks with 16 IP addresses each. Due to the split over three distinct
/28 networks, we decided to perform the selection per subnet. Separating the networks
into three independent ranges has the advantage that we can even attribute scanners that
scanned only one of the networks. Although this separation reduces the number of possible

combinations from
�48

24

�

≈ 3.2×1013 to
�16

8

�3
≈ 2.1×1012, it is still two orders of magnitude

larger than the number of IPv4 addresses, i.e., it is very likely that every scanner will be
assigned a unique set of 24 amplifiers.

4.7 Attributing Attacks to Scans

4.7.1 Methodology

The basic idea of our attribution is simple yet effective. For every attack we monitor, we
inspect the set of honeypots that were abused for this attack. Typically, attackers leverage
multiple amplifiers at the same time, and often also multiple of our honeypots are abused
for the same attack. Figure 4.1 shows the cumulated percentage of attacks (y-axis) that
have an attack set of at least a given size (x-axis). Over 95% of all attacks use at least four
honeypots; 80% use at least 10 of our honeypots simultaneously.

Remember that the amplifier set greatly depends on the scan prior to the attack, for which
our selective response scheme has introduced artificial entropy. From the set of honeypots
abused in an attack, we therefore aim to derive which scanner has discovered these very
same honeypots.

Technically, for every IP of our honeypot, we maintain a set of all sources that discovered
this IP as an amplifier, i.e., sent a packet to this IP and got back a response. We denote those
sources as being aware of the corresponding IP. Since we cannot perfectly distinguish attacks
from scans, we will consider every source that contacted our honeypot, which explicitly
includes victims of attacks.

Upon attributing an attack, we first extract the set of IPs used as amplifiers in this attack.
Conjecturing that the scanner behind this attack must have scanned all of these IPs and
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Figure 4.1: Percentages of attacks (y-axis) that use at least the given number of honeypots
(x-axis)

honeypot IP aware sources
10.0.0.1 {169.254.0.10, 192.168.2.100, 198.18.3.24}
10.0.0.2 {169.254.0.10, 172.16.5.27, 198.18.3.24}
10.0.0.3 {192.168.2.100, 172.16.5.27, 198.18.3.24}
10.0.0.4 {169.254.0.10, 172.16.5.27, 192.168.2.100}

Table 4.1: Example honeypots and aware scanners

received a reply, it must be contained in the set of aware sources for each of them. We can
therefore find the scanner by building the intersection of these sets.

Since neither maintaining the list of aware sources nor computing a set intersection is
computationally expensive, our methodology can also be applied in real-time, i.e., once an
attack is detected, the result of the attribution can be obtained without any noticeable delay.

Consider the toy example in Table 4.1 that lists the set of aware sources for 4 honeypots.
Assume that we observe an attack using honeypot IPs 10.0.0.1, 10.0.0.3, and 10.0.0.4. We
can then find the potential scanner in the following way: As 10.0.0.1 is contained in the
attack set, the scanner should be one of {169.254.0.10, 192.168.2.100, 198.18.3.24}. Since
10.0.0.3 is contained as well, we can narrow this down to {192.168.2.100, 198.18.3.24},
because 169.254.0.10 is not aware of 10.0.0.3. We can likewise exclude 198.18.3.24, as it
is not aware of 10.0.0.4. This leaves only {192.168.2.100} as a potential scanner behind
the attack.
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Mapping scanners this way can result in three cases:

1. Zero candidates If the set of candidates is empty, then no single scanner was aware
of this set of amplifiers. We will call such attacks non-attributable. This can occur for
multiple reasons:

Firstly, it could be that the attack is based on data from multiple scans, in which case
the combined amplifier set is likely distinct from the sets found by other scanners. This
is especially true for attacks that use more than αN = 8 IP addresses per honeypot
subnet, as a single scanner can only find up to eight amplifiers in each /28 network.

Secondly, due to the threshold of 100 packets that determines an attack, a scan can
also be mistaken for an attack. If a scanner scans all of our 48 IPs, it can easily exceed
the threshold by sending a little over 2 packets per IP. This happens, e.g., for scanners
that start with a full scan (i.e., a single packet per IP address) and then verify each
responding IP address by sending additional packets.

Thirdly, because AMPPOT considers an attack to have ended only if the packet-rate
drops below 100/hour for one hour, two attacks targeting the same source in quick
succession can be aggregated into a single attack.

Although we could neither observe nor refute the first scenario, we have observed
both the second and third scenarios in our data.

2. Exactly one candidate. If the set of candidates contains exactly one candidate, only
a single scanner is aware of this set of amplifiers. We will consider this as a potential
attribution. However, since we cannot exclude that the set of amplifiers was chosen
by other means (e.g., combining data from multiple scans), we compute a confidence
for this attribution. The computed confidence gives an indication of how likely it
is that this attribution is correct. We give a detailed explanation of the confidence
in Section 4.7.2.

3. More than one candidate. If the set of candidates contains multiple candidates,
multiple scanners are aware of this set of amplifiers. We will call such attacks non-
unique. This case occurs if the set of chosen amplifiers is relatively small and multiple
scanners got responses from those IPs during their scans.

In this case, we will refine the candidate set by finding scanner-to-victim relations in
the set of candidates. That is, if both A and B are contained in the set of candidates,
but have previously observed an attack against B which we could attribute to A, we
will remove B from the set of candidates. This is based on the assumption that victims
of DDoS attacks will most likely not act as scanners for DDoS attacks themselves, and
even if they did, the set of amplifiers found would still be based on A’s scan.

4.7.2 Confidence

Even if an attack can uniquely be attributed to a scanner (case 2), it is unclear how confident
this mapping is. In an ideal world, a scanner would scan all of our 48 IPs and subsequent
attacks would use the full reply set of 24 IPs. Since the full reply set is unique per scanner,
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this would allow for a perfect attribution. However, in practice, several things impede this
ideal-world assumption. For example, scanners might not query all 48 IP addresses. Even if
they did, attackers could select a random subset of the found IP addresses to use in attacks.
Worse, attackers might not base their attacks on the results of only a single scanner, but
rather combine scan results from multiple sources. This raises the question whether our
attribution is actually robust under such real-world conditions.

Our approach to answer this question is to define a confidence that expresses how likely it
is that our attribution result is actually correct, based on the following two sets. We will call
the set of IP addresses that were queried by a scanner the query set Q, and refer to the set of
IP addresses that replied as the reply set R. Since the reply set is determined using a hash
function, which we assume to generate uniformly distributed values, we can consider the
distribution of reply sets to be uniform as well.

We then analyze the probability with which we would falsely accuse a scanner of being
responsible for an attack. The intuition behind this is as follows: Assuming that a given
attack was not based on the reply set of a single scanner, what is the probability that any of
the scanners still matches this attack by chance? That is, what is the probability we falsely
accuse a scanner? If this probability is sufficiently small, we can conclude that—if we can
attribute this attack to a scanner—this attribution is correct.

Formally, assume an attack that uses the IPs A = A1 t A2 t A3, where Ai is the set of IPs
from the ith subnet. We are now interested in the probability that a scanner that scanned a
superset of A also gets replies from all IPs in A, i.e., Pr [A⊆ R | A⊆Q]. In each /28 subnet,
the reply set the scanner observes is a subset of one out of

�16
8

�

sets. Out of these,
�16−|Ai |

8−|Ai |

�

are supersets of Ai (since the Ai IPs from the attack are fixed, a scanner could potentially
receive responses from 8− |Ai| out of the remaining 16− |Ai|). Thus, assuming a uniform
distribution of reply sets, it holds that

Pr [Ai ⊆ R | A⊆Q] =

�16−|Ai |
8−|Ai |

�

�16
8

�

Therefore, the total probability that a scanner that scanned a superset of A also got replies
from all IPs in A is

p = Pr [A⊆ R | A⊆Q] =

�16−|A1|
8−|A1|

�

�16
8

�
·

�16−|A2|
8−|A2|

�

�16
8

�
·

�16−|A3|
8−|A3|

�

�16
8

�

From this individual probability for a single scanner we can now derive a probability for any
scanner in our dataset. The probability that any of the S scanners that scanned a superset
of A got replies from all IPs in A follows the “at-least-once” semantics and is

1− (1− p)S

Put differently, if we can attribute the attack to a scanner, our confidence that this attribution
is correct is

(1− p)S
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For example, assume an attack that uses 5 IPs from the first, 4 IPs from the second, and 6
IPs from the third subnet respectively, i.e., |A1| = 5, |A2| = 4, |A3| = 6. A single scanner then
has probability

p =

�16−5
8−5

�

�16
8

�
·

�16−4
8−4

�

�16
8

�
·

�16−6
8−6

�

�16
8

�
=

165 · 495 · 45
12 8703

=
3675 375

2 131746 903000
≈ 0.0001742%

of receiving responses from this precise attack set during its scan. If at the time of the attack
we had had contact with 200 scanners that scanned our entire network, the probability that
any of them found this precise attack set is thus

1− (1− p)S = 1−
�

1−
165 · 495 · 45

12 8703

�200

≈ 0.03448%.

Consequently, if we find a scanner that matches this attack, in 99.966% of all cases this does
not happen by chance, and hence for such an attack we have a confidence of 99.966% that
our attribution is correct.

Obviously, a larger set A will lead to a smaller probability, implying a higher confidence.

4.7.3 Experimental Results

We will now turn to the results of our attribution process using the dataset described in
Section 4.5.

Figure 4.2 shows the percentages of attacks that were marked as attributable, non-unique,
and non-attributable, respectively. Percentages are given both overall and per protocol. The
absolute numbers for each category are given in Table 4.2, as well as attribution results
for different levels of confidence. Since the QOTD and MSSQL protocols only account for a
negligible number of attacks (1368, ≈ 0.1%), we will omit these protocols in the following.

4.7.3.1 Attributable Attacks

Most notably, out of the 1 351 852 attacks that we recorded at our honeypot, 785 285
(58.09%) could be attributed to a single scanner with a confidence of 99.9% or higher. This
means that the chance that the attack was not based on the attributed scanner is less than 1
in 1 000. In fact, 643 956 attacks (47.64%) even have a confidence of 99.999% or higher,
i.e., the chance of a false attribution is less than 1 in 100 000.

Surprisingly, our results are not homogeneous among different protocols. This can be seen
in Figure 4.4, which depicts the fraction of attacks that could be attributed for various levels
of confidence. While 74.70% of all CharGen attacks could be attributed with a confidence
of 99.9% or higher, this holds for only 10.20% of the SSDP-based attacks. This discrepancy
stems from the fact that the number of honeypot IPs used strongly varies between protocols,
as can be seen in Figure 4.3, which shows the distribution of honeypot IPs used for all
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Figure 4.2: Attribution results per protocol

protocols. SSDP attacks only use 9.38 IPs on average, whereas CharGen attacks use 20.66.
Consequently, SSDP also experiences a higher percentage of attacks marked as non-unique.
These discrepancies can be explained by the global number of amplifiers available on the
internet. For example, Rossow found 3 704 000 servers vulnerable to be used as SSDP
amplifiers, in contrast to only 89 000 for CharGen [120]. In other words, our honeypots
are less likely to be abused as amplifiers for SSDP-based attacks due to the abundance of
available alternative SSDP amplifiers.

4.7.3.2 Non-Attributable Attacks

Only 34 058 attacks (2.52%) were considered to be non-attributable. This indicates that our
initial assumption, i.e., that most attackers use the result of only a single scanner, is true,
as otherwise we would expect to see a much higher number of attacks without a matching
scanner. However, of these few non-attributable attacks, more than 60% use more than 24
IPs, the maximum number of amplifiers a single scanner could have possibly found.

For these attacks that use more than 24 IPs, we can further analyze whether they are
aggressive scans that exceeded the conservative threshold and are therefore counted as
attacks, or whether they are based on the result of multiple scanners. Towards this goal we
have to answer the following question: What is the probability of finding x distinct IPs when
combining the results of y scans? Intuitively, while it is possible to receive answers from all
48 honeypots with just two scans, it is very unlikely, as this would mean that the second
scanner received answers from exactly those 24 honeypots that did not answer the first
scanner. That is, the likelihood for finding a larger number of x IPs for multiple scanners
y increases with y and decreases with x . Formally, this can be modeled as an instance
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Figure 4.3: Number of abused honeypots per protocol

of the collector’s problem with group drawings [142]. In our case, we find that for 80%
of the attacks using more than 24 IPs, the corresponding attack sets can be found with
a probability of over 60% by combining the results of only two scans. This explains the
non-attributable cases in our data set. Rather than being aggressive scans, we conclude that
most non-attributable attacks have combined data of multiple scanners.

4.7.3.3 Non-Unique Attacks

Finally, for 237 772 attacks (17.59%), our method found more than one potential scanner,
i.e., multiple scanners got replies from the corresponding amplifier set, labeling those
attacks as non-unique. Intuitively, this can only happen for attacks that use a relatively small
amplifier set. Indeed, the average amplifier set size of non-unique attacks is 6.25, i.e., about
a fourth of the full response set a scanner could find. In addition, more than 12.88% of the
non-unique attacks have abused a single honeypot only.

4.7.4 Improving Attribution Confidence

While we attributed a substantial fraction of all attacks to their scanners with reasonable
confidence, for roughly 40% we either found multiple potential scanners or could only
attribute the attack to a scan with low confidence. A question that naturally arises is
whether this is a inherent limitation of our methodology, or whether it can be alleviated
by choosing different parameters, e.g., adjusting the response ratio or leveraging a larger
network segment.

To this end, we analyze the influence of the network size and response ratio on the probability
that the response set of a scanner is a superset of the attack set. Let N be the size of the
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Figure 4.4: Percentage of attacks that could be attributed (y-axis) vs. level of confidence
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network, α the response ratio, and A the attack set. Similar to Section 4.7.2, the probability
that a scanner received replies from all IPs in the attack set is

p = Pr [A⊆ R | A⊆Q] =

� N−|A|
αN−|A|

�

� N
αN

� .

Since the confidence is computed as (1− p)S , in order to improve the attribution confidence,
this probability should be as low as possible.

Interestingly, increasing the network size alone does not reduce this probability:

lim
N→∞

� N−|A|
αN−|A|

�

� N
αN

� = α|A|.

Furthermore, this seems to imply that α should be chosen to be very small. However, this is
only true if |A| was independent of N and α. Obviously, the choice of α limits the number of
IPs a single scanner can find by |A| ≤ αN for single scanners.

We therefore analyzed the impact of our network size on the number of chosen IPs in attacks,
i.e., the relation between |A| and αN . To this end, we computed the distribution of attack
sizes, simulating different network sizes by restricting our dataset to subnets.

We exploited the fact that our data was collected over three /28 networks by performing
this analysis three times: using data from just a single subnet (16 IPs, 8 responses), using
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data from two subnets (32 IPs, 16 responses), and using data from all three subnets (48
IPs, 24 responses). Restricting the data on a subnet level ensures that the response ratio
remains constant, e.g., in the case of 16 IPs, all scanners that scan the entire network will
see 8 responses. If we had restricted the data to 16 random IPs, some scanners might have
received 0 responses, while others might have received 16.

Figure 4.5 shows that the size of the attack sets correlates with the network size. Although
our data is too sparse to make strong claims, it suggests that the relation between |A| and
αN is linear, with different slopes per protocol.

Assuming a linear relation |A| = βαN , where β is the protocol-specific slope, we could
further investigate the choice of α: We can rewrite the probability from above as

Pr [A⊆ R | A⊆Q] =

�(1−βα)N
(1−β)αN

�

� N
αN

� =
((1− βα)N)!(αN)!
((1− β)αN)!N !

.

Using Γ (n+ 1) = n! we can extend this function to non-integer values, which allows us to
find the optimal α numerically for a given N and β using the derivative

d
dα

ln
Γ
�

(1− βα)N + 1
�

Γ
�

αN + 1
�

Γ
�

(1− β)αN + 1
�

Γ
�

N + 1
�

=
�

(−β)ψ
�

(1− βα)N + 1
�

+ψ
�

αN + 1
�

− (1− β)ψ
�

(1− β)αN + 1
��

N .
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Figure 4.6: Optimal response ratio α for β (numerical results and analytic approximation)

Further, using the crude approximation ln (n!)≈ n (ln (n)− 1) + 1, we can analytically find
that the global minimum lies in the vicinity of

α=
�

(1− β)1−1/β + β
�−1

.

Figure 4.6 shows the optimal value of α for β ∈ (0,1) computed numerically for three
different network sizes, corresponding to N ∈ {64,256,1024}, as well as the analytical
approximation. Counter to intuition, to improve confidence in the case of small attack sets,
i.e., small β , one should also choose a lower response ratio α. In other words, the gain in
confidence by reducing the response ratio α outweighs the gain obtained by increasing the
size of attack sets |A| due to α. Furthermore, we find that the above probability is dominated
by the term N ! in the denominator, and thus increasing the network size N also leads to a
dramatic increase in confidence.

4.7.5 A Closer Look at Scanners

After uncovering the scanners providing the reconnaissance behind the attacks, we analyzed
the scanners we found in more detail. To this end, we will focus on the 785 285 attacks
we could link back to scanners with at least 99.9% confidence. Unless stated otherwise,
percentages given in this subsection will be relative to this set of attacks.
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scale)

4.7.5.1 Attacks vs. Scanners

Interestingly, the 785 285 attacks are based on just 286 different scanners. Furthermore,
the number of linked attacks strongly varies per scanner. Figure 4.7 depicts the cumulative
distribution function (CDF) over those attacks against scanners. As can be seen, a small
number of scanners provided the amplifier sets for the majority of attacks. In the case of NTP,
90% of the attacks are based on the scans of less than 20 scanners. For CharGen, almost
the same fraction of attacks is based only on the amplifier set found by a single scanner.
This means that a single scanner provided the data for more than 13% of all attacks that
our honeypot recorded.

Surprisingly, the cross-protocol share of scanners is quite large, i.e., scanners search for
amplifiers of multiple protocols. About a quarter of the scanners (26%) scanned and provided
amplifier sets for two or more protocols, in a single case even five protocols.

4.7.5.2 Scanner Locations

To get a better understanding of the virtual and physical locations of scanners, we determined
each scanner’s autonomous system (AS), as well as the country where the scanner’s IP was
registered. The geolocation was performed using the freely available GeoLite2-database
by MaxMind [94]. We determined the autonomous system using the whois service run
by Team Cymru [67]. If the latter returned no result we conducted a manual lookup by
querying the respective regional Internet registry.
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The 286 scanners we identified are located in 87 autonomous systems, in a long-tail distri-
bution. The most prominent ten AS contain at least 10 scanners each, the top two even at
least 25. Overall, the top 10 AS host 156 of the scanners (54.55%). This supports anecdotes
that a small number of networks is responsible for large parts of certain abuse types (here:
scanning).

Even more surprisingly, the 286 scanners are distributed over only 30 different countries,
again in a long-tail distribution. Figure 4.8 shows the percentage of scanners located in and
the percentage of attacks attributed to scanners in the top 10 countries. 3/4 of all scanners
are hosted in the US, the Netherlands, Lithuania, Panama, or Germany, with the vast majority
of them being located in the US. Interestingly, scanners from the US, the Netherlands, and
Lithuania have an above-average number of attacks attributed to them. In fact, over 87% of
all attacks were attributed to scanners in those three countries.

4.8 Mapping Scan Infrastructures
to Attack Infrastructures

Mapping scans to attacks already allowed us to find one important part of the adversarial
infrastructures, namely those systems that perform Internet-wide scans to prepare the
attacks. In this section, we turn to the infrastructures that are used to perform the attacks.
The main question that we would like to answer is the following: Are the systems used to
perform scans also used to perform subsequent attacks? In fact, the technical requirements
to launch attacks are very similar to those needed for Internet-scale scans. Both parts require
a powerful network connection, and combining the infrastructure would certainly make
attacks easier, as there is no need to exchange information. In the following, we therefore
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answer whether attackers reuse their scan infrastructure for launching attacks.

4.8.1 Methodology

In a DDoS amplification attack, the attacker sends out requests to a set of amplifiers, but
spoofs the packet header to inject the victim’s IP address. Therefore, from the amplifier’s
perspective, packets observed during an attack will only contain the IP address of the victim.
Worse, the victim will only see traffic originating from the amplifiers. Finding the actual
packet source of amplification attack is thus a non-trivial problem—irrespective of the
perspective.

To tackle this problem, we propose to combine our honeypot data with trilateration tech-
niques to trace back the packet origin. To this end, we leverage the time-to-live (TTL)
field in the packet header. When sending out packets, the sender chooses an initially high
TTL value, and every hop along the route to the destination will decrease the TTL value
by one. Thus, the difference between the initial TTL and the received TTL can be used
to estimate the length of the route between the sender and the receiver. Having multiple
globally-distributed vantage points to take TTL-based measurements between the source
and the honeypots allows comparing two locations on the network following the concept
of trilateration. In other words, if the locations of honeypots are wisely distributed, and if
attacks abuse many honeypots at the same time, the honeypots allow measuring the path
lengths between the packet origin and the various honeypot placements. This will help to
approximate the packet origin: Our hypothesis is that packets from the same source will
have equal (or at least similar) hop distances between the origin and our honeypots and that
the initial TTL set by the sender is fixed. We back up this hypothesis with the observation
that in 92% of all attacks no honeypot observed more than 3 distinct TTL values. If we thus
compare the hop distances recorded at the honeypots, we can say if two packets originate
from the same system by finding similar TTL distances—without relying on the IP addresses.

Formally, the TTL recorded at a receiver r is equal to the initial TTL set by the sender s
minus the hop count distance ds,r , i.e., ttlsr = ttls − dr,s. Assuming that the sender uses a
fixed initial TTL value1, the location of a source s relative to a set of n receivers r1, . . . , rn
can then be modeled as an n-dimensional vector capturing the distances ds,ri

between the
source and the receivers:

~ds,~r = ttls · ~1− ~ttl
s
~r









ds,r1

ds,r2
...

ds,rn









= ttls
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1
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ttlsr1
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To compare the location of two sources, we will use the `1 distance (also known as the
Manhattan distance or rectilinear distance). However, this is not trivial, as our model has so
far assumed that the initial TTL set by the sender is known. While our data seems to suggest

1This is usually the case as we will discuss in Section 4.9.2.
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that most attacks indeed choose the maximum of 255 as the initial TTL value, attackers may
also choose different values. Consequently, we do not assume a specific initial TTL value. In
order to circumvent the missing initial TTL, we decided to “align” measurements as follows:
The `1-distance of two sources s1 and s2 is computed as



~ds1,~r − ~ds2,~r





1 =






~ttl
s2

~r + ~ttl
s1

~r +
�

ttls1
− ttls2

�

· ~1






1

and depends only on the difference between the initial TTL values. To “align” two measure-
ments ~ttl

s2

~r , ~ttl
s1

~r , we find t (a “shift” value in the range [−255,255]) that minimizes the
following distance between two TTL vectors:







~ttl
s2

~r + ~ttl
s1

~r + t · ~1






1
.

Intuitively, the more measurement points (i.e., honeypot locations) we have, the more
accurately we can compute the TTL-wise distance between two sources. However, while
our modified honeypot listens on 48 IP addresses, all those IP addresses point to the same
system and therefore likely have identical routes. Obviously, a single measurement point is
not sufficient to perform true trilateration. Fortunately, we can leverage the 11 unmodified
AMPPOT instances that are deployed in various locations and therefore should observe
different routes. Combining their dataset with our Selective Response honeypot provides us
with up to 12 measurement points, yielding an entropy that is sufficiently high to perform
trilateration, as we will show in the following.

4.8.2 RIPE Atlas Probes

The TTL distance should approximate whether packets stem from the same source, in that
“small” distances hint at similar packet sources. However, given Internet route changes and
load balancing, it is unclear what distance we need to tolerate to spot same-origin packets.
To validate whether our TTL metric is indeed meaningful and does not create false positives,
we use a ground truth dataset. To this end, we leverage the Atlas project by RIPE [117]. In
Atlas, volunteers host probes, small devices used to carry out measurements on the Internet
such as “ping” or “traceroute”. Measurements can be performed by anyone in exchange for
a certain amount of credits, which can in turn be earned by hosting probes.

To establish our ground truth, we selected a random set of 200 probes and instructed them
to send packets to our honeypots. At the honeypots we then recorded the TTL values of
the traffic coming from these probes. We were interested in the stability of routes at two
time scales. To measure changes in the hop count in the order of minutes, we sent three
packets at intervals of two minutes. To measure changes in the order of hours, we repeated
this process five times at intervals of six hours. After excluding probes that only sent partial
data (or no data at all), our dataset contained TTL values for 168 distinct sources for five
measurements.

Our random selection of probes guaranteed creating a heterogeneous set in terms of probe
locations. That is, we had probes with a large distance from each other, as well as clusters
of probes from a small dense region, such as the Amsterdam area in the Netherlands. This
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Figure 4.9: TPR, maximum FPR, and average FPR for receiver-set sizes 7, 9, and 11

was done to confirm the intuition that distant sources have very different routes, and to
investigate whether different sources in the same proximity would be mistaken for one
another—assuming that they share a large amount of routes.

To measure if our trilateration methodology would mistakenly flag two different sources
as being the same, we computed the minimal `1-distance between every pair of sources.
Additionally, we also investigated the influence of the number of receivers on the resulting
distance. Intuitively, given that distances sum up, a higher number of receivers could lead to
a higher `1 distance. To this end, we sampled random honeypot subsets of size 2, 3, . . . , 11
for each pair of sources and computed the minimal `1 distance between the pair using the
TTL values recorded by this subset.

From these distances we could then derive thresholds such that measurements with a
distance below the threshold are likely to stem from the same source, while measurements
with a distance above the threshold are more likely to stem from different sources. In order
to measure the performance of a given threshold, we turned to two well-known measures
from classification, namely the true positive rate (TPR), measuring the fraction of sources
that could be correctly re-identified, and the false positive rate (FPR), measuring the fraction
of sources falsely assumed to be identical. More formally, a true positive means that a
probe had two measurements with a distance below the threshold, while a false positive
corresponds to two measurements from two different probes that had a distance below the
threshold. However, since every probe can be confused with every other probe, a global
FPR is not applicable. Instead, we compute the FPR per probe.

We give example curves of the TPR, the average FPR, and the maximum FPR in Figure 4.9
for 7, 9, and 11 receivers, respectively. As expected, a smaller number of receivers increases
the FPR. For example, using a threshold of 8 leads to a FPR of over 50% in the worst case
when using just 7 receivers. Increasing the number of receivers to 11 decreases the FPR to
below 5%. Furthermore, smaller thresholds decrease the FPR, but also lead to a loss of TPs.

This leads to the question of how the threshold should be chosen. Since we are mainly
interested in learning if a scanner infrastructure is also used to launch attacks, we focus
on the FPR. In a similar fashion to Section 4.7.2, we can fix a confidence level and derive
a threshold for a given number of receivers: Since the FPR estimates the probability with
which our method gives false accusations, the complementary probability of this corresponds
to the level of confidence, i.e., the probability that the attribution is correct. Figure 4.10
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Figure 4.10: TTL distance thresholds (y-axis) depending on the receiver set sizes (x-axis)

states the thresholds per receiver set size for a confidence level of 95% and 98%, respectively.
For example, two events observed by a set of 8 honeypots stem from the same source with
95% confidence if their TTL distance is below 4; to have a confidence of 98% their distance
should be below 2.

4.8.3 Malicious Scanners

Knowing which thresholds to choose, we will now apply our methodology to our dataset
of scanners. That is, by comparing the TTL vectors of a scan event and an attack, we now
answer the question whether the infrastructure used to perform the scans is also used to
launch attacks.

During an attack, packets are typically sent quasi-simultaneously to the honeypots. This
is not necessarily true during scans, as a scanner may distribute its activities over a longer
period of time. Therefore, to compare the TTL values between scanners and their attributed
attacks, we computed the distance between the TTL values observed in the attack and the
chronologically closest scan event for each honeypot. This minimizes the effects of potential
route changes. To account for the fact that we might see small fluctuations of TTL values
during an attack, we compare the scan against the average TTL value measured at a honeypot.
Moreover, to stay consistent with the parameters of our Atlas-based measurements, we
also limited the analysis to attacks that took place within 24 hours before or after a scan.
Although this might sound like a strict limit, it excludes only six out of the 286 scanners
(2%) we identified.
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Under the assumption that the true distribution of scan and attack infrastructures is some-
what similar to the distribution of our Atlas probes2, the thresholds found in the previous
section are still applicable here. Using those thresholds we find that with confidence of 95%
or more, 44 of the 286 scanners are presumably also launching attacks, 34 of them even
with a confidence of 98% or higher. Furthermore, since these 34 scanners have been found
responsible for 293 478 of the attacks with a confidence of 99.9% or higher, we conclude
that our methodology successfully uncovered the true attack infrastructure behind over a
third of the attacks for which we could find a scanner with 99.9% confidence, which equates
to a fifth of all attacks observed at our honeypots.

4.9 Discussion

Our novel methodology helps to identify infrastructures of current state-of-the-art attacks,
which is significant progress in terms of finding the origin of amplification attacks. Having
said this, we will now discuss some of the assumptions of our methodology and discuss how
adversaries might be able to evade our attribution process in the future.

4.9.1 Single Scanner

As a primary assumption, we assumed that the amplifier set used in DDoS amplification
attacks is scanned from a single public IP. This seemingly strong assumption is backed by
two arguments. First, our results show a very small fraction (2.52%) of attacks for which no
potential scanner could be found. Were attackers to compile their amplifier sets from multiple
sources, we would expect a much higher number of attacks marked as non-attributable (see
Section 4.7.3).

Secondly, attackers need to rescan for amplifiers at regular intervals due to amplifier IP
address churn. Kührer et al. showed that typically less than half of the amplifiers are still
reachable a week after the scan [80]. Periodic scans require a setup capable of scanning
the entire IPv4 address space and suitable for long-term scan operation. Since launching
large-scale scans violates most hosting providers’ terms of service, we argue that maintaining
such scanners incurs a non-negligible amount of work. Furthermore, when performing an
Internet-wide scan, one would not expect to achieve a much different result when scanning
from another source. All this combined leads us to the conclusion that attackers are not
incentivized to maintain multiple scanners.

Having said this, combining the results of multiple scanners could evade our attribution
in its current form. To tackle this problem, one could increase the network size N and
reduce the response ratio α, such that our selective response scheme guarantees even higher
entropy and also combinations of two or more scanners could be re-identified.

2The Atlas probes were chosen at random from a globally-distributed set of systems. Lacking any ground truth
on true attack sources, we had no sound methodology to further verify or invalidate this assumption.
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BEHIND AMPLIFICATION DDOS ATTACKS

4.9.2 Initial TTL

When comparing scanner infrastructure to attack infrastructure, we assumed that the initial
TTL set by the scanner and/or attacker was constant for all packets. This holds true for
packets carrying non-spoofed headers, as the network stack of common operating systems
will typically use a default value (usually one of 64/128/255, depending on the operating
system). But even in the case of attack traffic we see fixed TTLs for the majority of attacks,
in accordance with the observations made in our earlier studies [S1].

Unfortunately, attackers could evade our infrastructure comparison by randomizing their
initial TTL values. However, we may be able to average the various TTL values to tolerate
such randomizations, as the average survives randomization. While randomization is thus
not an effective evasion technique, there are smarter ways our TTL-based methodology can
be fooled, such as randomly choosing a single initial TTL per amplifier.

Worse, an attacker may try to provoke a false attribution result by choosing its initial TTL
values to match those of the corresponding scanner. While it has been shown that such
attacks are possible [10], we believe that no attackers currently employ such complex
deception mechanisms in practice.

4.9.3 Honeypot-Driven Observations

Our selective response methodology assumes that attackers leverage sufficiently many
amplifiers in an attack to allow for the attribution process. Related studies have shown that
literally thousands of amplifiers are involved in attacks [124], supporting this assumption.
However, an attacker may select amplifiers such that only a few honeypots see any attack
traffic. For example, in our current deployment, an attacker could limit the number of
amplifiers per subnet. Note that our methodology does not actually require that honeypots
are located in the same subnet. The same scheme could be applied to honeypots scattered
among various providers and in disjoint subnets, mitigating this problem.

Finally, attackers could aim to identify honeypots running AMPPOT by its behavior and avoid
their use. To avoid probe response attacks [15], access to AMPPOT data is restricted to vetted
entities, such as researchers and law enforcement agencies. Still, in its current operational
mode, AMPPOT can be identified, as it emulates certain protocols, usually even with a fixed
response. However, as a countermeasure, one could configure AMPPOT to run in a “proxy
mode” that intermediates traffic between actual service implementations with amplification
vulnerabilities (such as NTP servers). This would make the honeypot indistinguishable
from other amplifiers. Note that such a stealth mode may also have implications on the
rate-limiting functionality of honeypots, as limiting the traffic may potentially be another
way to identify the honeypot.

4.10 Related Work

Closest to the work presented in this chapter, our original publication on AMPPOT [S1] also
describes early attempts to attribute the scanners that helped to prepare the attacks. However,
there the attribution is limited to the scan software (e.g., Zmap [44] or masscan), while
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here our goal is to track the scan origin. Furthermore, we have significantly extended the
AMPPOT design with a novel idea of a probabilistic response scheme, which is a fundamental
enhancement to foster tracebacks.

4.11 Conclusion

Our novel methodology links scan infrastructures to amplification attacks, which is a major
breakthrough in the process to identify the origin of amplification attacks, one of the major
threats on the Internet. We found cases where the scan infrastructures are also used for
attacks, i.e., we could even pinpoint the attacker down to the infrastructure that she used
to perform the attacks. We have shared our findings with law enforcement agencies (in
particular, Europol and the FBI) and a closed circle of tier-1 network providers that use our
insights on an operational basis. Our output can be used as forensic evidence both in legal
complaints and in ways to add social pressure against spoofing sources. Such pressure has
led to successful interruptions of other malicious activities in the past, such as the significant
drop of spam volume after the McColo shutdown in 2008 [68, 29].

Admittedly, attackers may attempt to evade some parts of our methodology to fly under
the radar. We acknowledge the possibilities for evasion, but still believe that our work is of
great help to resolve the current situation of amplification sources. In the long run, we will
have to seek more conceptual solutions to the problem, such as an Internet architectures
that guarantee address authenticity by design (and thus prevent spoofing) [169], schemes
that guarantee bandwidth reservations regardless of DDoS attacks [13], or efforts to close
amplification vectors in Internet protocols [80, 33].
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Linking Amplification DDoS Attacks to

Booter Services



5.1 Motivation

Although our scanner attribution presented in the previous chapter constitutes a major step
towards attack traceback, in many cases it only allows us to find systems used to prepare for
attacks, but not the actual attacking systems. To further our efforts in that direction, in this
chapter we focus on a subclass of attacks, namely those launched by DDoS-for-hire systems,
so-called booter services. Specifically, we present techniques for attributing amplification
DDoS attacks to booter services that launched the attacks. Our k-Nearest Neighbor (k-NN)
classification algorithm is based on features that are characteristic for a DDoS service, such
as their choice of reflectors or their network location. This allows us to attribute DDoS
attacks based on observations from honeypot amplifiers, augmented with training data from
ground truth attack-to-services mappings we generated by subscribing to DDoS services
and attacking ourselves in a controlled environment. Our evaluation shows that we can
attribute DNS and NTP attacks observed by the honeypots with a precision of over 99%
while still achieving recall of over 69% in the most challenging real-time attribution scenario.
Executing our k-NN classifier over all attacks observed by the honeypots shows that 25.53%
(49 297) of the DNS attacks can be attributed to 7 booter services and 13.34% (38 520) of
the NTP attacks can be attributed to 15 booter services. This demonstrates the potential
benefits of DDoS attribution to identify harmful DDoS services and victims of these services.

5.2 Problem Description

Distributed Denial-of-Service (DDoS) attacks have become commoditized by DDoS-for-hire
services, commonly called booters or stressers [72, 123]. A large number of booter services
advertise their services openly as an economical platform for customers to launch DDoS
attacks. At the same time DDoS attacks are increasing in number and in magnitude. This
proliferation of DDoS attacks has caused many network and website operators to rank
this type of attack as one of the largest threats facing them [6]. This barrage of DDoS
attacks has increased the demand for Content Delivery Networks (CDNs) and Software
Defined Networking defenses that can absorb and filter these attacks [58]. In turn, this
has prompted attackers to react by devising increasingly efficient methods of bypassing
or overwhelming defenses. The result is an escalating technological arms-race between
DDoS attackers and defenders that at times has congested segments of the core Internet
infrastructure as collateral damage [112].

Despite the proliferation of DDoS services and attacks, little progress has been made on
attributing the services that are launching these attacks on behalf of their customers. Most
ideas for attribution focus on IP traceback mechanisms [108, 164, 140, 137, 127] to trace
the source of spoofed IP packets, which require ISPs to assist and so far have not been widely
deployed. This has resulted in most of these attacks being unattributed unless the attackers
unveil themselves. While it is important to create strong technological DDoS defenses, we
argue that there is also benefit in investigating other methods that enable attribution of
DDoS attacks to the services responsible for launching these attacks. For instance, some
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of these booter services—seven out of 23 services that we studied—claim they are benign
services by advertising as “stress-testing” services intended to be used only by authorized
administrators. For example, one of these services included this statement on their website,
“We provide a professional and legal ip stresser service which is based on a massive 20 dedicated
server backend, ensuring that your server is tested to its limits.” Attribution can remove this
veil of legitimacy and assist efforts to undermine these services by allowing victims and law
enforcement to attribute which booter services were responsible for an attack. Attribution
also enables measuring the scale of these services and prioritizing undermining the larger
services that are causing more harm. In order to assist ongoing investigations, we are
continually sharing information from our study on DDoS attacks and booter services with
the European Police Office (Europol), the United States Federal Bureau of Investigation
(FBI) and large ISPs or backbone providers.

5.3 Contributions

In this chapter, we show that it is possible to build supervised learning techniques that allow
honeypot amplifier operators to accurately attribute attacks to the services that launched
them. To begin, we identify three key features that honeypot operators can record to
construct a supervised k-NN classifier that can attribute attacks. In order to validate our
method, we subscribed to 23 booter services and generated a ground truth data set of attacks
to booter service mappings1. Validation of our classifier using the ground truth self-attack
data set shows that it is highly precise at attributing DNS and NTP attacks with a precision
of over 99% at 69.35% recall in the worst case of real-time attribution. When retrospectively
attributing attacks, the recall even increases to 86.25%. Executing our classifier over the set
of all attacks observed by the honeypots shows that 25.53% (49 297) of the DNS attacks can
be attributed to 7 booter services and 13.34% (38 520) of the NTP attacks can be attributed
to 15 booter services.

Our findings demonstrate that many of the attacks we observed can be attributed to a small
set of booter services that are operating relatively openly. Our ability to attribute large
numbers of attacks to a small set of booter services and sharing of this information with
Europol and the FBI to assist in active investigations demonstrates the usefulness of our
attribution methods.

In summary, we frame our contributions as follows:

• We present a k-NN-based classifier that attributes amplification DDoS attacks observed
by honeypots with a precision of over 99% while still achieving recall of over 69% in
the most challenging real-time attribution scenario.

• We attribute 25.53% (49 297) of the DNS attacks to 7 booter services and 13.34%
(38 520) of the NTP attacks to 15 booter services.

1Our ethical framework for these measurements is based on previous studies that have used this methodology [72,
124].
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5.4 Background

5.4.1 Threat Model

In this chapter, we are concerned with a special type of attacker: booter services. These
offer platforms for DDoS-as-a-service, often under the disguise of “stress-testing”, where
customers can request various types of attacks for a small fee. The booter will then launch
these attacks using its infrastructure. Our threat model thus contemplates four parties:
Customers, who commission attacks; booters, who conduct the actual attacks; amplifiers,
who are exploited to amplify traffic; and victims, who are the targets of such attacks.

The aim of this chapter is to attribute attacks observed at honeypot amplifiers to booter
services. This is non-trivial, as from an amplifier’s perspective, the requests seem to be
legitimate requests by the victim (due to the use of spoofed source IP addresses by the
booter). While ultimately one would like to also identify the customer who commissioned
the attack, only the booter, amplifiers, and the victim are directly participating in an attack.
Nonetheless, since the booter has a business relation to the customer, pinpointing the booter
behind an attack constitutes an important step towards this goal.

5.4.2 Ethical Considerations

As part of our study we subscribed to 23 booters and conducted a controlled set of self DDoS
attacks. Furthermore, we also leveraged honeypots for amplification attacks. We settled
on this methodology for collecting a ground truth data set of mappings between observed
attacks and the services that launched these attacks after finding that no data set available to
us could be used to validate our DDoS attribution techniques. Before we began performing
these self DDoS attacks we carefully attempted to minimize the harms and maximize the
benefits associated with our methodology based on observations from previous studies that
launch self-attacks in order to measure booter’s attacks [72, 124].

We received an exemption from our Institutional Review Board (IRB), since our study did
not include any personally identifiable information. In addition, we consulted with our
institution’s general counsel, who advised us not to engage with any DDoS service that
advertised using botnets and to cease active engagement with any booter service that we
realized was using botnets.

An analysis of TTL values observed by the honeypots indicated that it is unlikely any of the
booter services we subscribed to used botnets. Based on the guidance of our institution’s
general counsel, our victim server was connected by a dedicated 1 Gbit/s network connection
that was not shared with any other servers. We also obtained consent from our ISP and
their upstream peering points before conducting any DDoS attack experiments. Finally, we
minimized the attack durations, notified our ISP before launching any attack and had a
protocol in place to end an attack early if it caused a disruption at our ISP.

We purchased subscriptions from 23 booter services. To minimize the amount of money
given to these services, we selected the cheapest option, which ranged from $6-$20 and
averaged $12 per month. In total, we spent less than $400 and no individual booter service
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received more than $40 in payments as part of the measurements in this chapter2. All
payments were made using PayPal and we assumed that proper controls were put in place
at PayPal to mitigate the risk of money flowing to extremist groups. As part of our design
methodology, we minimized the amount of money paid and targeted a small set of booters
to obtain a valuable ground truth data set.

Our method created some harm to amplifiers and their upstream peering points by consuming
bandwidth resources. The largest amount of bandwidth consumed was 984.5 kbit/s for
NTP amplifiers and the least was 16.7 kbit/s for DNS amplifiers, similar to those reported in
a previous study [72].

Over the course of our experiments we did not receive any complaints from the operators of
these amplifiers. We limited our attacks to 30 seconds. Based on analysis from a previous
study that used a similar methodology [72], these short duration attacks enable us to observe
about 80% of the amplifiers used by a given booter service and reduce the harm we cause
to misconfigured amplifiers.

Similarly, the use of DDoS honeypots might also incur harm on the Internet. We again
used AMPPOT [S1] to observe attacks. As detailed in Section 2.2, AMPPOT limits the rate
of requests to avoid contributing to DDoS attacks and deploys automatic IP blocking: The
honeypots will stop responding for one hour to any IP address sending more than 10
requests per minute. This limits the maximum amount of data sent to a DDoS victim to a
few kilobytes.

5.5 Amplification Attack Data Set

To investigate if and how amplification attacks can be attributed to their originating booter
service, we established two data sets: The first dataset (Section 5.5.1) consists of amplifi-
cation attacks recorded by AMPPOT and provides us with a global, yet incomplete view of
attacks, since only the victim addresses can be recorded. The second dataset (Section 5.5.2)
therefore consists of attacks which we launched against ourselves using booters in a con-
trolled fashion to learn about attack techniques and characteristics of certain attackers.

5.5.1 Honeypot Attacks

To collect insights into the overall landscape of amplification attacks, we leverage data
collected by AMPPOT [S1]. As shown in Section 2.2, AMPPOT emulates several UDP-based
protocols that have known amplification vectors and will thus eventually be abused as part
of real-world DDoS amplification attacks. Attackers will eventually find such honeypots via
Internet scans, and start abusing them as potential reflectors shortly thereafter. AMPPOT

thus serves as an eye on global amplification attacks, and due to the nature of the attack
traffic, can observe who is being attacked and when.

For this chapter, we use data collected over two months, from December 9, 2015 to February
10, 2016. During this time, AMPPOT deployment consisted of eleven globally-distributed

2To put this into perspective: Previous studies of these booters have shown that they have thousands of paid
subscribers and generate revenues of over $10 000 per month [72, 123].
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CharGen 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3

DNS 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3

NTP 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3

SSDP 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3

Table 5.1: Covered booter services

honeypots with single static IP addresses as well as a twelfth honeypot employing Selective
Response on an additional 24 IP addresses (see Section 4.6). In this period, the honeypots
observed a total of 570 738 amplification attacks (8 918 attacks per day on average). Given
that the vast majority of these (95%) use one of CharGen, DNS, NTP, or SSDP, we only focus
on those four protocols for our further analyses.

5.5.2 Self-Attacks

The honeypots give us valuable insights into global attacks, but do not give us indications
where the attacks were coming from. Previous studies have identified so-called booter
services (“booters”) as being responsible for a large number of amplification attacks [71,
123, 124, 72]. In an attempt to learn attack characteristics of these booters, we signed up at
a number of these services and then launched short-lived amplification attacks against a
target under our control.

To start launching self-attacks and correlating them with the traffic seen at the honeypots,
our first task was to identify booter services to cover in the study. Absent a centralized
location for finding booters, we located services via search engines and advertisements on
underground forums. We selected a total of 23 services offering amplification attacks based
on NTP, DNS, CharGen and SSDP. When selecting these booters, we tried to include services
that we speculated to be more stable and have more subscribers based on reviewing user
feedback on underground forums. To minimize the amount of money we paid to these
abusive services, we kept the number of covered booters relatively small.

Table 5.1 provides an overview of the booter services3 that we cover and the amplification
attack types they offer. NTP was the most popular attack protocol, followed by DNS. 16 of
the 23 services clearly advertise malicious DDoS attacks. In contrast, seven services hide
their malicious intention behind “stressing” services, a seemingly benign way to verify the
resilience of a network against DDoS attacks. However, not a single service performs any
kind of attack target validation. That is, service subscribers can specify any IP address (or
domain) that should be attacked, regardless of whether the target is under the control of
the client. This shows the clear malicious intention behind all 23 booter services.

Booter services maintain front-end sites that allow their customers to purchase subscriptions
and launch attacks using simple web forms. We created custom crawlers to automate the

3To avoid unintentionally advertising booter services covered in this study, we replace the name of booter
services by the first three letters of their domain name. The last letter is replaced by a number in the case of
name collisions.
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attacks observed
Protocol booters launched at victim at honeypots >100 pkts.

CharGen 16 608 417 35 33
DNS 19 676 452 173 100
NTP 22 823 577 421 373
SSDP 16 560 351 1 0

Total 23 2 667 1 797 630 506

Table 5.2: Overview over self-attacks

task of visiting the websites of covered booters and launching attacks directed at our own
target. Using this automation, daily attacks were launched for each covered booter and
attack type. A total of 13 booter services were covered within the first week of starting the
self-attacks on December 9, 2015 and by January 14, 2016 all 23 booters were covered.

Labeling Self-Attacks As we instructed all booters to attack the same target, we had to find
a mechanism to separate between multiple consecutive self-attacks to assign (booter) labels
to the attack traffic. To this end, we initially relied on the time that attacks were initiated.
To account for clock skew, we left 10 minutes between consecutive attacks and used a grace
period of ±3 minutes for matching. On January 14, we started to use a distinct victim IP
per booter service as an improved matching criterion. Based on the same criterion, we then
also mapped the self-attacks to attacks observed at the honeypots.

Table 5.2 gives an overview over the self-attacks. We launched a total of 2 667 CharGen,
DNS, NTP and SSDP attacks using 23 booter services. Interestingly, only around 2/3 of the
attacks we initiated were observed at the victim. This can be explained by our observation
of maintenance issues that some booter websites have. Sometimes booter websites provide
the user interface for selecting a particular attack type that is temporarily non-functional. To
users it appears that the attack has been successfully launched, but no actual attack traffic
is generated as a result of initiating such attacks.

Of our self-attacks, the honeypots observed many NTP (73.0%) and DNS attacks (38.3%),
but only a small fraction of the CharGen attacks (8.4%) and just a single SSDP attack.
Furthermore, while some traffic could be observed for 630 attacks, in only 506 cases did we
record more than 100 requests. To understand why the honeypots missed large portions of
SSDP and CharGen attacks, we investigated the attack traffic towards our victim to learn the
preferences of attacks in choosing reflectors. In both cases, we found that the vast majority
of the reflectors that were abused by multiple booters send responses that are significantly
larger than the ones configured in AMPPOT. This indicates that the honeypots’ SSDP and
CharGen responses were too small to be attractive for attackers, and adversaries preferred
other reflectors with better amplification. We leave further investigations on reflector
selection strategies open for future work and focus on DNS and NTP in the following.

Multi-Branding Booters During the sign-up phase, we noticed that some booters were
visually similar. Investigations have revealed that one miscreant follows a multi-branding
strategy, i.e., sells the same service via different booter names that shared similar web front-
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ends. It became apparent that attacks from RAW and WEB shared characteristics, and also
their sign-up page of the web interface was equivalent in appearance and HTML code. We
further analyzed those two booters by launching application layer (layer 7) attacks against
our victim server. Layer 7 attacks usually abuse public HTTP proxy servers to hide the identity
of back-end servers involved. However, some proxies reveal the identity of the requesting
clients in the X-Forwarded-For field of the HTTP header. Based on this observation, we
were able to verify that these two booters used shared back-end infrastructure. We thus
conclude that RAW and WEB are likely to be operated by the same individuals and will regard
them as equivalent.

5.6 Characteristic Attack Features

We will now introduce characteristic attack patterns that we can use to train our classifier
for attribution purposes. We first describe various characteristics that we have observed to
repeat across subsets of attacks at the honeypots. We then describe how we leverage these
observations as features to summarize attacks.

5.6.1 Attack Observations

While analyzing the attacks captured by the honeypots, we observed the following three
properties that repeated across subsets of the attacks.

Honeypot Sets: Although eleven honeypots were active since the end of 2014, few at-
tacks (1.63%) abused all of them simultaneously. In fact, more than 60% of all DNS- and
NTP-based attacks abused five honeypots or less. This indicates that attackers either per-
form only partial scans of the Internet, or choose a subset of the discovered amplifiers in
subsequent attacks.

Interestingly, we observed that honeypot sets seem to be reused across multiple attacks,
i.e., even in attacks against different victims or on different days. To further investigate
this observation, we analyzed amplifiers seen at our victim system in self-attacks from a
few example booter services over time, shown in Figure 5.1. The entries on the heat maps
show the ratio of abused amplifiers that were shared per booter and attack protocol on two
consecutive days each. With the exception of DNS, there is a high level of overlap for attacks
based on NTP, CharGen, and SSDP, suggesting that booters reuse their set of amplifiers for
a protocol for some time. The low overlap for attacks based on DNS is likely caused by
frequent rescans to account for the relatively high IP churn rate of DNS amplifiers [80].

In addition, we verified that two simultaneous attacks towards the same victim on different
protocols showed little overlap in the sets of honeypots abused. This could indicate that the
set of amplifiers might be specific to the protocol, which intuitively can be explained by the
small overlap of systems that suffer from amplification vulnerabilities for multiple protocols.

Victim Ports Entropy: While one UDP port determines the amplification protocol (e.g.,
DNS, NTP, etc.), the other determines the victim port on which the victim will receive the
reflected responses. Since an attacker has virtually no restrictions on setting the victim port,
we expected to observe the two obvious choices: Choosing one victim port per attack, or
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Figure 5.1: Overlap of amplifiers observed by the victim system between consecutive dates.

choosing an individual victim port for every request. Surprisingly, in addition to that, we also
observed attacks where requests shared a small number of victim ports. One explanation
could be that attackers use multiple threads for attacking, and that they choose a different
victim port per thread. In addition, we verified that a significant number of booter services
actually ask their clients to choose the victim port, giving a reason why the number of source
ports is frequently restricted to one.

Time-to-Live Values: The Time-to-Live (TTL) value in the IP packet indicates how many
hops a packet has traversed from the attack source to the honeypot. As already observed
in early analyses of AMPPOT data [S1], for one particular attack, a honeypot will usually
only see one (or very few) TTL value(s). We can thus conclude that most attacks likely stem
from a single source, which motivates further investigations in finding this particular source
sending spoofed traffic. Additionally, the vast majority of requests have a TTL > 230. This
suggests that attackers use a fixed initial TTL of 255 in their generated packets, as otherwise
we would see a wider distribution.

5.6.2 Distance Function

In order to leverage these observations in a classifier, we next introduce a distance function
based on the above features. Given two attack instances A and B, such a function is used
to determine how dissimilar the two instances are. For an attack A, we will denote the set
of honeypots used by HPA, the set of victim ports observed by VPortA, and the set of TTLs
received at honeypot hp by TTLhp,A.

To compare honeypot sets, we leverage the well-known Jaccard distance:

dhp(A, B) = 1−
|HPA∩HPB|
|HPA∪ IPB|

To compare the cardinality of victim port sets, we take the normalized difference:

dvp(A, B) =

�

�|VPortA| − |VPortB|
�

�

max (|VPortA|, |VPortB|)
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Finally, to compare TTLs, we compute the overlap of their histograms4

dhist(S, T ) = 1−

∑

x
min(S(x), T (x))

∑

x
max(S(x), T (x))

and then average this overlap over all honeypots involved in both attacks:

dt t l(A, B) =

∑

hp∈HPA∩HPB

dhist

�

TTLhp,A,TTLhp,B

�

|HPA∩HPB|

From these three sub-functions we compute a weighted average as the overall distance
function. We set the weights to whp = 5, wvp = 1, and wt t l = |HPA ∩HPB|/2. Note that
our methodology is independent from the weights and an analyst may choose any weights
according to their needs. We assigned a smaller weight to the victim port feature, as it relies
on inputs with little entropy given just three cases: a single victim port, a few victim ports,
or many victim ports. For the TTL feature, we assign a higher weight if the two attacks have
more honeypots in common, as we assume that coinciding TTLs for multiple honeypots have
a much higher significance than those for only a single honeypot.

5.7 Honeypot Attack Attribution

We now leverage the aforementioned features to identify which booter has caused which
attacks observed at a honeypot. The core idea is to use supervised machine learning
techniques to attribute an attack observed at a honeypot to a particular booter service.
We will first use our ground truth data set to show the performance and resilience of our
classifier in various situations. Afterwards, we will apply the classifier to the entire data set
of attacks collected by the honeypots.

5.7.1 Description

Finding the true origin of an amplification attack is a non-trivial problem, because—from
the reflector’s perspective—all packets carry spoofed headers. However, based on our
observation that attacks from the same booter service exhibit similar features, we can cast
attack attribution as a classification problem. The collected self-attack data set can be used
for training and validating a classifier. We decided to use a k-Nearest Neighbor (k-NN)
classifier for two reasons. First, k-NN provides some resilience against imbalanced classes.
This is essential as the number of attacks our honeypots could observe varies strongly
between booters. More importantly though, k-NN is inspectable as its classification decisions
can be easily retraced. In k-NN, to determine the label of an instance, the set of its k nearest
neighbors is computed. Next, every neighbor casts a vote for its own label, and finally the
instance is given the label of the majority of its neighbors. Overall, this allows us not only
to label an unknown attack, but also provide some justification for the attribution.

4To account for fluctuation in TTLs due to route changes, we apply smoothing to the histograms using a binomial
kernel of width 6, which corresponds to a standard deviation of σ ≈ 1.22.
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Additional care has to be taken, as our training data set is not exhaustive and may miss
data for some booters. That is, not all attacks can be attributed to a booter that we know.
Therefore, we use a cutoff threshold t to introduce a label for an unknown classification
result. When classifying an item i, we only consider the k nearest neighbors that can be
found in the neighborhood of radius t centered around item i. If no item from the training
data set lies within this neighborhood, the item i is assigned the label unknown. To find a
well-suited and conservative threshold, we analyzed our ground truth data set using our
distance function and hierarchical clustering. From those clusters, we then computed the
average distance between attacks within a cluster and took the 95th percentile over all. This
results in t = 0.338 for DNS and t = 0.236 for NTP.

Furthermore, as shown in Section 5.6.1, booters rescan on a regular basis to find new lists of
amplifiers. To reflect this during classification, we only consider elements from the training
data set no more than 7 days apart, which approximately corresponds to the maximum
rescan frequency we observed for booters.

When using k-NN, the choice of k is highly critical for the performance of the classifier.
One common approach is to learn the value of k from the training data set using n-fold
cross-validation (CV). In n-fold CV, the training data set is partitioned into n equally sized sets.
Then, the classifier is trained on n− 1 of these sets, and the final set is used for validation.
This process is repeated n times, until every set has been used as the validation set once.
For finding k we thus perform 10-fold CV for all k ∈ {1, 3, 5} as part of the training phase of
the classifier. We restrict k to odd values to avoid ties in the voting phase. We only consider
k ≤ 5, because about 2/3 of the clusters contain less than five attacks.

To assess the performance of our classifier, we first define the false positive rate (FPR),
precision and recall metrics, as well as macro-averaging. Intuitively, the FPR for a label li (in
our case, a particular booter) is the fraction of elements that were incorrectly assigned the
label li while their true label was not li . In a similar vein, precision is the ratio with which the
classifier was correct when assigning label li , while recall is the ratio with which the classifier
is able to re-identify elements with true label li. Let tpi be the number of items correctly
classified to have label li (true positives), let tni be the number of items correctly classified
to not have label li (true negatives), let fpi be the number of items incorrectly classified to
have label li (false positives), and let fni be the number of items incorrectly classified to not
have label li (false negatives). Then the FPR is defined as fpri = fpi/(fpi + tni), precision
as pi = tpi/(tpi + fpi), and recall as ri = tpi/(tpi + fni). To compute overall performance
measures from these per-class metrics, we employ macro-averaging, i.e., first computing fpr,
p, and r per class and averaging the respective results afterwards, as this will avoid bias due
to imbalance in our ground truth data. Thus booters for which we were able to collect more
data points do not influence the results more strongly.

When optimizing the parameter k, we use the macro-averaged FPR as the performance mea-
sure. However, since we strongly prefer mislabeling an attack as unknown over incorrectly
attributing it to a wrong booter, we only weigh the unknown label with 1/8.
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5.7.2 Validation

To validate our classifier, we defined three experiments on our labeled self-attack data set:
First, we conducted 10-fold CV to assess how well our classifier can correctly attribute
attacks (E1). Second, to estimate how well our classifier deals with attacks from booters not
contained in the training data set, we used leave-one-out CV on the booter level (E2). This
means that the attacks from all but one booter constitute the training set, and all attacks
from the omitted booter are used for validation, checking if these attacks are correctly
labeled as unknown. Third, we were also interested in the performance of classifying attacks
in real-time (E3), i.e., training only on labeled observations prior to the attack.

Table 5.3 and Table 5.4 show, respectively, the results for DNS and NTP. For each experiment
we give the percentage of attacks correctly attributed to its booter, the percentage of attacker
the classifier labeled as unknown, as well as the percentage of attacks that were misclassified,
along with their putative label. Additionally, the first column states the number of attacks
contained in our data set5. Note that in the second experiment (E2) the classifier is trained
on the entire data set except the corresponding booter; hence the classifier is correct when
assigning the unknown label in this case.

In the 10-fold CV (E1) our DNS classifier correctly attributed 78% or more of the attacks for
each booter. Exceptions are the cases of EXI and VDO, for which our data set only contains a
single attack, which naturally cannot be attributed correctly due to lack of training data. All
the remaining attacks were labeled as unknown. In fact, the DNS classifier never attributed
an attack to a wrong booter in all three experiments.

This is especially remarkable in the leave-one-out scenario (E2), when the classifier was not
trained on data for one of the booters. Even in this case our classifier did not lead to false
accusations, showing the resilience of the classifier against attacks stemming from booters
not contained in the training set. Of course, this resilience comes at the cost of higher false
negative rates in the other experiments (E1 & E3), as we prefer the classifier to label an
attack as unknown over attributing it to the wrong booter. This could possibly be alleviated
by obtaining more training data per booter.

The last experiment (E3) simulates the performance of the classifier in a real-time scenario,
i.e., when classifying an attack only based on training data that was obtained prior to
the attack. In contrast to this, the first experiment (E1) measured the performance when
classifying attacks after the fact. Since booters regularly rescan for amplifiers and update
their set of amplifiers accordingly, our classifier will achieve a performance worse than in
the first experiment (E1). However, even in the real-time attribution setting, we could still
attribute at least 67% of all attacks without any incorrect attributions. The loss compared
to E1 can be explained by the fact that the first attack of a booter can never be correctly
classified due to lack of prior training data.

In the case of NTP, we achieved an overall attribution rate of 78% or more in the 10-fold
CV (E1) for most booters, with the exception of those which occur only once in the data
set. Remarkably, the cases of EXI and SYN show that the classifier also performs reasonably
well even for small amounts of training data. The NTP classifier generates misclassifications.

5This effectively provides the entire confusion matrix for each experiment.
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10-fold CV (E1) leave-one-out (E2) real-time (E3)

samples correct unknown wrong unknown wrong correct unknown wrong
(#) (%) (%) (%) (%) (%) (%) (%) (%)

BAN 10 90 10 100 70 30
EXI 1 0 100 100 0 100
RAW 49 82 18 100 67 33
SER 11 82 18 100 73 27
ST1 10 100 0 100 70 30
ST2 18 78 22 100 67 33
VDO 1 0 100 100 0 100

avg 14.3 62 38 100 50 50
avg#>1 19.6 86 14 100 69 31

Table 5.3: Classifier Validation Results (DNS)

10-fold CV (E1) leave-one-out (E2) real-time (E3)

samples correct unknown wrong unknown wrong correct unknown wrong
(#) (%) (%) (%) (%) (%) (%) (%) (%)

AUR 28 100 0 100 89 11
BAN 15 87 13 100 67 33
BO1 40 78 23 100 57 43
BO2 1 0 100 100 0 100
BO3 12 100 0 100 92 8
CRI 27 96 4 74 NET: 26 81 19
DOW 21 90 10 100 76 24
EXI 4 50 50 100 25 75
NET 1 0 0 CRI: 100 0 CRI: 100 0 0 CRI: 100
RAW 78 99 1 100 88 12
SER 16 100 0 100 88 13
ST1 19 100 0 100 84 16
ST3 18 94 6 100 78 22
ST4 24 100 0 100 92 8
SYN 5 80 20 100 60 40
THU 1 0 100 100 0 100
VDO 63 100 0 100 97 3

avg 21.9 75 19 6 93 7 63 31 6
avg#>1 26.4 91 9 98 2 77 23

Table 5.4: Classifier Validation Results (NTP)
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However, this only stems from a few attacks by NET and CRI, which exhibit precisely the
same characteristics. While we suspect that NET and CRI share the same infrastructure, we
were not able to verify this assumption by leveraging layer 7 attacks (as done previously for
RAW and WEB). The same two attacks are also the cause for the only misclassifications in the
leave-one-out scenario (E2), as about a quarter of attacks from CRI were attributed to NET,
when the classifier was not trained on data from CRI. In the real-time scenario (E3), the
NTP classifier attributed over 76% of the attacks in most cases, even outperforming the DNS
classifier. Since NTP experiences less amplifier churn, booters can use the same amplifier
set for a longer period of time, i.e., an attack is more likely to use a set of amplifiers for
which the classifier already observed a training sample. A notable exception here is BO1,
for which only 57% of the attacks could be attributed, despite the large number of attacks
contained in the data set. This indicates that BO1 performs rescans more frequently than
other booters.

Averaging over booters for which the data set contains more than one attack, our classifier
achieves a macro-averaged precision of 100.00% and a recall of 86.25% in E1 for DNS,
and 99.74% and 91.01% for NTP, respectively. In the case of real-time attribution (E3), the
precision stays similarly high (100.00% for DNS, 99.69% for NTP), while the recall drops to
69.35% (DNS) and 76.73% (NTP).

5.7.3 Attribution

After validating the classification mechanism, we now turn to applying it to our entire
data set of attacks observed at the honeypots (excluding the self-attacks). Due to their
low entropy, we excluded attacks that were only observed by a single honeypot. This left
266 324 NTP-based and 161 925 DNS-based attacks. For both we trained our classifier on
all self-attacks collected from December 9 to February 10.

Our NTP classifier attributed 38 520 attacks (14.46%) to one of the booters it was previously
trained on and our DNS classifier attributed almost a third of all attacks (49 297, 30.44%) to
a booter. Note that not all attacks observed at the honeypots have to be caused by booters;
they can also be caused by malevolent parties that do not offer their attack capabilities on
an online platform. Furthermore, since we only trained our classifier on a limited set of
booters, our classifier cannot possibly achieve a classification rate of 100%. Still, attributing
a considerable amount of attacks to the booters of our training set indicates that the booters
we considered are used very actively.

5.8 Discussion

We now discuss potential ways to evade our attribution implementation and describe general
limitations of our approach that we have not discussed so far.

5.8.1 Evasion

While our attribution methods have proven to work well as of now, they may be susceptible
to evasion attempts by miscreants. A mimicry attacker could try to be attributed as someone
else by following our methodology, i.e., learning the attack profile of another booter and
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copying its behavior. For example, she could use the same set of reflectors as the other
booter for her own attacks. However, this involves a significant increase in terms of effort in
comparison to Internet-wide scans. In addition, our TTL-based features are much harder to
copy, as they encode the location of the booter service and are subject to changes for other
booter locations. While such mimicry attacks are possible [10], given the complexity and
overhead, we do not believe that attackers trying to trigger a false attribution constitute an
actual risk in practice. For similar arguments, attackers that share lists of reflectors with
each other would partially poison our analysis, but again TTL-based attribution may be safe
against this.

An evasive attacker could try to evade our classification mechanisms. Attackers have full
control over the traffic they generate, and thus could add noise. For example, one could
randomize the set of reflectors used in the attacks, or spoof the initial TTL value within a
range of possible values. It is unclear if a classifier could still keep up with such evasion
attempts, but it may be possible to add additional features to enrich the classification, such
as other characteristics (e.g., IP packet IDs, DNS transaction IDs), as those have shown
characteristic patterns even if they were randomized [S1]. In addition, honeypots that
selectively respond to scan requests may survive such randomization [P1]. Even if attackers
randomize the set of reflectors, any subset will still be a subset of a unique mapping to a
scanner. Lastly, randomizing the traffic does also incur a performance overhead to attackers,
as they cannot reuse pre-generated packets.

Finally, as in the previous chapter, attackers may try to map out our honeypot amplifiers.
Thus the discussion from Section 4.9.3 also applies here.

5.8.2 Limitations

Our in-the-wild experiments faced some limitations, as discussed in the following:

Honeypot Coverage: Regardless of our attempts to maximize the coverage of the honeypots,
they missed significant fractions of the self-attacks, especially for SSDP and CharGen. This
can be addressed by framing larger emulated responses to make the honeypots more
attractive to attackers. The coverage for two of the main protocols, DNS and NTP, was
significant, though, covering about 57% of the self-attacks. We therefore argue that our
results are representative at least for these two protocols. In addition, there is no limitation
of our methodology that would restrict its applicability to the two well-tested protocols.

Multi-Source Attribution: We assumed that attacks are caused by single sources (booters).
If botnets launched amplification attacks, our features (e.g., TTL) would be unstable. To
give an upper bound of attacks launched by botnets, we searched for attacks with several
TTL values, as this—among other reasons—might be caused by distributed traffic sources.
Less than 9.5% of attacks at the honeypots show more than 2 TTL values at a honeypot.

Other Attacks: Other types of DDoS attacks, such as SYN flooding or HTTP-based attacks,
do not use reflectors and are thus not traceable with our proposed methods. Note that
amplification attacks constitute the most common bandwidth exhaustion attack. This is
also demonstrated by the fact that all booters advertise amplification attacks, while support
for other attack types (e.g., HTTP-based attacks) is far less popular. To put things into
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perspective: we observed more than 8 900 amplification attacks per day.

5.9 Related Work

Our work was motivated by various research papers that shed light onto booter services
using forensic analyses. Karami and McCoy were the first to monitor such booter services,
studying the adversarial DDoS-As-a-Service concept [71] and observing that booters are a
source for amplification attacks. Similarly, Santanna et al. analyze leaked databases and
payment methods of 15 booters [123]. Related to our idea to fingerprint booters, Santanna
et al. performed self-attacks of 14 booter services and also observed that the set of reflectors
chosen by booters may have overlap across attacks [124]. We build upon this observation,
find further correlations for attacks of booter services, and propose to use theses for attack
attribution. Karami et al. [72] provide a detailed view on the subscribers and victims of
three booters. They provide early attempts to map the infrastructures of booters, but do not
perform any kind of attribution between attacks and booters or infrastructures.

Wang et al. [159] have studied the dynamics of attack sources of DDoS botnets, showing
distinct patterns per botnet. While the authors provide first results that might enable them
to predict future attack sources, they do not further investigate this matter. Our work is
different in motivation and techniques in multiple respects. First, booters follow a completely
different methodology than DDoS botnets, which rarely use IP spoofing. Second, we can
leverage the observation that attackers scan for “attack sources” (amplifiers). Third, we
perform attack attribution rather than prediction.

In the previous chapter, Chapter 4, we showed how to uncover the scan infrastructures
behind amplification DDoS attacks, which in some cases could also be identified to be the
attacking infrastructure. Compared to the approach presented in this chapter, there are
key differences both in the goal and the methodology: While there we used probabilistic
reasoning to identify the scanners that provide the necessary reconnaissance for attacks,
here we use machine learning techniques to link attacks to the originating booters. Moreover,
both approaches serve different demands: Identifying scanners aids in adding pressure
on providers to cease illegal activities, whereas linking attacks to booter services helps to
generate forensic evidence, which can prove useful in prosecution.

5.10 Conclusion

Our work presented the first deep exploration of techniques for attributing amplification
DDoS attacks to booter services. We present two precise attribution techniques based on
carefully chosen features as part of a k-NN classifier. In order to evaluate the effectiveness
of our techniques, we subscribed to a small set of booter services and launched self-attacks
to collect a ground truth set of attack-to-booter-service mappings. We discuss the ethical
framework used to collect this data set, which is similar to that of a previous study [72].

Our honeypot-driven technique attributes DNS and NTP attacks with a very high precision
of over 99% while still achieving recall of over 69.35% in the most challenging real-time
attribution scenario. Further analysis has revealed that 25.53% (49 297) of the observed

60



5.10. CONCLUSION

DNS attacks can be attributed to just 7 booter services and 13.34% (38 520) of the NTP
attacks can be attributed to 15 booter services. We have shared these findings with law
enforcement agencies to help them prioritize legal actions against the wealth of booter
services.
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6.1 Motivation

Towards the goal of a general attack traceback mechanism, in this chapter we introduce
BGPEEK-A-BOO, a BGP-based approach to trace back amplification attacks to their origin
network. BGPEEK-A-BOO monitors amplification attacks with honeypots and uses BGP
Poisoning to temporarily shut down ingress traffic from selected Autonomous Systems. By
systematically probing the entire AS space, we detect systems forwarding and originating
spoofed traffic. We then show how a graph-based model of BGP route propagation can
reduce the search space, resulting in a 5× median speed-up and over 20× for 1/4 of all cases.
BGPEEK-A-BOO achieves a unique traceback result 60% of the time in a simulation-based
evaluation supported by real-world experiments.

6.2 Problem Description

In the previous chapters we introduced techniques for attack traceback that could identify
either the scanner (Chapter 4) behind an attack or the booter service (Chapter 5) for the
subclass of attacks launched from known services. However, not all attacks are launched from
booter services, and a direct overlap between the scanning and the attacking infrastructure
could only in some cases be confirmed. On the other hand, as noted in Chapter 3, general
approaches to trace back IP spoofing [70] are mostly based around the idea of packet
marking [140, 45, 43, 132, 14, 54], where routers encode path information in the packet
header, or collecting flow telemetry data [137, 138, 87, 75, 147]. However, both require the
cooperation of a large number of routers along the path and thus a widespread deployment
on the Internet—something we have not seen despite these approaches being known for
over a decade.

6.3 Contributions

In this chapter we propose BGPEEK-A-BOO, a novel approach to trace back amplification
attacks that requires neither cooperation of on-path routers nor knowledge of potential
attack sources. The main insight behind our approach is as follows: While attackers may
spoof IP level information, they are usually tightly coupled to a given spoofing-capable
network location. Packets sent by the attacker are thus bound to the routes chosen by their
network provider. This allows us to use the Border Gateway Protocol (BGP) to identify
the Autonomous System (AS) that emits the spoofed attack traffic, which constitutes a
fundamental step towards fighting these attacks: Once identified, prosecutors can contact
the AS operators to investigate the perpetrators behind the attack, which must be customers
of the AS. Further, the spoofing AS can be pressured into implementing egress filtering by
its peers, similar to what happened to McColo in 2008 [68, 29].

BGPEEK-A-BOO, shown in Figure 6.1, consists of a number of AMPPOT honeypots, which are
organized in multiple /24 prefixes, and a BGP router that can advertise routes for these
prefixes. As discussed in Section 2.2, AMPPOT emulates services that are vulnerable to
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Figure 6.1: BGPEEK-A-BOO overview. After poisoning E, the attack towards V is no longer
observed at the amplification honeypots and must therefore originate from either A, B, C ,
or E.

amplification in order to be selected as reflectors in amplification attacks [S1]. During
attacks, the honeypots will then receive spoofed traffic sent by the attacker. Through BGP
Poisoning we can then exclude certain ASes from propagating routes towards our system. In
particular, depriving the attacker of a route causes the spoofed traffic to either switch to an
alternative route, which may be observed by a change in TTL values at the honeypots, or to
cease entirely. Building on this observation, we systematically probe ASes to uncover those
involved in forwarding attack traffic—eventually leading us to the spoofing AS itself.

In a second step, we show how AS relationship data can be used to drastically limit the
search space. For this we build a BGP flow graph that captures how BGP advertisements
propagate and analyze which systems are reachable and dominated by others. We find
that both algorithms achieve a perfect attribution result 100% of the time in an idealized,
and still over 60% in a more realistic simulation. Our naive algorithm requires a median
of 549 BGP Poisoning steps (91.5 hours) for traceback, while our graph-based algorithm
improves this to 98.5 steps (16.4 hours), with 25% of cases even terminating in at most
29 steps (4.8 hours). An 8-fold parallelization of our methodology reduces the median
traceback duration to less than an hour.

In summary, our contributions are the following:

1. We propose a novel approach for AS-level traceback of IP spoofing by leveraging BGP
Poisoning. Our approach requires neither cooperation of external parties nor a priori
knowledge about the attacker.

2. We present two traceback algorithms, showing that BGP-based traceback is feasible in
principle and can be greatly sped up when augmented with AS relationship data.

3. We provide an extensive simulation-based evaluation, measuring the influence of
various parameters on performance and correctness. We confirm our simulator through
real-world experiments using the PEERING BGP testbed [128] and RIPE Atlas [117].
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6.4 Background

In this chapter we propose to use BGP Poisoning to identify the origin of spoofed traffic,
motivated by the prevalent use of IP spoofing in UDP amplification attacks.

6.4.1 The Border Gateway Protocol (BGP)

The Internet is often described as a “network of networks”, as it comprises thousands of
so-called autonomous systems (ASes). Every AS is a network under the control of a single
entity. An AS is usually responsible for a number of IP prefixes and can be identified by its
unique AS number (ASN).

BGP [115] enables routing between ASes. In BGP, ASes exchange routing information with
their neighbors through route advertisements (also called announcements). Each route
advertisement describes a path of ASes (AS_PATH) via which a certain IP prefix may be
reached. When a BGP router receives an advertisement for a prefix, it first checks if it
already knows a better1 route for that prefix. If it does, the new route is only kept as a
fallback. Otherwise, the router prepends its own ASN to the AS_PATH and advertises this
new route to its neighbors. Between two BGP routers, a new advertisement for a prefix also
implicitly withdraws the old route advertised for that prefix. When routing traffic, packets
are forwarded according to the best known route for the most specific prefix covering the
traffic’s destination. We assume that the attacker does not control an entire AS, but is a
customer of an RFC-compliant AS.

6.4.2 BGP Poisoning

BGP detects and prevents loops [115]. Before considering new advertisements, routers
check if their own ASN is already included in the AS_PATH. If so, the new advertisement
will be considered as a withdrawal only and no longer propagated to the AS’s neighbors. A
side-effect of loop detection is that it enables BGP Poisoning. By crafting the AS_PATH to
include other systems’ ASNs, loop detection can intentionally be triggered at these other
systems. Specifically, to trigger loop detection at ASes X1, . . . , Xn, an AS A may send an
advertisement with

AS_PATH= (A, X1, . . . , Xn, A)

If any AS ∈ X1, . . . , Xn receives this advertisement, it will find itself already present in
the AS_PATH, consider this a “loop”, and handle it as a withdrawal subsequently. The
first A ensures that A’s neighbors correctly see A as the next on-path AS, while the last A
ensures that the prefix is still seen as originating from A (as required, e.g., for Route Origin
Validation [84, 85]). We will call A the poisoning AS and X1 through Xn the poisoned ASes.
Despite its negative name, BGP Poisoning does not imply malevolence—after all, dropping
advertisements can only impede reachability of the poisoning AS, but not others. On the
contrary, since it gives operators a way to control inbound traffic paths, its utility has been
proven for many traffic engineering tasks [73, 74, 135].

1according to its operator defined policies
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6.5 BGP-based Traceback

As noted in Section 6.4.2, BGP Poisoning can be used to discard route advertisements at
other ASes. In this section we show how the resulting side-effects can be leveraged to find
the origin AS of spoofed attack traffic and present our traceback system BGPEEK-A-BOO.

6.5.1 Poisoning for Traceback

Assume an AS A is sending spoofed traffic to a reflector and receives a poisoning advertise-
ment for the reflector’s prefix. Since the AS will handle this advertisement like a withdrawal,
it will remove its routing information for that prefix. However, without routing information
it can no longer send traffic to the reflector. The reflector will hence stop receiving traffic
from A.

A similar observation can be made for ASes forwarding traffic to the reflector. Assume an AS
F is normally forwarding spoofed traffic from A to the reflector and receives a poisoning
advertisement. Next to losing the ability to send traffic to the reflector, F also has to withdraw
any routes for that prefix it had advertised to its neighbors. Thus A can no longer route traffic
to the reflector via F . If no alternative path from A to the reflector exists that circumvents
F , then A again loses connectivity and traffic at the reflector will stop. However, even if an
alternative path exists, this case might be observable at the reflector: Unless the IP hop count
along both paths is exactly the same, the traffic’s TTL value at the reflector will change.

This allows us to check whether some AS X was on-path of a traffic flow: If poisoning X
causes the traffic to stop or its TTL value to change, X was on-path. Furthermore, if traffic
stopped, the origin AS has no alternative routes avoiding the poisoned AS X .

6.5.1.1 Default Routes

In practice, some ASes can still route traffic even for prefixes that they have no explicit routing
information for. These default routes can be either configured statically or an upstream AS
can advertise itself as the next hop for a large prefix (e.g., 0.0.0.0/0). In these cases, the
poisoned AS will not loose connectivity entirely, but switch to its default route. As before,
such a route change can result in an observable TTL change. Furthermore, since a default
route cannot be advertised with a more specific prefix than the original route, BGP will
avoid paths including a default route whenever possible.

6.5.1.2 Combined Probes

The on-path check can also be performed for multiple ASes simultaneously using a combined
poisoning advertisement. If the poisoning of an AS leads to a stop in traffic, poisoning
additional ASes cannot undo this effect. If, however, it leads to a TTL change only, poisoning
additional ASes may cause further re-routing or even eliminate alternative paths. While this
could negate the TTL change under specific circumstances2, it results in additional traffic
stops in many cases.

2if it causes traffic to take a path with the exact same IP hop count as the original path
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Ultimately though, a combined probe can only tell whether any of the poisoned ASes were
on-path. To find the exact on-path AS within the probed set, we can use a binary search
approach, iteratively splitting the probing set in half and repeating the probing for each half.

6.5.1.3 Active Measurements

This technique can be further supplemented by active measurements. By provoking replies
from a host in the measured AS (e.g. through ICMP Pings or TCP SYNs3), we can observe the
effect of poisoning on the AS. If the replies to our active measurements stop under poisoning,
but the spoofed traffic continues (or vice versa), we can conclude that the measured AS was
not the spoofing source.

6.5.1.4 Probes in BGPEEK-A-BOO

BGPEEK-A-BOO uses all but one of its prefixes as probe prefixes to probe network responses to
poisoning advertisements. The remaining prefix is designated as the control prefix and will
only be advertised regularly (non-poisoned). We will refer to honeypots in probe prefixes
and the control prefix as probe honeypots and control honeypots respectively.

To probe an AS, the BGP router of BGPEEK-A-BOO sends a poisoned route advertisement for
a probe prefix that receives attack traffic. Once the routes have stabilized, it records the
impact on the attack traffic and on pings. If the attack is also observed by some control
honeypots, impact can also be measured by comparing traffic between the probe and control
honeypots.

6.6 A naive Traceback Approach

Using these measures we propose the naive traceback algorithm depicted in Algorithm 6.1.
The algorithm simply loops over all ASes (setA ) in chunks of size at most n and considers
each chunk as a combined probe P .

The actual probing is performed by PROBE, which sends out a poisoned advertisement for
the ASes in P , performs the active measurements, and returns the observed effects. It
returns the effect on the attack traffic (rpassive) and the active measurement results (~ractive).
rpassive can be either NO_EFFECT if no change was observed, TTL_CHANGE if we observed
a TTL change, or STOP if traffic has stopped entirely. Similarly, ~ractive is a vector with one
component (either NO_EFFECT or STOP) per probed AS.

If poisoning of P shows an effect on the attack traffic, the probe is then narrowed down to
find the exact AS(es) that caused this effect. For this, first, all probed ASes that show an
inconsistent behavior in their active measurements are discarded from the probe (UPDATE).
If this already reduces the probe to a single consistent AS, it is then added to the candidate
setC as a confirmed on-path AS. Otherwise, the probe is split in half (SPLIT) and the probing
is repeated for each half recursively. Once all ASes have been probed that way, the final set
of confirmed on-path ASes C is returned.

3suitable candidates and ports could be found through Internet-wide scanning or by leveraging a search engine
such as Shodan[152]
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Algorithm 6.1 Naive traceback algorithm
procedure NAIVETRACEBACK(A , A, n)
C ← ; . candidates
for block P inA of size ≤ n do

PROBEANDUPDATE(P )
return C

procedure PROBEANDUPDATE(P )
rpassive,~ractive← PROBE(P )
if rpassive 6= NO_EFFECT then
P ← UPDATE(P , rpassive,~ractive)
if |P |= 1 then
C ←C ∪P . AS in P was on-path

else if |P | ≥ 2 then
P1,P2← SPLIT(P ) . “Binary Search”
PROBEANDUPDATE(P1)
PROBEANDUPDATE(P2)

procedure UPDATE(P , rpassive,~ractive)
if rpassive = STOP then
Pinconsistent← {X ∈ P | ~ractive[X ] 6= STOP}

else
Pinconsistent← {X ∈ P | ~ractive[X ] = STOP}

return P \Pinconsistent

6.6.1 Runtime Analysis

The runtime of this traceback approach is greatly dominated by the probing step, which
involves sending out a poisoned advertisement and performing active measurements. After
a new advertisement, it may take several minutes for routes to settle [82, 74], only after
which active measurements can be performed. In addition, several BGP mechanisms further
limit the rate at which routers may send out new advertisements (Section 6.9.1). Therefore,
realistically, advertisements cannot be made much faster than once every ten minutes.

We will thus count the number of required probing steps to analyze the traceback runtime. At
chunk size n and a total of N ASNs inA , the naive traceback algorithm from Algorithm 6.1
takes

�N
n

�

steps to test each chunk once, plus an additional 2 log2 n steps for every on-path
AS to reduce the chunk it is contained in down to a single AS. For example, the AS65000
BGP Routing Table Analysis Report [7] lists roughly 66000 active ASes for the end of 2019
and an average AS path length of 5.5. With a chunk size of n = 128 this thus gives an
average of 593 steps total, or about 4 days and 3 hours at 6 advertisements per hour.

Given that spoofing sources, such as Booter services, are active for extended periods of time
(see Section 6.8.3.4) and reuse the same amplifiers for a week or longer [P2], this shows
that BGP-based traceback is feasible in principle.
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6.6.2 Discussion

While this algorithm is intuitive and requires no external knowledge of AS properties or
relationships, it comes with two main drawbacks:

1. It only returns an unordered set of on-path ASes, which still leaves the exact path and
origin unknown.

2. It “wastes” a lot of time poisoning off-path ASes that could potentially be avoided, as
it effectively conducts an exhaustive search over the entire AS space.

6.6.2.1 On-Path Ordering

Ideally, one would like to find the true origin AS of the spoofed traffic, or at least the on-path
AS closest to it that can still be discovered. However, through probing we can only tell
whether an AS was on-path or not, but not its position along the path.

While at first glance it seems that this problem could be solved by comparing TTL values
received from hosts located in these ASes, this is not necessarily true: Although the AS level
path should be the same for both traffic originating from and traffic forwarded by an AS,
the IP level paths (and hence their hop counts) can differ vastly. In a similar vein, one might
attempt to infer the on-path order from traceroutes towards hosts in the candidate ASes,
mapping the obtained IP level traceroute paths into AS level paths. Barring the problems of
mapping IP to AS level paths [170, 66], traceroutes from the vantage point can only reveal
paths towards other hosts, but not their reverse paths, which we are interested in.

6.6.2.2 Runtime Improvement

Although the estimated runtime does not seem prohibitive, the question still remains whether
additional knowledge about ASes, such as their relationships, can be used to achieve effective
traceback more efficiently. For example, as a simple optimization the search can be aborted
as soon as a stub AS is confirmed to be on-path. Since stub ASes do not provide transit for
other ASes, an on-path stub AS must be the one originating the observed traffic. In these
cases, such an early termination will reduce the expected runtime to 1/2 of the original
algorithm. In the next section, we show how the runtime can be further improved by
leveraging AS relationship data as well as the information about alternative path availability
one can obtain from probing.

6.7 Flow Graph-based Traceback

Our graph-based traceback algorithm exploits knowledge about the relationship between
ASes to limit the search space. For example, if the attack traffic stops under poisoning, we
know that the source has no alternative route that avoids the poisoned ASes. To efficiently
reason about alternative paths and whether an advertisement might be propagated from
one AS to another, we define a so-called AS Flow Graph.
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6.7.1 AS Flow Graphs

The relationship between two AS is usually classified as either a customer-provider (CP) or a
peer-to-peer (P2P) relation [53]. In a customer-provider relation, one AS (the customer) pays
the other (the provider) for transit such that the customer may reach and be reached from
the Internet via the provider. In a peer-to-peer relation, two ASes agree to transit traffic for
their customers to one another, thereby reducing the amount of traffic they would have to
pay their provider for otherwise.

The resulting BGP paths are generally assumed to be valley-free [53]: zero or more customer-
provider edges (“up”), followed by at most one peer-to-peer edge (“sideways”), followed by
zero or more provider-customer edges (“down”). In other words: a peer-to-peer or provider-
customer edge can never be followed by a customer-provider or peer-to-peer edge, as this
would result in a “valley”. Note that this property is symmetric and holds for both, the
AS-level paths taken by routed traffic as well as the propagation paths of BGP advertisements.

Following this, an AS may receive an advertisement in two states: If the advertisement was
received from a customer (i.e., via a customer-provider edge), the valley-free assumption
does not restrict the edge types that may follow. We will call this state unconstrained. On
the other hand, if an advertisement was received from either a peer or a provider, it may
only be forwarded to customers, but not to other peers or providers. We will thus call this
state constrained.

We can use a graph to model advertisement propagation that uses two nodes per AS, one for
each state. Formally, we define this graph G = (V, E) as follows: Every AS A is represented
by two vertices, uA and cA, representing the unconstrained and constrained state respectively,

V =
⋃

A∈AS

{uA, cA}

We will denote the AS represented by a node x using asn(x),

asn(x) = A⇔ x ∈ {uA, cA}

When AS A is a provider of AS B, advertisements may only be forwarded “downhill” from cA
to cB or “uphill” from uB to uA. If A and B share a P2P relation, then advertisements may
only be forwarded “sideways” between A and B at the “peak” of the path, i.e., from uA to cB
or from uB to cA. Finally, advertisements received at uA may of course also be forwarded to
cA. In total,

E =

�

⋃

A,B∈CP

{(uA, uB), (cB, cA)}

�

∪

�

⋃

A,B∈P2P

{(uA, cB), (uB, cA)}

�

∪
�

⋃

A∈AS

{(uA, cA)}
�

This graph then captures all valley-free AS paths, and every path in this graph corresponds
to a valid valley-free AS path.
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Theorem 1. Let Π = (X1, . . . , Xn) ∈ ASn be a valley-free path from AS X1 to AS Xn and
G = (V, E) the flow graph constructed according to Section 6.7.1. Then there exists a path
π= (x1 = uX1

, . . . , xm = cXn
) ∈ V m in G.

Proof. Since Π = (X1, . . . , Xn) is a valley-free path, it can be split into three (possibly empty)
parts: an “uphill” prefix, a single “sideways” peer-to-peer link, and a “downhill” suffix.
Formally, ∃k, l, 1≤ k ≤ l ≤ k+ 1≤ n s.t.:

1. ∀1≤ i < k : (X i , X i+1) ∈ CP

2. k < l =⇒ (Xk, X l) ∈ P2P

3. ∀l ≤ i < n : (X i+1, X i) ∈ CP

For the first part, we can find a path in G as by construction it holds that ∀1 ≤ i < k :
(uX i

, uX i+1
) ∈ E. Likewise, for the last part, since (X i+1, X i) ∈ CP it holds that ∀l ≤ i <

n : (cX i
, cX i+1

) ∈ E. If the path has a peer-to-peer link, i.e., k < l, then (uXk
, cX l
) ∈ E.

Otherwise, it holds that Xk = X l and thus (uXk
, cX l
) = (uXk

, cXk
) ∈ E. Therefore, the path

π= (uX1
, . . . , uXk

, cX l
, . . . , cXn

) is in G and satisfies the requirements.

Theorem 2. Let G = (V, E) be the flow graph constructed according to Section 6.7.1 and
π = (x1, . . . , xm) ∈ V m be a path in G. Then there exists a valley-free path Π = (X1 =
asn(x1), . . . , Xn = asn(xm)) ∈ ASn.

Proof. W.l.o.g. assume that x1 = uX1
and xm = cXn

. Since all edges in E are of the form
(uA, uB), (cA, cB), or (uA, cB) the path can only have one transition from “unconstrained” to
“constrained” nodes, i.e., ∃1≤ i < n such that

1. ∀1≤ j ≤ i : x j ∈ {uA|A∈ AS}

2. ∀i < j ≤ n : x j ∈ {cA|A∈ AS}

Therefore, for j < i it holds that (asn(x j), asn(x j+1)) ∈ CP, as otherwise there would be no
edge in G between them. Likewise, for j > i it holds that (asn(x j+1), asn(x j)) ∈ CP. Finally,
for the edge (x i , x i+1) = (uXk

, cX l
) it must hold that either Xk = X l or that (Xk, X l) ∈ P2P.

Therefore, Π= (asn(x1), . . . , asn(xm)) follows the definition of a valley-free path, with the
exception that it may still contain loops. However, if Π contains a loop, i.e., ∃1≤ i < j ≤ n
s.t. Π = (X1, . . . , X i , . . . , X j , . . . Xn) with X i = X j, one can easily construct a loop-free path
Π′ = (X1, . . . , X i , . . . Xn) by omitting positions i + 1 through j. Note that removal of loops
does not affect the path’s endpoints, and thus the resulting AS path Π′ is a valley-free path
from asn(x1) to asn(xm).

By construction, the orientation of edges denotes the direction of advertisement propagation.
For example, an edge from uB to uA implies that advertisements received by B may be further
propagated to A. However, the inverse graph obtained by reversing all edges is meaningful
as well, as it describes all possible traffic flows between ASes: If AS B advertises a route for
a prefix to AS A, then A may send traffic destined towards that prefix to B.
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A

B C

D

(a) Example AS relationships: A is provider
of B, C is provider of D, and B and C have a
peer-to-peer relation.

A

B C

D

uA

cA uB

cB

uC

cC uD

cD

(b) The resulting AS flowgraph shows that
route advertisements from D may reach C
and B, but can never reach A.

Figure 6.2: AS flowgraph example

In the example given in Figure 6.2, A is a provider of B, C is a provider of D, and B and C
have a peer-to-peer relation. However, it is not obvious from the relationship graph, whether
advertisements from D may reach A. The resulting flowgraph answers this unequivocally:
Advertisements from D can reach C (uD→ uC) and B (uD→ uC → cB), but cannot reach A,
since there is no directed path from either uD or cD to uA or cA.

6.7.1.1 Reachability and Dominance

A poisoned advertisement can affect ASes in two ways: ASes included in the advertisements’
AS_PATH are affected directly, as they will discard the advertisement due to loop detection.
However, this also prevents them from propagating the advertisement further, which, in
turn, can affect other ASes. While some of these indirectly affected ASes may still receive
the advertisement via alternative routes and thus only experience a route change, others
may no longer be able to receive the advertisement at all. To reason about the propagation
of (poisoned) advertisements originating from a specific AS A, we can define its AS-specific
subgraph:

Definition 1 (AS-specific subgraph). For the flow graph G and AS A, we define the AS-specific
rooted subgraph GA = (VA, EA, uA) as the subgraph of G rooted at uA.

We can then define two relations on this graph, reachability and (joint) dominance, to
capture which ASes might potentially be affected by a poisoned advertisement and which
will be inevitably.

Consider an advertisement that is poisoning ASes P = {X1, . . . , Xn} (with corresponding
nodes p = {uX1

, cX1
, . . . , uXn

, cXn
}). Another AS Y might only be affected by this advertise-

ment if it can receive advertisements from A via any AS in P4. As all paths in the graph
GA describe valid propagation paths for advertisements originating from A, AS Y therefore
might be affected if there is a path from any node x ∈ p to any node y ∈ {uY , cY }.
4Under specific circumstances, poisoned advertisements may also induce route changes at ASes that have no
connection to a poisoned ASes. We analyze these cases in Section 6.9.4.
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Definition 2 (Reachability). We call a node y reachable from another node x, iff there exists
a path in GA from x to y.

y ∈ reachableGA
(x)⇔

∃π= (x1 = x , . . . , xn = y) :

∀1≤ i < n : (x i , x i+1) ∈ EA

The set reachableGA
(x) describes all nodes whose traffic towards A may be routed via x .

The definition of reachable can be trivially extended to sets of nodes by taking their union:

reachableGA
({x1, . . . , xn}) =

n
⋃

i=1

reachableGA
(x i)

Therefore, the set of ASes that might be affected by an advertisement poisoning nodes
p is simply reachableGA

(p). That is, if poisoning of nodes p causes the TTL values of the
attack traffic to change we can infer that the origin was affected and must be an element of
reachableGA

(p).

In a similar vein we can also define nodes that must be affected. Intuitively, a node y must be
affected if it cannot receive advertisements from A but via nodes in p. Thus, once all nodes
in p are removed from the graph, y should be no longer reachable from uA. In graph theory
terms p then constitutes a uA- y-vertex-separator (albeit defined over directed graphs), but
can also be seen as a generalization of the concept of dominators from control-flow-graph
analysis.

Definition 3 ((Joint) Domination). We call a node y (jointly) dominated by a set of nodes
{x1, . . . , xn} in graph GA, iff y is reachable from uA but removing the set {x1, . . . , xn} breaks
reachability from uA to y. Formally

y ∈ dominateesGA
({x1, . . . , xn})⇔

y ∈ reachableGA
(uA)∧ y 6∈ reachableG′A

(uA)

where G′A = (V
′

A, E′A, uA) is the subgraph of GA = (VA, EA, uA) with nodes V ′A = VA \ {x1, . . . , xn}
and edges E′A =

�

(x , y) ∈ EA | x ∈ V ′A ∧ y ∈ V ′A
	

.

Hence, the set of ASes that will inevitably be affected, i.e., those that will have to switch
to default routes or possibly loose connection, by an advertisement poisoning nodes p is
dominateesGA

(p). As noted above, other ASes from reachableGA
(p) might be affected as

well, but for those contained in dominateesGA
(p) we can be certain.

6.7.2 Flow Graph-based Traceback

We can leverage this flow graph for AS traceback in two ways: First, given a known on-path
AS we know that the neighboring on-path AS must also be one of its successors in the graph.
Instead of globally searching for the origin AS we can therefore iteratively find all on-path
ASes one-by-one by probing the successors of the last on-path AS.
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Second, we can use reachability and dominance relations given by the graph to reduce our
probing search space: If traffic stops, we know that the origin AS has no alternative paths
available and can thus limit our search space to nodes dominated by the probed ASes (which
includes the probed ASes themselves). If we observe a TTL change, we can still infer that the
origin AS is at least indirectly affected by the probe and can therefore limit our search space
to those nodes that are reachable from the probed ASes. We can also use similar inferences
on the results of our active measurements: When responses to active measurements for a
probed AS stop but the attack traffic does not, we can exclude all nodes dominated by the
probed AS from our search space, as those would no longer be able to send traffic as well.
Vice versa, if the attack traffic stops but active measurements show that a probed AS is still
replying to pings, we can exclude all nodes reachable by the probed AS, as they also could
send traffic to us via the probed AS.

6.7.2.1 Graph-based Traceback Algorithm

Combining both of these effects leads to the graph-based traceback algorithm shown in
Algorithm 6.2. Given the rooted subgraph GA = (VA, EA, ua) of the receiving AS A and a
probe size limit n, it returns a set of candidate source ASes.

For this, the algorithm maintains a set of source candidates C , which is initially set to all
ASes reachable from A and then continuously narrowed down during traceback. Further, it
also keeps a logbook L of ASes that have already been probed and can thus be excluded
from further probing, as well as the most recent on-path AS L, which is initially set to A. As
long as there are candidates that have not been probed yet (C \L ), a new set of ASes to
probe is selected (see Section 6.7.2.2) and passed to PROBEANDUPDATE, which will perform
the probing and update the candidate set and logbook accordingly.

As before, probing is performed by PROBE (see Algorithm 6.1). Updating the candidate set
is performed in two steps: First, UPDATEPASSIVE reduces the candidate set based on the
overall effect on the attack traffic, limiting C to the set of nodes dominated or reachable by
the current probe if traffic stopped or a TTL change was observed. Second, UPDATEACTIVE

further narrows down the candidate set and the current probe by finding probed ASes whose
active measurements are inconsistent with the overall observation and then removing nodes
dominated or reachable by these.

If there has been an effect on the attack traffic and multiple probed ASes exhibit a consistent
behavior, they are split in half (SPLIT) and the probing is repeated for each half. If a probe
has been narrowed down to a single consistent AS, this AS is set as the most recent on-path
AS L and a new probe is selected.

6.7.2.2 Probe Selection

The probe selection routine (PICKPROBE) picks a new probe based on the current candidates
C , the ASes that have been probed before L , the last discovered on-path AS L, and the
maximum probe size n. As discussed above, the next on-path AS must be a successor of L.
We can thus partition our remaining search space of unprobed candidatesC \L into “layers”
according to their distance to the most recent on-path AS L. The next on-path AS should
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Algorithm 6.2 Flow Graph-based traceback algorithm
procedure TRACEBACK(GA, n)
C ← {asn(v) | v ∈ VA}) . candidates
L ← ; . logbook
L← A . most recent on-path AS
while C \L 6= ; do
P ← PICKPROBE(C ,L , L, n)
L ←L ∪P
PROBEANDUPDATE(P )

return C

procedure PROBEANDUPDATE(P )
rpassive,~ractive← PROBE(P )
UPDATEPASSIVE(P , rpassive)
UPDATEACTIVE(P , rpassive,~ractive)
if rpassive 6= NO_EFFECT then

if |P |= 1 then
L← X ∈ P . AS X was on-path

else if |P | ≥ 2 then
P1,P2← SPLIT(P ) . “Binary Search”
PROBEANDUPDATE(P1)
PROBEANDUPDATE(P2)

procedure UPDATEPASSIVE(P , rpassive)
if rpassive = STOP then
C ←C ∩ dominateesGA

(P )
else if rpassive = TTL_CHANGE then
C ←C ∩ reachableGA

(P )

procedure UPDATEACTIVE(P , rpassive,~ractive)
if rpassive = STOP then
Pinconsistent← {X ∈ P | ~ractive[X ] 6= STOP}
C ←C \ reachable GA(Pinconsistent)

else
Pinconsistent← {X ∈ P | ~ractive[X ] = STOP}
C ←C \ dominateesGA

(Pinconsistent)

P ←P \Pinconsistent
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then be part of the nearest layer. This ordering also ensures that, should we be unable to
find the direct on-path successor of L (e.g., because it exhibits no observable poisoning
reaction) we only gradually expand our search scope to later on-path ASes.

Intuitively, to reduce the candidate set as fast as possible, we would like to first probe ASes
that have a high impact on the candidate set. While stub ASes can have a high impact if they
are on-path (effectively reducing the candidate set to a single entry), statistically speaking,
in most cases probed ASes will be off-path ASes. The majority of candidate set reductions
will thus occur in UPDATEACTIVE. We therefore rank ASes by the number of candidates
that are reachable through them, i.e.,

�

�reachableGA
(X )∩C

�

�, and then select the n highest
ranking ASes as the next probe.

6.8 Evaluation

We next turn to evaluate the runtime and success rate of BGPEEK-A-BOO and compare both
proposed algorithms. For this, we were fortunate enough to obtain a temporary ASN and a
temporary /22 prefix allocations for research purposes from our regional Internet registry
and were granted access to the PEERING BGP testbed [128]. However, PEERING’s path
length limit unfortunately proved prohibitive for any actual traceback runs of BGPEEK-A-BOO

on the Internet: Although a recent study showed that advertisements even with long paths
of up to 255 hops are propagated to the vast majority of the Internet [134], we were only
able to send advertisements with up to 5 hops via PEERING. Since the first and last of these
also had to be set to our own temporary ASN, this left us with an effective probe size of 3.
Unfortunately, with this even a single run of our baseline approach would have taken over
157 days to complete. We therefore resort to simulation for a comparative evaluation of our
proposed traceback approaches and use the PEERING testbed for supporting experiments.

6.8.1 Simulation Methodology

As noted by previous works [130, 129, 135], a complete and fully accurate model of the entire
Internet cannot be obtained, as it would require exact knowledge of peering agreements and
router configurations, both of which are usually regarded as trade-secrets and thus generally
non-public. Simulation can therefore only be performed over approximate topology data,
such as the one regularly published by CAIDA [151], and by making assumptions on router
configurations.

Although the simulator by Smith et al. [135] is thankfully publicly available, we found it
unsuitable for our use-case as it does model neither default routes nor TTL values along
paths. Consequently, we designed our own lightweight simulator.

6.8.1.1 Simulator Design

Our simulator is based around the same AS flow graph described in Section 6.7.1. To model
AS paths taken from a source to a destination, our simulator assigns every edge in the
graph a random weight between 0 and 100 and then computes the shortest path. This is in
line with the regular BGP decision process [115, sec. 9.1], which generally prefers shorter
AS paths. The random edge weight hereby models the local preference value a network
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operator may set to prefer one link over another. As the graph has two nodes corresponding
to each AS X , uX and cX , we ensure that the edge (uX , cX ) is assigned the weight 0, which
also ensures that the resulting AS paths are loop free—a path containing both uX and cX
can never be shorter than the one that uses the zero-weight (uX , cX ) edge.

The effect of a poisoning advertisement can then be simulated by temporarily removing
the poisoned AS’s nodes from the graph, such that they can no longer send traffic to the
destination nor forward advertisements to their customers or peers.

In contrast to previous works, our simulator also attempts to model the presence of default
routes, which were identified as a major culprit for discrepancies between simulations
and experimental results in other BGP-based tools [134]. For this, every AS is randomly
marked as either having a default route or not with a certain probability. When simulating a
poisoning advertisement, those ASes with default routes are not removed from the graph,
but instead increase the weights of their incoming edges by 10000. This ensures they are no
longer selected as shortest paths, unless no alternative is available—as would be the effect
of less-specific prefixes. ASes with default routes also have a chance of using a secondary
set of incoming edge weights when being poisoned, as otherwise their default route would
always be identical to their regular route.

Finally, our simulator allows mapping AS paths to IP hop counts. For this, every step
along the AS path is assigned a random hop count value drawn from a negative binomial
distribution, which we found to be a good fit after analyzing traceroute results from RIPE
Atlas [117] (see Section 6.8.3.3). In the real Internet, the IP-level path length also depends
on which ingress and egress routers are taken. We therefore make this random value also
dependent on the preceding and succeeding AS hop.

6.8.2 Results

With this simulator, we conducted multiple experiments to compare our different traceback
algorithms in terms of efficacy and efficiency as well as the influence of various parameters,
such as the placement of the deployment location, the presence of default routes, and the
choice of probe size.

As a baseline setup for our evaluation we placed the deployment location as a customer of the
PEERING testbed (AS47065), which fosters comparability with our real-world experiments
(Section 6.8.3). We set the default route probability to 40% as a conservative approximation,
given that Smith et al. [134] report a default route prevalence between 26.8% and 36.7%
in their experiments. Lastly, we picked 128 as a conservative probe size, since they also
report successful propagation of paths of length up to 255 [134]. The flow graph used
by our simulator was based on the public CAIDA AS relationship dataset for December
2019 [151], which also covered the timeframe when our real-world experiments were
performed, augmented by the peering relations listed by the PEERING testbed [128].

Every experiment was repeated 1024 times, each time with a randomly chosen AS as the
traffic’s origin. In addition, the simulator was also given a fresh random seed for every run,
such that our results are not biased due to a single lucky weight assignment or similar. We
use naive to refer to the naive algorithm, naive+ for the variant with early termination, and
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x ≤ 1 x ≤ 2 x ≤ 3 x ≤ 4 x ≤ 5 x ≤ 6 x ≤ 7 x ≤ 8

naive 10%
±2%

32%
±3%

52%
±3%

59%
±3%

60%
±3%

61%
±3%

61%
±3%

61%
±3%

naive+ 28%
±3%

46%
±3%

57%
±3%

60%
±3%

61%
±3%

61%
±3%

61%
±3%

61%
±3%

graph 58%
±3%

62%
±3%

65%
±3%

66%
±3%

66%
±3%

67%
±3%

68%
±3%

68%
±3%

Table 6.1: Success rate with a final candidate set of size at most x

graph for the graph-based algorithm.

6.8.2.1 Traceback Success

To analyze the efficacy of our proposed traceback, we analyzed how often BGPEEK-A-BOO

succeeds in finding the origin. The naive algorithm starts with an empty candidate set
and selectively adds on-path ASes. Hence we consider it successful if the true origin is
contained in its final candidate set. In contrast, the graph-based algorithm assumes all
ASes as candidates initially, but excludes ASes during the traceback run. Therefore, to be
successful, the final candidate set must also be smaller than a certain threshold (ideally of
size 1).

As shown in Table 6.1, we find that both algorithms have similar success rates: The naive
algorithm manages to identify the true origin in 61%± 3%5 cases, while the graph-based
traceback algorithm achieves a slightly higher success rate of 68%±3% with a candidate set
of 8 or less. When limiting the graph-based algorithm to a single candidate, it still manages
to succeed in 58%± 3% cases. The naive algorithm is expected to find all on-path ASes and
thus has an expected candidate set size of the average path length. For the graph algorithm,
we will use a candidate set size of 8 in the following.

6.8.2.2 Runtime

As noted before, the traceback speed of BGPEEK-A-BOO is limited by the rate at which BGP
advertisements can be sent. We therefore measure the runtime of each algorithm in the
number of probing steps, with a realistic step duration of 10 minutes. As can be seen
from Figure 6.3, the naive algorithm performs similar to the number of steps derived in
Section 6.6.1, with a mean and median runtime of 549 steps. Adding early termination
on stub-ASes slightly reduces the median to 523 steps, but more importantly reduces the
average to just above 400 steps, with 25% even terminating in under 268 steps. Since it is
strictly superior to the naive algorithm, we will only report results for the naive+ algorithm
in the following.

Overall, the graph-based algorithm performs best by far, with an average of 159 steps and
a median of only 98.5 steps. Interestingly, a quarter of all cases terminate in less than 29
steps, around 4.83 hours at six advertisements per hour. Most notably, even in the worst

5We denote the 95% Agresti-Coull confidence interval
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Figure 6.3: Runtime comparison. Dashed lines show average times, while the notch
indicates the 95% confidence interval around the median.

case the graph-based algorithm still completes its search in 415 steps or less, thus making it
faster than even the best run of the naive algorithm. This demonstrates that utilizing AS
graph information substantially improves the efficiency, with a median runtime speed-up of
5.6×.

6.8.2.3 Prefix Parallelization

If BGPEEK-A-BOO observes an attack in multiple probing prefixes simultaneously, we can
further speed up traceback by running multiple probes in parallel. While this does not
necessarily reduce the total number of advertisements, it greatly reduces the number of steps
and hence the total runtime. Figure 6.4 therefore compares using different numbers of
probing prefixes, one (no parallelization), two, and eight. For the naive algorithm we see
a linear speed-up, reducing the median runtime from 523 to 262 steps when using two
prefixes and 66 steps when using eight. With the exception of the "binary search" step, probe
selection is independent from previous probe results, and thus the naive algorithm can be
almost perfectly parallelized. The graph-based algorithm benefits less from parallelization,
since probe selection is strongly coupled to previous probe results, but still sees a 5.8×
speed-up in the median runtime from 98.5 steps to 17 steps when going to eight prefixes.
As with the probe size, varying the number of prefixes does not have a significant influence
on the success rate.

6.8.2.4 Default Routes

Intuitively, default routes should have a negative influence on our traceback approach, both
in terms of runtime and success. As the presence of default routes has been confirmed
by multiple studies [20, 134] we would like to quantify to which extent they impact our
results. To this end, we repeated the experiment two more times, once in an “ideal world”
setting with no default routes and once in an exaggerated setting where 80% of ASes have
a default route. In line with intuition, both algorithms generally perform better with fewer
default routes, as shown in Figure 6.5. Interestingly though, the graph-based algorithm
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Figure 6.4: Influence of parallelization
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Figure 6.5: Influence of default route prevalence
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Figure 6.6: Influence of probe size

still terminates faster when faced with 40% default routes than the naive algorithm in the
ideal world setting without any default routes. The default route prevalence is also the
most determining factor of traceback success: In the idealized setting with no default routes,
all simulated runs were successful, resulting in an estimated success rate of 100%± 0%.
Yet, even with 80% default routes, they achieve a success rate of 23%± 3% and 29%± 3%
respectively.

6.8.2.5 Probe Size

We ran another experiment to measure the influence of the probe size, evaluating each
algorithm with a probe size of n = 32, n = 64, and n = 128. The results, shown in Figure 6.6
confirm our intuition that the runtime of the naive algorithm scales inversely to the probe
size. Where at n = 128 the naive algorithm has a median runtime of around 500 steps,
this doubles to just over 1000 at n = 64 and quadruples to 2000 at n = 32. While the
same relation holds true for the graph algorithm’s maximum runtime, 400 steps at n= 128
to 1600 steps at n = 32, it still achieves a median runtime of less than 500 steps even
with n= 32. At that, it outperforms both naive variants with a probe size of n= 128. As
expected, the success rate of BGPEEK-A-BOO is not influenced by the probe size.

6.8.2.6 Deployment Location

To quantify the impact of the deployment location of BGPEEK-A-BOO, we also ran the
experiment from three different ASes: Next to a deployment at a PEERING customer we also
simulated runs from a Tier-1 provider (AS174) as well as from a national research network.
However, as shown in Figure 6.7, neither runtime nor success rate vary significantly between
the three different deployments.
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Figure 6.7: Influence of deployment location

6.8.2.7 TTL Values

BGPEEK-A-BOO relies on TTL values to detect when traffic is redirected to alternative routes.
However, while mostly stable, TTL values can change for reasons unrelated to our traceback
and could even be modified by an attacker attempting to evade detection. In a final
experiment we therefore simulate how BGPEEK-A-BOO performs without TTL values, i.e.,
only checking whether poisoning leads to a stop in traffic. Perhaps surprisingly, the results in
Figure 6.8 show that a lack of TTL values only leads to a slowdown of the graph algorithm,
whose median runtime doubles, but has no statistically significant impact on overall traceback
success. This shows that BGPEEK-A-BOO can still be used even if TTL values are found to be
unreliable, albeit with increased runtime.

6.8.3 Supporting Real-World Experiments

We also leveraged the PEERING BGP testbed [128] to conduct experiments in the live
Internet and analyzed attack data captured by AMPPOT [S1], to bootstrap additionally
required parameters and to assess the plausibility of our simulated results.

6.8.3.1 Changing Default Routes

To faithfully model the effect of default routes, we not only need to know how many ASes
have a default route, but also how often this default route differs from the regular route.
To measure this effect, we designed the following experiment: From our temporary AS we
would send out a poisoning advertisement for a target system, advertising one of three /24
prefixes from our /22 allocation. The fourth prefix would be advertised regularly to serve as
a control. After a short while we would then ping the target system from both, the poisoning
prefix and the control prefix. If ping replies are still observed in the poisoning prefix we can
conclude that the target does have a default route. If the TTL values also differ between the
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Figure 6.8: Influence of using TTL values

poisoning and the control prefix we can further infer that it differs from the regular route.

As targets we randomly selected 624 RIPE Atlas probes [117] in different ASes. TTL values
were recorded five minutes after the advertisement was sent to allow routes to settle [82,
74], and new advertisements were only sent every ten minutes per prefix. Out of the 624
tested RIPE Atlas probes we found 360 (58%) to have default routes, i.e., we would still
receive pings for the prefix that was advertised with a poisoning advertisement only, a
fraction larger than the default route prevalence reported by Smith et al. [134] in 2020,
but lower than the one reported by Bush et al. [20] in 2009. We attribute the discrepancy
to two effects: First, our sample size is smaller than the one employed by both Smith et al.
and Bush et al. and further biased towards ASes housing RIPE Atlas probes. Second, we
found the probe’s AS information as reported by RIPE’s Atlas back end to not always be
accurate and thus suspect that in some cases the probe’s actual AS was different from the
one poisoned, thereby making them a false positive. As noted in Section 6.8.2, we picked a
default route probability of 40% for our simulator.

In 101 of 360 (28%) cases we further observed a discrepancy in TTL values between the
poisoned and the control prefix, letting us conclude that in these cases the default route in
fact differs from the regular route. At a confidence level of 95% this thus gives a probability
of having a differing default route between 23% and 33%. We therefore model this in our
simulator by having an AS choose a different upstream in 30% of the cases when poisoned.

6.8.3.2 On-Path Poisoning

As a main primitive our approach relies on the assumption that poisoning on-path ASes
provokes some observable change in the target traffic, either a change in TTLs due to a
route change or a complete absence of traffic due to the lack of alternative routes. To
measure how this assumption holds up in practice we designed the following experiment:
As the “traffic origin” we randomly selected a RIPE Atlas probe [117], and used a stream of
ping packets from the probe to our traceback system deployed at PEERING as the “attack
traffic”. To obtain a real-time approximation of the taken AS path, we scheduled a traceroute

84



6.8. EVALUATION

measurement from the Atlas probe to our traceback system. Running the traceroute in that
direction ensures that we measure the actual ingress path to our system and do not have to
assume paths to be symmetric. Using the Team Cymru IP to ASN Lookup [149] we then
mapped traceroute IP hops to ASes and, subsequently, poisoned every discovered on-path
AS one-by-one. In contrast to the previous experiment, this time we did not measure the
impact on the poisoned AS, but on the ping packets from the Atlas probe simulating the
target traffic flow. As before we waited five minutes before taking measurements after new
advertisements and ten minutes between advertisements for the same prefix.

Note that the list of on-path ASes obtained that way is naturally incomplete, as a traceroute
may miss hops along the path and the IP-to-ASN mapping leads to further inaccuracies as
well [170, 66]. To validate the real-time IP-to-ASN mapping we obtained from Team Cymru
we later compared the mapping results to the data covering the same timeframe published
on RIPEstat [119]. Here we found 22 instances in which the IP-to-ASN mappings disagreed.
Manually analyzing these 22 cases we determined the Team Cymru mapping to be correct
in 14 of these, and excluded the other 8 from further analysis. As we were only interested
in measuring true on-path ASes we further also excluded hops that mapped to the same AS
as the Atlas probe mimicking the traffic source.

We ran the experiment with Atlas probes located in 161 different ASes, allowing us to collect
a total of 327 unique (on-path AS, target AS)-pairs. In total, we found that poisoning an
on-path AS resulted in a loss of traffic in 137 (42%) cases and a change in the TTL in further
112 (34%) cases. Only in 78 (24%) instances we found poisoning on-path ASes to have no
measurable impact on the target traffic at all.

To further analyze whether the impact is related on the distance between the poisoned and
the measured AS, we grouped the results by their hop distance to the target AS. While ideally
we would have used AS hop distances for this, this would have required access to the full
AS path. We thus resorted to using IP hop distances as they could be obtained easily from
the traceroute, and let the poisoning results count towards all IP hops that were mapped
to the same AS. Figure 6.9 shows the normalized results per IP hop count, with the black
line denoting the number of tested AS pairs per hop distance to give an indication of their
significance. As depicted, most on-path ASes were discovered at a distance of 2 to 10 hops
from the origin. However, we find that overall the distance between the poisoned AS and
the traffic source appears to have little impact on how traffic is affected, and that in most
cases a measurable impact can be expected.

6.8.3.3 TTL Distribution

We leveraged the same RIPE Atlas traceroutes to obtain a realistic model of inner-AS path
lengths for our simulator, such that we can simulate IP hop counts of AS paths. For this, we
utilized the same IP-to-AS mapping and then scanned the traceroute results for consecutive
hops in different ASes. If we can find two of these transitions, A→ B at hops (x , x + 1) and
B→ C at hops (y, y + 1), then the inner-AS path length of B from A to C is y + 1− x hops.
We were able to extract 137 AS-triples and their corresponding hop counts and found that a
negative binomial distribution with k = 3, p = 0.62 was a good fit.
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Figure 6.9: Real-world results of on-path AS poisoning

6.8.3.4 Continuity of Spoofing Activity

Even with the graph-based algorithm, BGPEEK-A-BOO has an average runtime of 147 steps,
or just over one day at six advertisements per hour. We therefore assess, how long an
attack source may be observed consecutively. To this end, we collected data on 13 321 740
amplification attacks observed by AMPPOT [S1]. All attacks were collected between 2015-
11-25 and 2020-06-15 by a Selective Response enabled honeypot [P1]. As discussed in
Section 4.6, Selective Response restricts every scanner to finding a different set of 24 of
the 48 honeypot IPs, thereby imposing a unique fingerprint on the scanner. In the previous
chapter we have seen that these fingerprints can be used to re-identify booter services, who
scan for amplifiers at semi-regular intervals but use a stable amplifier set between scans.
Assuming that a similar behavior holds true also for other attack sources and that scan
results are not shared amongst multiple attackers, we can use the fingerprint as an identifier
for the (unknown) traffic source.

To focus on distinctive fingerprints, we only considered attacks that used at least 12 and at
most 24 honeypot IPs, which left us with 8 635 257 remaining attacks. For each fingerprint,
we then computed the longest period, during which it was observed at least 90% (99%) of
the time. Figure 6.10 shows the fraction of attacks whose fingerprint was observed for a
given duration at a given activity level. From this plot we find that the majority of attacks
stem from sources that are also active for extended periods of time. For example, over 68%
of attacks stem from a source that was seen for over a week at 90% activity, 51% even at
99%.
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6.9 Discussion

We now discuss how our evaluation results translate to the real-world deployability of our
approach and the ethics of our live Internet experiments.

6.9.1 BGP Mechanisms

While our simulator strives to faithfully model routes and advertisement propagation, it does
so by abstracting ASes and their relationships into a graph model. This abstraction may not
fully model BGP in the real world, where ASes do not act as atomic entities but advertisements
are instead passed between routers and processed by actual BGP implementations. As such,
multiple mechanisms may influence the propagation of advertisements which we discuss
below.

6.9.1.1 Route Flap Dampening

Route Flap Dampening (RFD) [157] aims to decrease the load on routers by maintaining a
per-route penalty score. This score is increased for every update, but decays exponentially
over time. Once a route’s score reaches a threshold, it is no longer considered for routing
nor propagated to peers until its score drops below a re-use threshold. Studies have shown
that the default thresholds used in RFD can actually be harmful even for stable routes [92],
and RFD was subsequently advised against [136]. Although later studies proposed new
settings that have less adverse effects [21, 105, 106], it still remains disabled by default
in, e.g., Cisco routers [28]. However, as RFD maintains a score on a per-route rather than
a per-prefix basis, it does not affect our traceback technique: Whilst we send out multiple
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updates for the same prefix, every update includes a new AS path and therefore constitutes
a new route [157, sec. 4.4.3]. Hence, even if RFD was enabled, our traceback should still
work.

6.9.1.2 Minimum Route Advertisement Interval

Another measure to prevent high load on BGP routers is the Minimum Route Advertisement
Interval (MRAI), that limits the rate at which updates for a certain prefix are passed on
to peers. The idea behind this is that withholding routes for a certain time allows the
(downstream) path exploration to converge, thereby reducing the number of updates and
withdrawals sent further to peers. The recommended value for the MRAI timer is 30
seconds [115, sec. 10]. As we always waited ten minutes between advertisements this
should have given routers ample time for this timer to expire. However, it also means
that a real-world deployment of our approaches should employ a similar delay between
advertisements.

6.9.1.3 Path Filtering

Smith et al. also report ASes to filter advertisements based on path lengths or by checking
for potential poisoning paths [134]. For length-based filters Section 6.8.2.5 indicates that
our graph-based approach would still perform well in many cases even when limiting
the path length to 32. However, filtering of poisoning advertisements can impede our
traceback approach if it is performed by one of the on-path ASes. In this case, any poisoning
advertisement may provoke the target traffic to change and thus both algorithms may falsely
flag the probed AS to be on-path—even if the observed change was only caused by filtering.

6.9.1.4 Non-Uniform Routing

The use of active probing in our traceback assumes that all outbound packets from an AS
are affected in the same way by a route change, regardless of whether they are originating
from the AS or forwarded on behalf of another. In theory, every edge-router of an AS could
behave differently and use a different route, which in turns means that different hosts in
the AS could behave differently under poisoned advertisements. A study by Mühlbauer
et al. [98] finds that such route diversity can be modeled by splitting ASes into multiple
quasi-routers, each modeling a consistent routing behavior observed by the AS. However,
they find that the vast majority in route diversity comes from prefix-dependent preferences,
and that “for almost all ASes one quasi-router suffices”. Since in our case the attack traffic
as well as the active measurement replies are destined towards the same prefix, they are not
affected differently by prefix-dependent routing preferences. We can thus conclude that, for
our purposes, all outbound traffic from an AS towards our prefix takes the same AS level
path.

6.9.2 Observation Correlation

Our approach relies on stopping traffic and changing TTL values to infer AS-level route
changes. However, TTL values along a path may also change for other reasons (e.g., inner-AS
route changes), and attack traffic may cease because the attack stopped entirely. Therefore, if
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it is unclear whether a change was the result of a poisoning advertisement, the advertisement
can be repeatedly withdrawn and re-advertised until a correlation can be confirmed or
refuted. Furthermore, if BGPEEK-A-BOO’s control honeypots also observe the same attack
traffic, they too can be used to decide whether a change is spurious.

6.9.3 AS Flow Graph Correctness

Whereas our naive algorithm makes no assumptions about AS relationships, our graph-based
traceback algorithm assumes that

1. AS paths adhere to the valley-free assumption and AS relationships follow the standard
customer-provider/peer-to-peer model, and

2. a global view of these relations is available.

We discuss both assumptions in detail below.

6.9.3.1 Valley-Free Assumption and AS Relationships

While both customer-provider and peer-to-peer relations between ASes are well-established
and have intuitive economic incentives, the exact relation between two ASes can be arbitrarily
complex. For example, Giotsas et al. [59] identified 4026 ASes whose relationships they
classified as hybrid or partial transit. In a hybrid relation, two ASes exhibit different relations
at different exchanges, whereas a partial transit relation is a restricted form of a customer-
provider relation. Giotsas and Zhou [60] also find a small number of AS paths that seemingly
violate the valley-free assumption, which they attribute to non-standard AS relationships.

Our AS flow graph only captures customer-provider and peer-to-peer relations and requires
paths to adhere to the valley-free assumption. Thus, our graph-based traceback approach
may falsely exclude ASes it believes to be reachable or dominated by others when faced with
such non-standard relations. However, as long as reachability and dominance information
can be efficiently encoded (e.g., through adapting links in the graph), a similar algorithm
may still be employed.

6.9.3.2 AS Relationship Dataset

AS relationships are usually subject to non-disclosure agreement and can thus only be
inferred from publicly available routing data. While the state-of-the-art of inferring the
global AS relationship graph has been constantly evolving [53, 144, 38, 46, 163, 40, 39, 65,
90], inference will inevitably only be able to produce an approximation of the AS graph. As
with non-standard AS relations, missing or incorrect links are problematic for our graph-
based algorithm, which could cause it to wrongly discard ASes as candidates. In that regard,
our simulation results should be seen as best-case results, as both simulator and traceback
use the same graph data.

6.9.4 Induced Route Changes

In some cases, a poisoned advertisement can lead to route changes or losses even at ASes that
can never receive an advertisement through one of the poisoned ASes. Consider for example
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Figure 6.11: Example of induced changes

the network shown in Figure 6.11. In the normal state, AS C receives three advertisements
for routes to A, the direct route from A, the route D→ B→ A from D, and the route E→ A
from E. From these it will choose the route via D, since it has the highest local preference.
However, since this route is received from one of C ’s providers, it cannot be exported to the
peer E. AS E therefore only sees the direct route from A, which it can further advertise to
its provider F .

Poisoning B makes the route D → B → A unavailable. C therefore switches to its next
preferred route, the direct route to A. Since A is a customer of C , C can advertise this new
route C → A to its peer E. This, however, induces a route change at E, because this new
route has a higher local preference at E. Furthermore, since the best route at E is now
received from a peer, it can no longer be exported to E’s provider F . F therefore loses its
connection to A. Note that neither E nor F could ever have a route to A via the poisoned AS
B. Yet, they see a route change or even a loss of connectivity.

An AS can only cause such induced changes, if it can receive two different routes, one
from a customer and one from a peer or provider. Only in that case, the set of other ASes
that it can export routes to can change: Switching from a customer-provided route to
a peer/provider-provided one limits it to advertise this route to its customers, switching
the other way enables it to also advertise a route to its peers and providers. We will call
these ASes ambiguous. ASes that are reachable through an ambiguous AS may therefore
experience induced changes. Further, if an AS is only reachable through peers or providers
of ambiguous ASes, it may also experience an induced connectivity loss.

For our naive algorithm, such induced changes can cause additional ASes to appear in the
final result set (e.g., in the example above, B would be erroneously considered on-path
even if the attack came from F). Yet, these induced changes cannot “hide” actual on-path
ASes from detection. Our graph algorithm on the other hands requires a small modification
(shown in Algorithm 6.3) to correctly handle induced changes: Whenever the candidate set
is reduced, ASes that could show the observed behavior due to induced changes need to be
retained.

To assess the impact of induced route changes, we ran a simulation of our graph-based
traceback with these modifications. As shown in Figure 6.12, neither runtime nor success

90



6.9. DISCUSSION

Algorithm 6.3 Flow Graph based traceback algorithm adapted to handle induced route
changes

procedure UPDATEPASSIVE’(P , rpassive)
if rpassive = STOP then
Cstop← indStopGA

(P )
C ←C ∩

�

dominateesGA
(P )∪Cstop

�

else if rpassive = TTL_CHANGE then
Cchange← indChangeGA

(P )
C ←C ∩

�

reachableGA
(P )∪Cchange

�

procedure UPDATEACTIVE’(P , rpassive,~ractive)
if rpassive = STOP then
Pinconsistent← {X ∈ P | ~ractive[X ] 6= STOP}
Cstop← indStopGA

(P )
C ←C \

�

reachable GA(Pinconsistent) \Cstop

�

else
Pinconsistent← {X ∈ P | ~ractive[X ] = STOP}
Cchange← indChangeGA

(P )
C ←C \

�

dominateesGA
(Pinconsistent) \Cchange

�

P ←P \Pinconsistent

rate differ significantly compared to the unmodified version. This can be explained because
ambiguous ASes are relatively rare: Analyzing the flowgraph used during simulation reveals
only 231 ambiguous ASes. We can thus conclude, that induced route changes only have
negligible impact on the traceback performance.

6.9.5 Multi-Source Attacks

As also discussed in Section 5.6.1, amplification attacks are largely launched from single
sources [S1, P2]. For BGPEEK-A-BOO we thus assume that every attack has a unique source
AS. However, amplification attacks could theoretically also be launched from multiple
colluding sources in different ASes. Fortunately, as long as the attack traffic of a multi-source
attack can be separated by source (e.g., by different TTL values due to different path lengths),
both algorithms of BGPEEK-A-BOO still work as before. Otherwise, successful poisoning of
one of the sources can only be measured as a decrease in attack traffic volume. Yet, even in
that case, the naive algorithm should be able to find all attack sources.

6.9.6 Evasion

During a traceback run BGPEEK-A-BOO creates a large number of route advertisements for
the probing prefixes. Attackers that are aware of our system may therefore try to evade
it by monitoring public BGP data [156, 118] in order to identify and exclude the probing
prefixes. While we cannot prevent such active evasion attempts, we can at least detect if an
attacker is evading our system. In this case, we would not observe any attacks from a given
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Figure 6.12: Influence of induced route changes. The modified algorithm is labeled graph’.

adversary at the probe honeypots, but would keep observing them at the control honeypots.
Yet, even outside of BGPEEK-A-BOO, amplification honeypots are inherently detectable due
to their rate limiting behavior [S1].

Besides evasion, attackers might also attempt to deceive BGPEEK-A-BOO by modifying their
initial TTL values. However, as shown in Section 6.8.2.7, BGPEEK-A-BOO still performs well
even when ignoring TTL values.

6.9.7 Ethical Considerations

We took several measures to ensure that our experiments did not impact other systems or
lead to instabilities in the BGP. To obtain a real-time estimate of the currently active BGP
path, we conducted traceroute runs from RIPE Atlas probes to our measurement system
hosted at PEERING. In order to keep the impact on other systems minimal, we only used
one-off measurements with the default values defines by RIPE (i.e., packets of 48 bytes,
at most 3 packets per destination). For our active ping measurements we ensured to send
at most one packet per minute per target on average. At 64 bytes per packet (1Bps), we
believe these to have negligible impact.

All experiments that involved sending (poisoned) BGP advertisements were conducted only
after consulting PEERING operators. To further ensure that other experiments running at
the testbed were not influenced by ours, we used temporary prefixes and a temporary ASN
allocated by our regional Internet registry for the purpose of these experiments. We also
registered our temporary allocations in the WHOIS database, such that network operators
were able to contact us directly. Additionally, we closely monitored network operator mailing
lists.

6.9.7.1 Impact on Legitimate Traffic

Poisoning advertisements can render a prefix temporarily unreachable from parts of the
Internet. Therefore, BGPEEK-A-BOO’s probing prefixes should host no other systems but
honeypot reflectors. As we use BGP Poisoning on these small prefixes only, other prefixes
remain unaffected—effectively excluding collateral damage on benign traffic.
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6.10 Related Work

We find related work from two fields of study: Next to related work studying the problem of
IP spoofing and traceback, which we discuss in Chapter 3, BGP Poisoning is also studied as
a general primitive for traffic engineering and security applications.

Closely related to BGPEEK-A-BOO is the concurrent work of Fonseca et al. [50], which
attempts to identify spoofing sources by varying BGP advertisements from multiple anycast
locations. For this, they create 700 different advertisement configurations by selecting
subsets of their peers, adding path prepends, and poisoning immediate neighbors. For every
configuration they then record through which peer the attack traffic is received, thereby
generating a fingerprint of source ASes. In contrast to BGPEEK-A-BOO, their approach
necessarily requires 700 probing steps and cannot distinguish ASes that share a common
path beyond their immediate neighbors.

6.10.1 BGP Poisoning

Although only a side-effect of BGP’s loop detection mechanism, BGP Poisoning has seen
a wide field of applications. In the area of measurement studies, Colitti et al. [32] and
Anwar et al. [5] employed BGP Poisoning to supplement the analysis of AS relationships and
prefix propagation. Katz-Bassett et al. [73, 74] showed how BGP Poisoning may be used
to actively repair routes, and Smith et al. [135] later showed how it can be used to avoid
DDoS congested links. Finally, works by Tran et al. [155] and Smith et al. [134] analyze
how well BGP Poisoning works in practice through extensive measurements. Yet, to the best
of our knowledge, our approach and the concurrent work by Fonseca et al. [50] are the first
to leverage BGP Poisoning for DDoS attack traceback.

6.11 Conclusion

IP spoofing not only enables amplification attacks, but also hides the attackers’ true where-
abouts. BGPEEK-A-BOO employs a novel traceback approach that shows that BGP Poisoning
can be used to track down an attacker’s network location—requiring neither the assistance
of external parties nor knowing the attacker in advance. We find that our naive algorithm
has a median runtime of 549 steps, or just under four days with realistic parameters, thus
showing the feasibility of our approach in practice. Our second algorithm leverages a graph
model of BGP path propagation built from AS relationship data and manages to reduce this
runtime to 98.5 steps, or just over one day, for the same parameters—and in only 29 steps,
under five hours, in a quarter of all cases.
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AmpFuzz: Fuzzing for Amplification

DDoS Vulnerabilities (and Using Those to
Synthesize DDoS Honeypots)



7.1 Motivation

In the previous chapters we discussed traceback techniques to find the perpetrators behind
amplification attacks. While attack attribution provides an important step towards effective
criminal prosecution of attackers, it ultimately remains a reactive measure. An equally
important step in the fight against amplification DDoS attacks is thus the proactive identi-
fication and mitigation of amplification attack vectors, which enable these attacks in the
first place. However, all amplification attack vectors known to date were either found by
researchers through laborious manual analysis or could only be identified post-postmortem
following large attacks.

To this end, we present AMPFUZZ, the first systematic approach to finding amplification
vectors in UDP services. AMPFUZZ is based on guided greybox fuzzing boosted by a novel
static analysis technique to make fuzzing UDP-aware, which gives up to a thousandfold
increase in performance. We evaluate AMPFUZZ on 25 Debian network services, where we
(re-)discover 5 known and 4 previously unreported amplification vulnerabilities.

Finally, we leverage a modified symbolic execution engine to automatically synthesize
amplification honeypots, which allow to monitor malicious scan and DDoS attack activity
and also serve as a core component for our traceback mechanisms.

7.2 Problem Description

Every time an amplification vector is discovered, we observe record-breaking attacks abusing
the new vulnerability. For example, only shortly after an amplification vector was found
in Memcached (a distributed memory-caching system), attackers abused its gigantic po-
tential [31]. Similarly, the discovery of amplification vectors in RIPv1 [64] has quickly led
to a stark increase in amplification abuses of this protocol [19]. Surprisingly, despite this
history of documented amplification vulnerabilities, we lack any automation in discovering
harmful protocol implementations. To date, amplification vulnerability search is a largely
manual effort, typically driven by attacker groups in search for unknown and thus unfiltered
amplification vectors for which no mitigation strategies exist. Worse, new vulnerabilities
quickly gain wide popularity among fellow attackers. Consequently, defenders lag behind
and mostly react. Any future amplification vulnerability will over and over trigger gigantic
DDoS patterns for which network operators and anti-DDoS services are not well prepared.

There are strong incentives to automate vulnerability search. First, early discovery allows
to safeguard protocols and their implementations against known amplification vectors as
early as possible—ideally before their abuse. There are several success stories in which
implementation changes and/or large-scale disclosure operations have massively reduced
the number of vulnerable services [80, 158]. Second, early knowledge of vulnerabilities
allows to monitor amplification attacks with the help of amplification DDoS honeypots [S1,
153]. Honeypots not only provide an overview of the situation and can alert victims in
real time. In fact, they form the foundation for mechanisms which trace back amplification
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attacks to their origin that are actively used by law enforcement agencies [P1, P2, P3,
50]. Yet, honeypots are “blind” unless they know which vulnerabilities to emulate and
monitor. Third, anti-DDoS services can ingest novel attack vectors in their automated
defense systems that filter attack traffic prior to attack abuse. This would be a game-changer
to the reactive defensive situation and give defenders sufficient heads-up to create proactive
defense strategies.

Unfortunately, although there is rich literature on discovering other types of software
vulnerabilities, amplification represents a bug class on its own. In fact, searching for
amplification vulnerabilities raises several challenges. First and foremost, there is a plethora
of network protocols and implementations thereof, for only few of which there exists a
formal specification on protocol states and message formats. In other words, we deal with
unknown protocols for which we cannot assume a priori knowledge. The UDP stack brings
additional challenges, as one has to decide (i) when a service is in a state in which it can
react to requests, and (ii) when a service has finished processing a request. Finally, the type
of vulnerability is vastly different from other bug classes that can be detected using simple
binary indicators, e.g., by observing program crashes or inconsistent program states.

7.3 Contributions

In this chapter, we provide the first principled approach to find amplification vulnerabilities in
network services. We propose a greybox fuzzer which aims to discover program inputs over
the network that result in significantly larger responses. We overcome the aforementioned
challenges by using a directed fuzzer which prioritizes paths leading to sending functions
(e.g., sendto) which we extend with UDP-awareness. To this end, we use a combination of
static analysis and lightweight instrumentation to notify the fuzzer when input is expected
by the program. These techniques also enable us to proactively terminate fuzzing executions
that generate no output instead of having to rely on expensive request timeouts. Finally,
a simple yet effective mutation strategy maximizes the amplification factor of potential
vulnerabilities.

We then leverage the fact that vulnerability detection can provide the necessary means to
monitor amplification abuse in an automated way. Until now, amplification DDoS honeypots
solely rely on experts who have to craft protocol feature-specific replies to attacker probes
by hand. We expand our methodology to synthesize request handler routines for the
identified vulnerabilities which can be plugged into amplification honeypots. We automate
this process by leveraging symbolic execution to generate path constraints and output
expressions for each discovered vulnerability. These can then be used to match probing
requests received by the honeypot, and to select replies that attackers find attractive. We
can thereby completely automate the process of creating an amplification honeypot which
emulates all discovered vulnerabilities to a degree that is as (if not even more) realistic than
honeypot implementations by humans.

Summarizing, we provide the following contributions:

• We present AMPFUZZ, the first systematic approach to discover amplification vulnera-
bilities in network services based on directed greybox fuzzing augmented with a novel
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concept of UDP-awareness.

• We evaluate our open-source implementation of AMPFUZZ on 25 services from the
Debian repositories which we find by searching for network daemons using the SELinux
reference policy. AMPFUZZ identifies 13 implementations as vulnerable and revealed
4 previously undetected amplification vectors.

• We introduce the first methodology to synthesize honeypot code from the discovered
amplification vulnerabilities leveraging a modified symbolic execution engine.

7.4 Background

We first briefly introduce the general concept of fuzzing and briefly review amplification
vulnerabilities.

7.4.1 Fuzzing

Fuzzing has become a popular technique to find software vulnerabilities. Originating from
the area of software testing, the key idea is to run a System under Test (SuT) under a vast
number of random inputs while monitoring it for abnormal behavior. While commonly
used to check for crashes, fuzzing has also been successfully applied to finding performance
issues [109, 83] or unexpectedly large memory allocations [103].

Blackbox fuzzers generate inputs purely at random and oblivious to the SuT’s inner workings.
This allows them to test a vast number of inputs quickly, but generally fails on programs
that require structured input. Contrarily, whitebox fuzzers [22, 62] try to gain insights into
the SuT via static program analysis. For instance, this may entail executing the program
symbolically to find constraints on the input for the currently taken path. By partially
inverting the constraints, new input that explore previously untaken paths can then be
generated by means of a constraint solver. This enables whitebox fuzzing to also reach
“deep” parts of the code that cannot be explored through blackbox fuzzing. However, the
heavy runtime overhead for symbolic execution, combined with the path explosion problem
and insufficient library support renders whitebox fuzzing impractical for many use cases.

Consequently, the most adopted approach to date is (guided) greybox fuzzing [18, 25, 51, 95]
aiming at the sweet spot between the aforementioned strategies. Greybox fuzzing augments
the scalability of blackbox fuzzing with runtime feedback obtained through lightweight
program instrumentation. This runtime feedback is then used to guide the input generation,
either towards increasing general code coverage [168, 25, 114] or reaching specific points
in the program [24, 27, 52, 57, 133, 160, 102].

7.4.2 Amplification Vulnerabilities

Several UDP-based protocols have known amplification vulnerabilities, including widely-
used protocols such as DNS, NTP, or SNMP [120]. Once discovered, these vulnerabilities can
be mitigated. For instance, a fatal amplification vulnerability in the Network Time Protocol
(NTP) [96] amplified request traffic by a factor of over 550× by abusing an obsolete debug-
ging feature. After its discovery, Kührer et al. coordinated a disclosure of the vulnerability,
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having reduced the number of amplification by 92% within just 10 weeks [80]. Similarly,
the amplification potential in DNS was significantly mitigated by widescale deployment of
rate limiting and message truncation [158], or by disabling debugging features [30, 1].

Unfortunately, to date, we lack a systematic way of finding amplification vectors at scale.
In fact, amplification vulnerabilities do not resemble typical software bugs. Unlike other
security vulnerabilities like memory corruption errors, they do not cause crashes or lead to
anomalous software behavior. Instead, most amplification vectors represent (originally) in-
tended protocol and/or implementation features, and developers thus have lower awareness
of their potential harm. Unfortunately, this also implies that existing fuzzing techniques
cannot be simply used to discover amplification vulnerabilities. They resemble an entirely
new bug class that fuzzers have never been applied to, and come with unique challenges.

7.5 Fuzzing for Amplification

In this chapter, we aim to find amplification vulnerabilities automatically through fuzzing
without relying on a priori knowledge of the underlying network protocols or their imple-
mentations. To reach this goal, in principle, we need to find reasonably small UDP requests
that trigger larger (amplifying) responses from a given network daemon.

7.5.1 Amplification Fuzzing Challenges

Several challenges hinder the plug-and-play adoption of existing fuzzers to discover amplifi-
cation vulnerabilities. We will outline these challenges in the following, and come back to
how we tackle them in the subsequent sections.

7.5.1.1 Lack of Protocol Knowledge

Network protocol fuzzing is challenging per se, as each protocol comes with its own formats,
syntax, and features. When seeking for an automated solution to revealing amplification
vectors, we do not want to assume any a priori knowledge of the fuzzing targets. This
includes that we do neither rely on protocol specifications, nor want to restrict ourselves to
certain implementations of these protocols. While this greatly boosts the generality of our
approach, it also implies that we have to rely on some sort of guidance to infer the protocol
details (and those of its implementations).

7.5.1.2 Unexplored Vulnerability Class

Amplification vulnerabilities share little similarities to other, well-explored bug classes. A
program crash clearly indicates a classical software bug as a binary indicator. Whether or not
a certain service is vulnerable to amplification has to be determined through other means.
One of the detailed challenges here lies in the fact that a DDoS attacker would typically aim
to minimize the request size, while trying to maximize the response size. The success in
discovering an amplification vector is thus not a binary decision. Even if amplification can
be discovered, there may be ways to further reduce the input, or to change the input to
further increase the response size.
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Figure 7.1: AmpFuzz outline

7.5.1.3 Lack of UDP State

UDP network daemons are a challenging target for fuzzing, since it is non-obvious when the
daemon under test has finished processing a request. In the worst case, the request is silently
discarded and no response is sent to the fuzzer. And even if the fuzzer receives a response
packet, it is unclear whether further response packets will follow. A similar situation occurs
during startup of the daemon: At which point is it ready to accept requests from the fuzzer?
A request that is sent too early results in an ICMP unreachable packet at best, but could also
simply be dropped. This problem is exacerbated by the fact that UDP is a connectionless
protocol, such that even on the network layer there is no notion of a failed or terminated
connection. While both daemon’s startup and replay delays can be addressed by waiting for
a fixed amount of time—the de facto workaround used in the literature, e.g., [49]—this
slows down fuzzing quite dramatically, as these timeouts have to be awaited before and
after each fuzz input.

7.5.2 Design Overview

To tackle the aforementioned challenges, we developed the amplification fuzzing framework
AMPFUZZ. Figure 7.1 shows our general design. We adopt the overall fuzzing pipeline
of ParmeSan [102], a directed fuzzing extension of the mutation-based greybox fuzzer
Angora [25], which consists of three main components: a static analyzer, a program instru-
mentor, and the actual fuzzer.

The static analyzer is used to extract a control-flow graph (CFG) as well as a list of targets in
the program that the fuzzer should attempt to reach. The program instrumentor instruments
the service under test twice, once with only a lightweight coverage collection, and once with
a dataflow analysis framework. The former version allows the fuzzer to quickly test whether
a new input reaches new and undiscovered parts of the program. The considerably slower
dataflow-instrumented version can then be run only on those inputs to provide additional
information about which input bytes are relevant for branching decisions. The fuzzer finally
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Class Functions

Source recv, recvfrom, recvmsg, recvmmsg
Sink send, sendfrom, sendmsg, sendmmsg
Blocking select, pselect, poll, ppoll, epoll_wait, epoll_pwait

Table 7.1: Network function classification

uses the extracted CFG and the list of target locations to prioritize fuzzing inputs and the
feedback from the dataflow-instrumented binary to inform its mutation operators.

For AMPFUZZ, we modify and extend all three parts of this pipeline to address the challenges
mentioned above, as we explain in the following.

7.5.3 Protocol-Agnostic Fuzzing

To fuzz a service for amplification vulnerabilities without having a specification of its protocol,
we make two observations: First, the service implementation implicitly defines the protocol.
After a request is received from the network, there will be likely a series of branching
conditions that decide whether and how the request should be handled. Second, we only
need to follow the protocol close enough to trigger a response from the service. After all,
the attacker’s goal is to provoke large responses from short requests, regardless of their
adherence to a formal protocol specification.

To this end, we build on the directed fuzzing capabilities of ParmeSan [102] and the dataflow
analysis of Angora [25]. We define all network functions that receive packets as sources and
those that send out packets as sinks (see Table 7.1). In the static analyzer we collect calls to
sink functions as target locations to direct the fuzzer to. During fuzzing, source functions
serve as starting points for dataflow analysis. Here, Angora’s byte-level taint tracking allows
the fuzzer to perform targeted mutations of the inputs, eventually producing inputs that are
“valid enough” to generate responses.

7.5.4 Amplification Feedback

Yet, program inputs that excite a response are only a first step towards finding amplification
vectors. That is, to spot true amplification vectors, we also require a notion of amplification
in order to find minimal inputs that generate maximal responses. To this end, we build
upon the bandwidth amplification factor (BAF)—simply put, the response-request ratio in
terms of UDP payload sizes—as defined by Rossow [120]:

BAF =
len(UDP payload amplifier to victim)

len(UDP payload attacker to amplifier)

However, in order to correctly handle services that reply to zero-length packets or that send
multiple packets, we chose to also include the upper protocol headers up to the Ethernet
layer in the computation. That is, we assume an extra 8 bytes for the UDP header, 20 bytes
for the IP header, and 18 bytes for the Ethernet header and trailer, as well as a minimum
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payload size of 46 bytes for the Ethernet frame:

lenL2(x) = 18+max (46, 20+ 8+ len(x))

BAFL2 =

∑

lenL2(UDP payload fuzz output)
lenL2(UDP payload fuzz input)

Here, the sum in the numerator is over all UDP packets received from the fuzzed service in
reply to a single fuzz input.

In ParmeSan, fuzz inputs were only recorded as new seeds for further mutation if they
provided new coverage, i.e., new paths. We extend this and also record inputs that improve
the amplification factor of their path. This includes inputs with a BAFL2 ≤ 1 (i.e., no
amplification), since subsequent optimization might find an input with a BAFL2 > 1 for the
same path. By keeping a separate maximum amplification ratio per path, we can optimize
the achieved amplification for each vector independently. For example, in the case of NTP,
we would like to find optimal requests for all protocol features such as monlist and read
variables.

We use two techniques to optimize candidate amplification inputs. First, we leverage
Angora’s dataflow analysis to prioritize input bytes for fuzzing that influence the length of
the response packets. Concretely, if the length argument of a sending function depends on
some of the input bytes, new inputs are generated that mutate those bytes. Second, we add
a simple yet effective new mutation operator: Once a valid request has been found through
fuzzing, we generate further request candidates by stripping off bytes from the end of the
request one by one. This is helpful as many network protocols (or their implementations)
ignore trailing bytes, thus the fuzzer has no other incentive to keep its requests short.
Furthermore, some also pad incoming requests with NUL-bytes, which consequently can
also be omitted.

7.5.5 UDP-Aware Amplification Fuzzing

The lack of UDP state undermines our goal to infer whether or not amplification can occur.
Without a clear sign that the SuT finished processing a request, lots of time will be wasted
waiting for replies that never happen. On the other hand, amplification-provoking inputs
can be falsely ignored if they are sent to the SuT too early and thus dropped on the network
layer. We therefore instrument the SuT in order to automatically infer basic UDP network
state. Essentially, we want to make the start and the end of request handling observable to
the fuzzer. To this end, we define three classes of network functions as shown in Table 7.1:
We define all functions that receive a packet as sources, all functions that send out a packet
as sinks, and all functions that can block execution while waiting for a packet as blocking
functions.

7.5.5.1 Beginning of Request Processing

We chose a shared memory semaphore to notify the fuzzer that the fuzzee is ready to accept
requests. For this we hook all calls to functions in the source and blocking category and
unlock the semaphore if the socket to be read or to be waited on is the UDP socket we are
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Figure 7.2: High-level example of our static analysis execution

currently fuzzing. As a socket’s listening state and bound port can be obtained at runtime,
no additional socket accounting mechanism is required.

7.5.5.2 End of Request Processing

To signal that request handling has finished, we terminate (parts of) the SuT. We perform
this early termination in two places. First, we again hook all calls to source and blocking
functions. If the call pertains to our fuzzing socket and would block, we check whether
a previous call to a source function for that socket had been successful. In that case, we
terminate the current thread. Terminating only the current thread but not the entire fuzzee
ensures that request handling in other threads can still proceed.

Secondly, we statically analyze the SuT to identify branches that make it impossible to send
a response without reading another request first. We will describe our mechanism using
Figure 7.2 as a running example. The depicted CFG contains two functions resembling a
structure commonly observed in network daemons. That is, function main first performs
some initialization (init), e.g., obtaining a socket, and then starts a loop (while) in which
it waits for incoming packets (call to source recv). Once a packet is received, it calls a
handling function handle, which checks the request (if) and either proceeds with a reply
(call to sink send) or returns without (return). After the packet has been handled, the
loop in main starts over waiting for the next packet.

When fuzzing, we would like to terminate the SuT as soon as the current fuzz input has
been handled and no further output can be expected. Therefore, we search for paths that
lead to areas from which no further sink function can be reached without traversing over
a source function first. Our analysis is based on an inter-procedural CFG built over strict
basic blocks—function calls also terminate basic blocks and instructions past the call form
their own basic block. For simplicity, we also add empty dummy nodes if no instructions
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immediately follow a call (dummy node in main). Based on this CFG, we now find edges
that can never lead to sink functions without passing source functions before (→).

For example, consider the if basic block in handle that calls send. When send returns, all
subsequent paths to this sink function will pass recv, a source function. At these edges, we
insert a call to our check-and-terminate code that terminates the current thread if a request
had been accepted by the program before.

We can compute the set of these “check-and-terminate” edges using a fixed-point iteration
pass over the basic blocks to establish which basic blocks can reach a sink function before a
source function. We will call these sink-capable. These are basic blocks that

1 call a sink function (e.g., send node in handle),

2 do not call a source function and have at least one successor that is sink-capable (e.g.,
if node in handle and node with a call to handle in main).

Undecided basic blocks after this fixed-point iteration are non-sink-capable, as they can only
remain undecided as part of a loop without outgoing edges to sink-capable basic blocks. To
ensure that we do not terminate the fuzzee prematurely in presence of dynamic calls or calls
to shared libraries, we over-approximate function calls that cannot be analyzed statically as
sink-capable.

Finally, we add our check-and-terminate functionality to all edges leading from a sink-
capable basic block to a non-sink-capable basic block (denoted as →). In our running
example presented in Figure 7.2, these are both incoming edges to the return block in
function handle. Terminating the program at paths that take such edges prevents a fuzzee
from persisting in the states which produce no new replies, and consequently, no new
amplifications.

7.5.6 Implementation

We implement AMPFUZZ on top of ParmeSan [102] and Angora [25]. As both the analyzer
and instrumentor components are implemented as LLVM passes, we use wllvm [162] to
compile whole programs to single bitcode files. To enable UDP-aware fuzzing, we extend
ParmeSan’s instrumentor with our static analysis discussed in Section 7.5.5.

Furthermore, as AMPFUZZ aims at amplification discovery in widespread daemon services,
we add support for three important features not handled by ParmeSan. Firstly, we extend
the original dataflow tracking mechanism to shared libraries and dynamically loaded code
(e.g., plugin systems) used by the daemons extensively. Specifically, we provide a unique
branch-ID seed for every object file during instrumentation and hook dlsym and dlopen
functionalities to dynamically load CFGs for libraries. As a result, AMPFUZZ can track input-
dependencies even for branch checks inside libraries, ultimately discovering amplifications
at speed in cases where the original approach had to resort to randomized input generation.
Secondly, we add handling of fork by always following the child. This works for several
cases in our evaluation, supporting our assumption that fork is often used to spawn request
handlers. Lastly, we implement a wrapper library for inetd services such as in.tftpd, as
these expect to find the UDP socket as their stdin and stdout.
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7.6 Evaluation

We evaluated AMPFUZZ on 25 programs using the pipeline depicted in Figure 7.3. In a
pre-processing step, we collected candidate targets by combining data from the SELinux
project [131] and the Debian package repositories [36]. Candidates were then prepared
for fuzzing by first recompiling them with wllvm [162] and then performing the fuzzing-
specific instrumentation with AMPFUZZ as described in Section 7.5.5. Finally, we provided
configuration files and command line arguments for each target program. Due to the manual
effort required for this last step, we limited our final selection to 25 programs, but ensured
to include packages both with and without known amplification vulnerabilities. To separate
fuzz targets from one another and from the host system, we built target-specific docker
images containing our fuzzer AMPFUZZ and the instrumented and configured version of the
fuzz target.

7.6.0.1 Fuzz Target Selection

To obtain a list of UDP service implementations, we leveraged the SELinux reference policy1.
In particular, we scanned the policy for file paths which were granted permission to open
and handle UDP ports (SELinux labels corenet_udp_*). To then find Debian packages
that include these files, we used the apt-file utility.

As our fuzzing pipeline relies on LLVM-based instrumentation, we next attempted to recom-
pile each package with Clang. We filtered out services which are not written in C/C++ or
rely on gcc-specific extensions such as inline assembly.

7.6.0.2 Fuzz Target Configuration

Many network daemons require some form of configuration or setup before they can be
executed. This can include specifying command line arguments, editing configuration files,
or even run preliminary configuration programs. Even though Debian packages usually
attempt to configure a daemon after installation, this was still a manual effort. In order to

1https://github.com/SELinuxProject/refpolicy/wiki
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prepare a service for fuzzing we thus ensured that the service

1. could be run inside an unprivileged docker container,

2. ran in the foreground whenever possible, and

3. could be started repeatedly in fast succession.

The first point is a consequence of our evaluation setup and could be potentially avoided in
the future by fuzzing on the host system directly or using another virtualization mechanism,
since it meant that a number of services had to be excluded as they required access to
“privileged” functions such as ioctl. Ensuring that the service is running in the foreground
helps the fuzzer, as it then does not need to track the SuT through multiple forks. Finally,
since during a fuzzing campaign the service will be restarted multiple times, we ensured that
this does not cause unwanted side-effects. In particular, we made sure that the service would
not attempt to open connections to the outside world, as these systems would otherwise
receive a large number of new connections from our fuzzing system. For example, in the
case of the NTP daemon ntpd, this meant removing NTP pool entries from the configuration
file. If a service could be configured to listen on multiple individual ports, we configured
the service for each port individually in a separate docker image.

7.6.0.3 Fuzz Target Instrumentation

Before we proceed with fuzzing, we instrumented each program as detailed in Section 7.5.5.
Our instrumentation takes negligible time with respect to the time this additional step saves
during fuzzing. Instrumentation takes 6 minutes on average and less than one minute
median time per binary. Note that instrumentation makes our approach UDP-aware, which
is crucial for the fuzzing performance as we will demonstrate in Section 7.6.3.

7.6.1 Results

We fuzzed each (program, port)-pair for 12 hours on a single CPU core, and repeated the
experiment a total of 3 times. Every run was given only a single seed consisting of a single
byte "a". Timeouts for individual inputs were set to 5 seconds for normal and 60 seconds
for taint-tracking runs. These timeouts were specified to account for the corner case of
SuT getting stuck processing the input which was rarely the case thanks to UDP-awareness
as detailed in Section 7.6.3. All experiments were performed on a server with 2 Intel®
Xeon® Gold 6230N processors and a total of 512 GB of RAM running Debian buster. The
target-specific docker images were built on top of the ubuntu:20.10 base image2.

The results are shown in Table 7.2. The first three columns specify which program from
which Debian package was fuzzed on which port. Column inputs denotes the total number
of inputs that were generated and tested during the 12-hour fuzzing run, the column paths
shows how many new paths were discovered during fuzzing. For targets where a reflection or
amplification vector was found, we also present the mean time until the first reply-inducing
candidate was found (µt 1st), the mean time until the maximum amplification was found
(µt max.), and the maximum Ethernet bandwidth amplification factor (BAFL2) of the best

2sha256:671495eee4d808a4c78517c3be67355ae0afef2796157cbf42e1efcd0f2a1ccf
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run. Lastly, we split the table between services with known amplification vulnerabilities and
those without. For the latter, novel indicates new and previously unknown vulnerabilities.

Overall, we find that AMPFUZZ discovers amplification or reflection vulnerabilities in 13 of
the 25 tested daemons, 9 of which are true amplifications (BAFL2 > 1). More interestingly,
AMPFUZZ identifies 6 previously unknown reflection and amplification vulnerabilities. Next
to trivial reflections in the legacy echo (7), daytime (13), time (37) and talk (517)/ntalk
(518) protocols, these also include a non-trivial amplification in the Basic OverSeer Server
of OpenAFS, which we will detail in the next section.

Our evaluation also includes 10 services for which amplification vulnerabilities had been
found before through manual analysis. On these, AMPFUZZ manages to find 5 true amplifi-
cations and 2 reflections. We investigated the three cases in which AMPFUZZ fails to find an
expected amplification: For minissdpd, we find that the service in the given configuration
does indeed not respond to M-SEARCH requests, and is therefore invulnerable to the known
amplification vector. In the case of quagga-ripd and openbsd-inetd, our evaluation setup
is at fault: These services ignore all requests from the loopback interface, which we use
for communication between the fuzzer and the SuT. For openbsd-inetd, we verified that
AMPFUZZ succeeds to find the expected amplifications after manually disabling the check.

AMPFUZZ is also reasonably fast in vulnerability discovery. All vulnerabilities could be found
in less than four hours, and the vast majority within a few minutes. Furthermore, after
having discovered all relevant paths (if any), AMPFUZZ gracefully terminated itself. For
instance, fuzzing xinetd terminated after having explored all network-related paths with
≤ 74 inputs.

7.6.2 Case Study: OpenAFS bosserver

AMPFUZZ identifies a new amplification vector in the Basic OverSeer (BOS) Server of the
OpenAFS distributed filesystem. This server is responsible for monitoring other processes
of the AFS filesystem and offers a UDP interface on port 7007. The protocol employed by
the BOS server uses packets with a fixed-size 28-byte header followed by a variable-length
payload (shown in Listing 7.1).

Packets of type RX_PACKET_TYPE_DEBUG and with the RX_CLIENT_INITIATED flag set
can be used to query for debug packets. Setting payload type RX_DEBUGI_RXSTATS further
specifies a communication statistics query, which produces a 312 bytes response.

AMPFUZZ can find all of these constraints through its dataflow-assisted fuzzing. Furthermore,
our added mutation operator, which shortens the request, allows AMPFUZZ to generate
requests that omit the last four bytes (rx_debugIn.index), as they are irrelevant in that
case. The shortest request payload is thus only 28+ 4= 32 bytes in size. This results in a
UDP payload BAF of 9.75 (BAFL2 4.59), which is higher than the amplification potential of
other, widely-abused protocols such as SNMP or NetBios [120].
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/ HEADER /
s t r u c t rx_header {

a f s_u in t32 epoch ; / S t a r t time of c l i e n t process /
a f s_u in t32 c id ; / Connection id ( def ined by c l i e n t ) /
a f s_u in t32 callNumber ; / Current c a l l number /
a f s_u in t32 seq ; / Sequence number with in t h i s c a l l /
a f s_u in t32 s e r i a l ; / S e r i a l number of t h i s packet /
u_char type ; / RX packet type /
u_char f l a g s ; / Flags , def ined below /
u_char use rS ta tus ; / User def ined s t a t u s in format ion /
u_char s e c u r i t y In dex ; / Serv ice−def ined s e c u r i t y method to use /
u_short s e r v i c e I d ; / Serv i ce t h i s packet i s d i r e c t ed _to_ /
u_short spare ; / Now used f o r packet header checkksum . /

} ;

/ DEBUG PAYLOAD /
s t r u c t rx_debugIn {

a f s _ in t32 type ; / requested type ; range 1 . . 5 /
a f s _ in t32 index ; / record number : 0 . . n /

} ;

Listing 7.1: Packet structure used by OpenAFS bosserver

7.6.2.1 Coordinated Disclosure

We contacted the maintainers of OpenAFS about our newly found amplification vector on
4th of June 2021 and asked for their permission to publish our findings after a three-month
period, following the industry best practices. They promptly confirmed our findings and
approved our proposed timeframe for publication. Interestingly, they informed us that this
particular amplification vulnerability found by AMPFUZZ not only affects the BOS Server,
but all OpenAFS services which share the same underlying RX RPC mechanism (which were,
however, not part of our evaluation).

To estimate the number of vulnerable services, we performed an Internet-wide scan for UDP
port 7007, which is used by the BOS Server. Our scan revealed just shy of 1k vulnerable
OpenAFS BOS Server instances. However, the OpenAFS maintainers had mentioned that
BOS Server instances are usually run behind a firewall, since they require no external
communication. Unfortunately, such firewalling is not possible for a number of other
OpenAFS services, which are similarly affected. Indeed, further scans including port numbers
of other affected OpenAFS services (7000-7003, 7005) indicate that there is a total of around
16k vulnerable OpenAFS devices in IPv4, more than enough to launch serious attacks.

7.6.3 Impact of UDP-Aware Fuzzing

Lastly, we also evaluate the impact of UDP awareness on fuzzing progress. As mentioned
in Section 7.5.5, without UDP awareness, the fuzzer cannot know when request processing
has finished and thus has to resort to waiting for the timeout to expire. To this end, we ran
AMPFUZZ twice on the 25 configured services, once with UDP awareness and once without.
We let each run fuzz for ten minutes, using the same timeouts as before (5s/60s).
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binary (pkg) port
execs/sec

speed up
unaware aware

atftpd 69 0.06 38.24 609×
in.tftpd (atftp) 69 0.07 29.34 449×
syslogd 514 0.02 104.54 6 934×
knotd 53 0.05 0.04 1×
kadmind 464 0.08 1.33 17×
krb5kdc 88 0.08 0.38 5×
minissdpd 1900 0.03 113.17 4 095×
ntpd (ntp) 123 0.02 79.26 3 380×
ntpd (ntpsec) 123 0.05 78.58 1 443×
bosserver 7007 0.06 41.85 724×
inetd 7 0.17 100.87 590×

13 0.17 100.91 591×
19 0.17 100.73 590×
37 0.17 100.83 590×

ripd 520 0.14 0.17 1×
rsyslogd 514 0.01 0.01 1×
in.ntalkd 518 0.13 106.75 817×
in.talkd 517 0.14 106.78 741×
in.tftpd (tftpd) 69 107.32 107.07 1×
xinetd 7 0.14 4.26 31×

9 0.14 4.26 31×
13 0.10 4.25 43×
19 0.14 4.20 31×
37 0.14 4.24 31×

xl2tpd 1701 0.08 118.80 1 525×

Table 7.3: UDP-Aware vs UDP-Unaware Fuzzing

Table 7.3 shows the average fuzzing throughput in executions per second for the UDP-
unaware and the UDP-aware versions of AMPFUZZ. As shown in the last column, a fuzzer
that does not need to wait for timeouts can test new inputs more efficiently, in many cases
achieving a hundred- or thousandfold speedup over its UDP-unaware counterpart. This
clearly highlights the needs and benefits of UDP-aware fuzzing.

7.7 Honeypot Synthesis

On the defensive side, next to coordinated disclosure efforts, amplification honeypots have
proven as an invaluable tool. By mimicking the behavior of vulnerable systems, they strive
to be discovered by attackers and included as reflectors in subsequent attacks. As such, they
not only allow to monitor and study attacks in real-time [S1, 153], but also form the basis
of our and others’ traceback mechanisms [P1, P2, P3, 50].

However, creating such honeypot systems demands substantial manual effort. Since running
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Figure 7.4: Honeypot code synthesis outline

full implementations of the vulnerable services would introduce prohibitive overhead,
lightweight replica implementations of their request-response behavior are required. For
every amplification vector analysts thus need to determine to which requests the honeypot
should respond and how the response should be computed.

In this section we therefore present our approach to automated honeypot synthesis based
on AMPFUZZ.

7.7.1 Honeypot Synthesis Overview

Figure 7.4 outlines our honeypot synthesis workflow. In essence, we use symbolic execution
to capture path constraints on the request and a symbolic expression of the generated
response. From this we then derive implementations of a check-function, which matches
the constraints against the current request, and an output-function, which produces a
corresponding response. The synthesized honeypot thus consists of a collection of (check,
output)-pairs. On a new input, this collection is traversed and the check functions are
executed one by one. If a check function shows a match for the current input, its output
is then used to generate the response.

7.7.1.1 Symbolic Execution

To collect path constraints and output expressions, we leverage the state-of-the-art LLVM
symbolic execution framework SymCC by Poeplau and Francillon [111]. SymCC can be
nicely integrated with AMPFUZZ, since both rely on LLVM IR for instrumentation. We extend
SymCC by providing symbolic wrappers for receiving and sending network functions. For
receiving functions, we generate new symbolic bytes for every byte read from correct UDP
socket. This allows SymCC to treat network requests as symbolic inputs. For sending
functions, we dump all collected path constraints, but also output the symbolic expression
for every message byte. At this point, the path constraints capture exactly which conditions
the request has to fulfill in order for the current response to be sent, while the output
expressions capture how the individual bytes of the response are computed. Hence, to
generate constraints and expressions for a specific amplification vector, we only need to
replay the amplification request found by AMPFUZZ against the SymCC-instrumented version
of the target service.
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Figure 7.5: Honeypot code example for OpenAFS bosserver

7.7.1.2 Code Synthesis

As a result of the previous step, we obtain an SMT-LIB [12] model with a set of assertions
describing how to validate the amplification input and a list of expressions, one for each
byte of the corresponding reply. In order to build a lightweight honeypot that does not rely
on expensive SMT solvers to evaluate these, we instead generate Python code equivalent
to the model. To this end, we convert all expressions of the model into a single-static-
assignment form by performing a post-order traversal of the expressions’ ASTs. During
traversal, operators and constants are replaced by their Python counterparts, while a cache
ensures that equivalent subtrees are converted only once. Since SMT-LIB expressions operate
on fixed-width data types, we introduce additional Python expressions to truncate values to
their expected bit-length.

Figure 7.5 shows an example of the honeypot code generation for the newly found am-
plification vulnerability in OpenAFS’ bosserver, with parts of the model on the left and
their corresponding honeypot code on the right. Note that we only display a fraction of
the original codebases here as they are of significant sizes (28.2k LoC for model and 4.7k
LoC for honeypot respectively). Lines 10-21 demonstrate an example of a request filtering
constraint, which includes bitvector concatenation and bitvector arithmetic operations; its
corresponding honeypot check code is shown in lines 7-11. In case the check is successful, a
corresponding output function is called. Replies are synthesized using the message bytes
description we got from the symbolic execution. In the example of bosserver, line 26 of
the model tells us that the output’s first 20 bytes should be the same as the first 20 input
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bytes. However, byte 21 should be modified, as shown in line 27. In particular, the output
byte is computed as the 7 highest-order bits of the 21st input byte with an appended zero
bit. For our generated honeypot code, this translates to a sequence of shifts and bitwise
operations, resulting in the expression given in line 19. Lastly, the output function returns
the generated reply as a sequence of bytes, which are then sent as a UDP packet to the
originator of the request by our synthesized honeypot.

7.7.2 Synthesized Honeypot Evaluation

As depicted in Table 7.2 we were able to synthesize honeypot code ( ) for all discovered
amplification vulnerabilities, with the sole exception of ntpd, for which the compiler emitted
LLVM IR instructions currently not supported by SymCC. To ensure that our synthesized
honeypot works as intended, we compared its responses to those of the original services
(

 

). Concretely, we replayed the amplifications systematically discovered by AMPFUZZ once
against the original service implementation, and once against our honeypot. In all cases
as shown in Table 7.2 did the honeypot generate a response when the original service did.
Furthermore, responses by the honeypot were always of equal length to those of the original
service. While in many cases responses between the two were even indistinguishable on a
byte-level, we also observed variance in others. This is expected for services that include
random or varying data in their responses like, e.g., session identifiers, but can also appear
as an artifact of concretization. Such concretization can occur whenever non-SymCC-
instrumented code such as external libraries affects the current execution path, as we will
discuss in Section 7.8.2. Overall, this shows that once amplification vulnerabilities are
found, honeypot code can be reliably synthesized. In contrast to human-written honeypots,
the emulation is free of errors and more realistic, as it accurately reflects the software’s
behavior.

7.8 Discussion

In this section, we outline shortcomings of our evaluation and how they can be tackled,
describe limitations of our honeypot synthesis based on symbolic execution, and describe
how we adhere to best ethical standards during our active measurements and by disclosing
the vulnerabilities to vendors.

7.8.1 Evaluation Shortcomings

While the set of services we analyzed with AMPFUZZ was limited mostly due to the need for
manual configurations, a few services also had to be excluded for technical reasons.

7.8.1.1 LLVM IR

Both the underlying ParmeSan fuzzer and the newly added extensions for UDP-aware fuzzing
rely on LLVM IR for target instrumentation. This means that services can be fuzzed only if
they can be compiled using an LLVM-based toolchain. For our implementation we further
relied on wllvm [162], thus restricting our dataset to services written in C/C++. Fortunately,
this includes most network daemons on Linux. However, we noted a few select cases where
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services were implemented in scripting languages such as Perl or used gcc-specific extensions
such as inline assembly.

7.8.1.2 UDP Sockets

Another limitation stems from our choice of using “real” UDP sockets for passing in- and
output between the fuzzer and the SuT. While this ensures that all socket-related APIs,
especially those relying on socket state such as poll and select, behave as they would in
the real-world scenarios, measures have to be taken to separate SuTs from the host system
and from one another, e.g., to avoid conflicts.

To this end, we used Docker containers to isolate different SuTs into their own namespaces.
However, without granting additional privileges to these containers, access to some low-level
system calls is restricted. We thus had to exclude a number of targets that, e.g., attempted
to perform additional socket configuration using ioctl calls. Real sockets also impact
parallelization during fuzzing, as only one socket may be bound to the same port and
address at a time.

Both problems could potentially be avoided by preventing the SuT from binding “real”
sockets and hooking the relevant socket API functions instead, albeit at the cost of a more
involved instrumentation. Additionally, fuzzing speed could also be increased by having
individual SuT instances bind to different addresses in the 127.0.0.0/8 range, as long as the
SuT can be configured accordingly and exclusive access to other resources is not required.

7.8.1.3 Source Addresses

Related to the use of actual UDP sockets, we also noticed that some daemons ignore requests
from local addresses, while others might ignore everything else. This could be solved by
either manual inspection of the SuT or by extending AMPFUZZ with functionality that tries
fuzzing both from local and non-local addresses.

7.8.2 Symbolic Execution

Our honeypot synthesis makes use of symbolic execution in order to collect path constraints
on the input and symbolic expressions of the generated output. Since we base our synthesis
on SymCC, we also inherit some of its technical limitations. As SymCC also relies on LLVM
IR, the restrictions mentioned in Section 7.8.1.1 also apply here.

7.8.2.1 Concretization

Furthermore, the expressions generated by SymCC can be incomplete in some cases. For
example, calls to libraries that were not compiled with SymCC inevitably lead to a loss of
symbolic information. The same applies to yet unsupported LLVM IR instructions. In these
cases, only the concrete values during execution can be retained.

For this reason, our synthesized honeypot might miss additional checks on the input and
generate responses even in cases where the original vulnerable service would not. Likewise,
if parts of the output could only be captured concretely, our honeypot might respond
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with fixed byte sequences instead of input-dependent expressions. These shortcomings are,
however, comparatively small when looking at the state-of-the-art with manually-written
DDoS honeypots which can easily be recognized as such due to missing features and hard-
coded responses.

7.8.2.2 Constraint Solving for Fuzzing

Lastly, leveraging the symbolic constraints found through SymCC already at the fuzzing stage
might yield further improvements of AMPFUZZ. Such hybrid fuzzing approaches, introduced
by Driller [143], can potentially reach “deeper” code paths into the SuT by using constraint
solvers to find new inputs. However, as the added computation time required for constraint
solving reduces the total number of execution that can be achieved, hybrid fuzzing can
perform worse in some cases, where simpler methods like random fuzzing or taint-tracking
suffice.

7.8.3 Active Measurements

To assess the prevalence of vulnerable systems, and hence the threat posed by amplification
vulnerabilities discovered with AMPFUZZ, we performed Internet-wide scans. While conduct-
ing scans we followed best practices [44] in order to ensure that our experiments caused no
harm: We only scanned a significant number of randomly sampled IP addresses to be able
to extrapolate meaningful results, sent out only a single packet per destination, and obeyed
our institute’s established blocklist to exclude networks from the scan that had asked us
to. In addition, we also made sure that our probes had no ill effects on the target systems
through local experiments and source code reviews. For example, in the case of OpenAFS,
we concluded that the debug packets we used had no side effects other than incrementing a
statistics counter.

7.8.4 Coordinated Disclosure

Where possible, we contacted the maintainers of affected packages and reported the vulner-
abilities. We also asked for permission to disclose our findings after a minimum of 90 days,
in line with the industry standard. No party asked us to redact our results.

7.9 Related Work

Amplification DDoS and (network) fuzzing have both been active fields of research in the
past. While prior works pertaining to amplification DDoS are discussed in Chapter 3, here we
detail how previous works from the area of fuzzing relate to AMPFUZZ. A notable exception
is AmpMap by Moon et al. [97], which also utilizes fuzzing techniques to find amplification
vulnerabilities and hence deserves an in-depth discussion in the context of AMPFUZZ.

7.9.1 AmpMap

The goal of AmpMap [97] is to provide an estimate of the global “amplification risk”,
considering that a server’s amplification factor depends on the software running on the
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server as well as its current configuration, and further taking into account that a protocol
may suffer from multiple amplification vulnerabilities triggered by different requests. For
this, AmpMap obtains a list of servers running a certain protocol from public scan services
like Shodan or Censys, and then probes these servers in three stages: First, grammar-based
random blackbox fuzzing is used to find any amplification inducing requests, which are then
replayed against all servers in the second stage. Finally, individual query fields are varied to
find additional amplification query variants.

AMPFUZZ differs from this in two key aspects: Firstly, the goal of AMPFUZZ is not to quantify
the global amplification potential, but to support software developers and package maintain-
ers in identifying new amplification vulnerabilities proactively. Secondly, although AmpMap
does employ blackbox fuzzing, it requires detailed protocol descriptions beforehand in order
to generate requests. This also implies that it cannot identify amplifications resulting from
malformed or illegal packets. AMPFUZZ on the other hand employs greybox fuzzing to
generate packets that excite a response from the SuT, regardless of their protocol adherence.

7.9.2 Network Fuzzing

With the recent trend of software fuzzing, also a number of fuzzers have been developed
which can target network daemons. Next to general-purpose fuzzers that simply use network
sockets as other means of providing input to the SuT [61, 101, 3, 69, 37], this includes
dedicated network fuzzers which generate inputs either based on previously recorded client-
server interactions [121, 148, 55] or from protocol descriptions [139, 49, 107]. Some
further attempt to infer server-side state in order to reach code paths that require multiple
messages between a client and the server [55, 47, 110]. Most of these only target TCP
services, where terminated connections can be observed easily, and the ones which allow
for fuzzing UDP services either ignore replies from the server completely [3, 69], or rely
on timeouts [107, 101, 61, 121, 148, 110, 49] or user-provided target-specific scripts [37].
However, as shown in Section 7.6.3, UDP-awareness of AMPFUZZ outperformed simple
timeout-based solutions by multiple orders of magnitude. More importantly though, the
goal of these previous fuzzers is finding either inputs which lead to server-side crashes or
to detect differences between a protocol’s specification and implementation. AMPFUZZ on
the other hand is concerned with finding amplification vulnerabilities in a greybox, yet
protocol-agnostic way.

7.10 Conclusion

In this chapter, we presented AMPFUZZ, the first approach to systematically discover am-
plification DDoS vulnerabilities in UDP-based network services. To this end, AMPFUZZ

leverages the advancements in directed greybox fuzzing to discover inputs that trigger large
network service responses. Moreover, AMPFUZZ augments fuzzing with UDP-awareness,
i.e., the ability to distinguish different protocol states, by combining dynamic instrumen-
tation with a static pre-processing. Our experiments on real-life network services show
that UDP-awareness leads up to a thousandfold increase in executions-per-second. We
conducted our evaluation on 25 daemons extracted from the Debian package repositories,
after finding candidate daemons through an analysis of the SELinux reference policy. In
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total, AMPFUZZ identified amplification or reflection vulnerabilities in 13 network services
with 9 true amplifications (BAFL2 > 1). Next to rediscovering 5 known vulnerabilities, which
had been found through painstaking manual analysis, our principled approach revealed
6 previously unidentified vulnerabilities, the most severe of them with a non-trivial 4.59
BAFL2.

Furthermore, this chapter shows how to automatically synthesize amplification honeypots
from the discovered vulnerabilities. Specifically, we leverage a state-of-the-art symbolic
execution engine to produce a model of the amplification vulnerability, which is then
converted into executable Python code. To the best of our knowledge, this is the first
automated approach to generalize amplifications to honeypots, streamlining proactive and
reactive defenses.
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8.1. SUMMARY OF CONTRIBUTIONS

Applicability A Priori Knowledge Granularity

Scanner
Fingerprinting
(Chapter 4)

scan = attack
infrastructure

- origin network
(scanner IP)

Booter
Identification
(Chapter 5)

attacks from
known booter
services

self-attacks booter service

BGPEEK-A-BOO

(Chapter 6)
long-term
attack sources

(AS relationship data) origin AS

Table 8.1: Comparison of the presented traceback mechanisms

8.1 Summary of Contributions

Amplification DDoS attacks pose a substantial threat to Internet participants, allowing attack-
ers to easily generate large amounts of traffic that can render target systems unaccessible.
At the same time, defensive approaches are limited to reactive remediation efforts, as the
true perpetrators are hidden behind a veil of IP spoofing. In this dissertation, we presented a
line of work that aims to tip the scale back in favor of the defenders. Specifically, we answer
our two research questions, namely (RQ1) How can we provide practical traceback for
amplification attacks that does not require the cooperation of multiple external par-
ties? and (RQ2) How can we find amplification vectors and update defensive tooling
proactively?

8.1.1 Practical Traceback (RQ1)

Finding the true network origin of such attacks is a key enabler for prosecuting the perpe-
trators, a crucial complementary step towards mitigating the threat posed by amplification
DDoS. To answer our first research question, we provided three honeypot-based attribution
approaches that aim at different tradeoffs between applicability, required a priori knowledge,
and the resulting traceback granularity as shown in Table 8.1.

First, in Chapter 4, we introduced a fingerprinting technique that enables us to link attacks
to the systems which were used for scanning in preparation for the attack. By responding to
incoming requests only selectively, based on the request’s source address and the address
of the honeypot, we can ensure that every scanner can only find a unique subset of our
honeypots. This set then serves as a fingerprint which we can compare against the subset of
honeypots abused in a particular attack. Using this technique we were able to attribute over
58% of attacks with a confidence of over 99.9%. Regardless of its network location, the
scanner could already be considered an accomplice of the attack. However, using TTL-based

121



CHAPTER 8. CONCLUSION

trilateration we further found evidence that in many cases the same infrastructure is used
for scanning and attacking, which allowed us to identify 34 networks as attack sources at
98% certainty.

Our second approach, presented in Chapter 5, showed that it is possible to link multiple
attacks launched from the same source after training a classifier. In particular, we considered
attacks from booter services. By requesting attacks against ourselves, we were able to learn
characteristic attack features, such as the selection of honeypots, the number of unique
source ports, and the observed TTL distributions, on which we could train a k-NN classifier.
In multiple experiments we then confirmed that our classifier can be tuned to achieve almost
no incorrect attribution (precision over 99%), while still sustaining a good attribution rate
(recall over 69%).

Third, in Chapter 6, we presented a more general traceback mechanism that can find the
attacking network without the need for self-attacks and even if scan and attack infrastructures
are disjoint. Here, we exploit the fact that attack packets, even when spoofed, must be
routed from their source network to the honeypot. We can leverage BGP Poisoning to make
our honeypots temporarily inaccessible by certain networks, and correlating this with the
observed attack traffic allows us to infer whether the blocked networks were attack sources.
We show that BGP-based traceback is feasible in principle with no further knowledge and
can find an attack source in less than four days, but that it can be significantly sped up if AS
relationship data is available—to under five hours in many cases.

8.1.2 Proactive Discovery of Amplification Vectors (RQ2)

In addition to these traceback techniques we also consider the underlying problem of
finding amplification vulnerabilities and deriving honeypot implementations. Until now,
both have largely relied on manual analysis, and oftentimes vulnerabilities became known
only after they were abused in attacks. Furthermore, honeypots play a central role in all
of our traceback approaches, and adding timely support for new amplification vectors is
crucial for accurate attack monitoring. To answer our second research question, we therefore
presented the first systematic approach to finding such vulnerabilities through guided fuzzing
in Chapter 7. Through a combination of static pre-processing and dynamic instrumentation
our fuzzer can observe when the service under test is ready to receive a network packet and
when processing a request has finished. This enables us to fuzz UDP services efficiently with
a thousandfold speed-up over timeout-based solutions. In an evaluation on 25 services from
the Debian repositories our tool rediscovered five known amplification vulnerabilities and
found four new ones. Finally, we show how a modified symbolic execution engine can be
leveraged to automatically synthesize honeypots for the found vulnerabilities, resulting in a
fully automated end-to-end pipeline.

8.2 Future Research Directions

IP spoofed traffic is a concern also outside the context of amplification DDoS attacks, as
it enables a wide range of attacks, from DNS cache poisoning [8] to stealth partitioning
attacks against cryptocurrencies [154]. Consequently, finding the true source of spoofed
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traffic is also of interest in these settings. While our traceback approaches presented in
Chapter 4 and Chapter 5 inherently rely on features of amplification DDoS attacks, our
BGP-based methodology from Chapter 6 does not and could hence be adapted to other
scenarios. Furthermore, existing IP traceback mechanisms such as packet marking [127, 42,
126, 140, 35, 164, 45, 43, 132, 165, 26, 54] or flow telemetry [137, 138, 87, 75, 147] and
our approaches can be seen as opposite extremes with regards to deployment requirements.
While the former require an Internet-wide deployment, our techniques require no external
collaboration and can be deployed by a single party. This begs the question whether hybrid
approaches are possible, e.g., a honeypot-based system that is supplemented by traffic
measurements from a number of cooperating ISPs. For example, if netflow data confirms
that spoofed traffic traverses a certain ISP, the search space for BGPEEK-A-BOO can be pruned
to the subgraph behind that ISP.

In another line of future research, the systematic search of amplification vulnerabilities that
we started with AMPFUZZ (Chapter 7) should be furthered. While fuzzing is well suited to
finding amplification vulnerabilities in stateless services, a number of known vectors abuse
services that maintain state. For example, the infamous Memcached amplification vector [31]
makes use of storing a large blob of data first, which is then later requested for during the
attack. Likewise, DNS amplification depends not only on the configuration of the tested
resolver, but also on the records stored for the queried domain at its authoritative server.
Both of these cannot be found with existing methods. Another challenge for vulnerability
discovery is closed source software. This is relevant in particular for amplification attacks,
where a number of recent amplification vectors were found in Microsoft services, such
as connectionless LDAP [167] and the Microsoft Remote Desktop Protocol [41]. As such,
combining automated amplification vulnerability search with symbolic execution and binary
instrumentation techniques can help to rid the Internet of vulnerable systems—possibly
before they cause new attack bandwidth records.
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