# Simulating fermionic systems on classical and quantum computing devices 

Dissertation<br>zur Erlangung des Grades<br>des Doktors der Naturwissenschaften<br>der Naturwissenschaftlich-Technischen Fakultät der Universität des Saarlandes

von
Michael Peter Kaicher

Saarbrücken
2020
Tag des Kolloquiums: 17. September 2020
Dekan:
Prof. Dr. Guido Kickelbick

| Berichterstatter: | Prof. Dr. Frank Wilhelm-Mauch |
| :--- | :--- |
|  | Prof. Dr. Giovanna Morigi |

Akad. Mitglied:<br>Dr. Adam Wysocki

## Abstract

This thesis presents a theoretical study of topics related to the simulation of quantum mechanical systems on classical and quantum computers. A large part of this work focuses on strongly interacting fermionic systems, more precisely, the behavior of electrons in presence of strong magnetic fields. We show how the energy spectrum of a Hamiltonian describing the fractional quantum Hall effect can be computed on a quantum computer and derive a closed form for the Hamiltonian coefficients in second quantization. We then discuss a mean-field method and a multi-reference state approach that allow for an efficient classical computation and an efficient initial state preparation on a quantum computer. The second part of the thesis presents a detailed description on how long-range interacting fermionic systems can be simulated on classical computers using a variational method, introduce an Ansatz which could potentially simplify numerical simulations and give an explicit quantum circuit that shows how the variational state can be used as an initial state and how it can implemented on a quantum computer. In the last part, two novel protocols are presented that generate a variety of prominent many-body operators from two-body interactions and show how these protocols improve over previous construction schemes for a number of important examples.

## Zusammenfassung

Diese Arbeit behandelt verschiedene zentrale Probleme theoretischer Natur, welche im Rahmen der Simulation quantenmechanischer Systeme auf klassischen und Quantencomputern auftreten. Ein Großteil dieser Arbeit beschäftigt sich mit stark wechselwirkendenden fermionischen Systemen, genauer gesagt, dem Verhalten von Elektronen innerhalb eines starken Magnetfelds. Es wird dargelegt, wie das Energiespektrum des Quanten-Hall-Effekt-Hamiltonoperators auf einem Quantencomputer berechnet werden kann, und es werden geschlossene Ausdrücke für dessen Hamilton-Koeffizienten in zweiter Quantisierung hergeleitet. Anschließend werden sowohl ein Molekularfeld- als auch ein Multi-Referenz-Ansatz diskutiert, welche eine effiziente Berechnung auf klassischen Rechnern zulassen sowie eine effiziente Implementierung auf Quantencomputern ermöglichen. Der zweite Teil dieser Arbeit erläutert, wie man langreichweitige, wechselwirkende fermionische Systeme mit Hilfe einer neuen Variationsmethode, welche über die Molekularfeldnäherung hinaus geht, auf einem klassischen Computer simulieren kann. Es wird darüber hinaus ein alternativer Ansatz vorgestellt, der Teile dieser Variationsmethode vereinfachen könnte, und gezeigt, wie sich der Ansatz auf einem Quantencomputer realisieren lässt. Im letzten Teil werden zwei neue Methoden vorgestellt, welche es ermöglichen, eine Reihe wichtiger Vielteilchen-Operatoren aus Zweiteilchen-Wechselwirkungen zu erzeugen. Beide Methoden werden durch eine Vielzahl an wichtigen Beispielen veranschaulicht.
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## Chapter 1

## Introduction

Section 1.1 motivates the work carried out by the author and collaborators. It then introduces the basic language and working principles of second quantization in Section 1.2 , fermionic Gaussian states in Section 1.3, imaginary time evolution in Section 1.4, quantum computation in Section 1.5, and quantum simulation in Section 1.6. Since Chapters 24 each contain individual introductions to the employed methods, this chapter is not an exhaustive introduction. We conclude by giving a short introduction to the quantum Hall effect in Section 1.7

Part of the preface is based on Ref. [1]. The introduction to second quantization is based on Ref. [2] and to fermionic linear optics and Grassmann numbers on Refs. [3, 4]. Some basic concepts of imaginary time evolution are taken from Ref. [5]. Most of the introduction to quantum computing is based on Ref. [6], while the theorems, lemmas, corollaries and definitions about Hamiltonian simulation are taken from Ref. [7]. The introduction of the fractional quantum Hall effect is mainly based on Refs. [8, 9 ]

## Section 1.1

## Preface

Depending on the scientific background of the reader, the title Simulating fermionic systems on classical and quantum computing devices may lead to preconceived expectations of what the following chapters might entail. Such expectations can differ considerably depending on whether the reader's scientific background lies in condensed matter, quantum computing, or for instance theoretical chemistry. The purpose of these introductory remarks is to put in context the contents of the following chapters in view of the rather lofty title.

The simulation of quantum mechanical systems consisting of interacting particles is considered to be a hard problem for classical computers and is just one example of a variety of problems quantum computers are promised to solve more efficiently than any classical processor. A quantum computer is said to solve a problem more efficiently than a classical computer, if the asymptotic scaling of the quantum algorithm' ${ }^{1}$ complexity measure (such as the runtime or space usage) with problem size $n$ scales better than that of any known classical algorithm ${ }^{2}$ Computing and understanding the properties of strongly interacting quantum systems is not only of pivotal interest to fundamental physics, but could also have a tremendous impact on humanity, as it could lead to huge leaps in the design of new drugs [10] and the discovery of new materials [11], to name but a few. Other problems - such as those in classical optimization or machine learningmight be completely unrelated to quantum mechanics, yet quantum algorithms could provide substantial improvements over all known classical algorithms and give rise to a variety of possible applications of quantum computing in diverse fields [12-16]. On the other hand, there are a number of examples of problems that can be solved efficiently on a classical computer, even though they are quantum mechanical in nature. Examples include Boson sampling under certain conditions [17] and fermionic linear optical systems [18], which we discuss in more detail in Section 1.3.1. In this thesis, we will tackle the problem of simulating interacting and strongly correlated fermionic systems, more specifically, the task of finding an approximate ground state for such systems. Even the most sophisticated classical method $\xi^{3}$ (such as the quantum Monte Carlo algorithm) are

[^0]incapable of efficiently computing the ground state of highly correlated fermionic systems to desired precision (i.a. due to the fermionic sign problem [25]). It is exactly for these types of problems - those where classical algorithms break down - where the use of a quantum computer is warranted.

How hard it is to actually solve a given problem is studied in complexity theory and the question which problems are efficiently solvable (on a quantum computer) in the physical world-if quantum physics is true - falls into the complexity class of BoundedError Quantum Polynomial-Time (BQP). This describes the class of decision problems solvable by a quantum computer in polynomial time, with an error probability of at most $1 / 3$ for all instances [6. To answer whether a given problem falls into both categories, namely it can be solved on a quantum computer more efficiently than on a classical one, while also lying in the BQP-class, is tricky. Problems that can be solved efficiently - that is, in polynomial complexity measure on probabilistic classical computers, lie in the complexity class Bounded-Error Probabilistic Polynomial-Time (BPP). This describes the class of decision problems solvable by a probabilistic Turing machine in polynomial time with an error probability of at most $1 / 3$ for all instances. A probabilistic Turing machine models the abilities of a classical computer and has the additional ability to choose available transitions at each point of a computation according to some probability distribution. It is rather simple to show that $\mathbf{B P P} \subseteq \mathbf{B Q P}$, but whether $\mathbf{B P P} \neq$ BQP, in other words, whether quantum computers are more powerful than probabilistic classical computers, has actually not been proven yet. What has been proven is that given access to a certain oracle $4^{4}$, quantum algorithms exist which have a provable better asymptotic scaling over any classical algorithm in an oracle-relative sense [1]. The first such algorithm was discovered by Bernstein and Vazirani [26] in 1993, which provided a quasipolynomial speedup over classical algorithms. Grover's algorithm [27]-designed to search a classical database - provides a quadratic speedup over any classical algorithm [28]. The first quantum algorithm with a provable exponential improvement over any classical algorithm was found by Simon [29], which motivated the algorithm for prime factorization of an integer by Shor [30]. In Shor's algorithm, quantum phase estimation (which we will discuss in Section 1.6.2) is used as a period-finding subroutine (oracle). To summarize, there is yet no mathematical proof that quantum computers are more powerful than classical computers, unless both are given access to certain oracles, in which case quantum computers may provide an exponential improvement in complexity (depending on the problem).

The Google Quantum AI team's recent experiment [31] demonstrated that we are now entering the post-quantum-supremacy era [32], meaning that we have reached a stage where a certain computational task can actually be executed exponentially faster on a quantum processor than on any classical processor. This breakthrough in quantum com-

[^1]puting does not contradict the previous paragraph, since currently no claim can be made that there does not exist a classical algorithm that could do the same sampling task as Google's quantum processor with similar or even better complexity scaling. We are, however, still quite far away from being able to execute an algorithm of disruptive size with provable exponential speedup-like Shor's algorithm - in an actual experiment. These algorithms require quantum circuits that possess running times which are several orders of magnitude larger than the coherence time of current quantum processors, where coherence time refers to the time for which there exists a definite phase relation between different quantum states of the quantum processor. Such phase relations are easily destroyed by e.g. spurious magnetic fields, making quantum systems much more susceptible to noise than classical ones. While classical computing allows to protect the computational state by simply copying it to several bit registers, a similar procedure to avert decoherence is not possible on a quantum computer due to the no-cloning theorem [33], which forbids the copying of an arbitrary unknown quantum state. Instead, one can spread the information of the encoded quantum state among many parties to make it more robust against local errors. While current quantum computing platforms strive to implement this sort of protection through an underlying quantum algorithm-namely, the realization of the toric code as proposed by Kitaev [34], whose two dimensional spin-lattice analogue is known as the surface code [35] - other, more exotic types of systems are believed to possess this sort of topological protection already on a hardware level. One prominent type of physical system which is believed to display this behavior on a hardware level are fractional quantum Hall systems, which will be introduced in Section 1.7 and whose quantum simulation will be discussed in Chapter 2. The concepts of quantum error-correction have to be extended also to faulty gate operations, faulty quantum state preparation and faulty measurements. Only then is it possible to realize a fault-tolerant quantum computer, which can execute quantum operations indefinitely. Luckily, in order to implement e.g. the surface code, it is acceptable to use faulty quantum resources-more on this in Section 1.5 .2 and with recent progress in the design of quantum processors, the realization of a quantum error-corrected processor might no longer be so far out of reach.

Where does the content of this thesis fit into all of this? As mentioned before, the simulation of strongly interacting fermionic systems is a task which quickly becomes infeasible on a classical computer, requiring the use of a universal quantum simulator, such as a quantum computer. At sufficiently low temperatures ${ }^{5}$ the quantum system will be in its ground state and its computation (as well as the computation of its first couple of excitations) will allow us to compute its quantum mechanical properties. In Chapter 2 , we provide a roadmap for simulating the fractional quantum Hall effect on a quantum computer. Its understanding is not only of interest to fundamental physics, but could also lead to potential leaps in material designs for new platforms of quantum computing with intrinsically protected quantum states and operations [36]. While this chapter also puts a lot of emphasize on the derivation of the Hamiltonian in second quantization and the complexity cost for its simulation on an error-corrected quantum computer, it also lays emphasis on one subroutine that is routinely required for many quantum algorithms ${ }^{6}$

[^2]such as quantum phase estimation - namely, finding an initial/reference state which has a non-vanishing overlap with the (unknown) ground state. As we will learn in Section 1.6.2, the number of times and thus the duration of a quantum computation depends significantly on our ability to initialize the quantum computer in an initial state that possesses a large overlap with the desired. While the overlap of a trial wave function with the desired eigenstate will decrease exponentially with system size [19], a quantum simulation on a quantum computer will most likely only involve modest system sizes for which one has to try to "postpone" the exponential decay of the overlap as long as possible by using elaborate classical simulation methods [40. In this context, we study algorithms which can be efficiently computed on classical computers and efficiently be implemented on noisy, or error-corrected quantum computers in Chapters 2 and 3. We show how the recently introduced variational method by Shi et al. [41], which is designed to efficiently study bosonic and fermionic systems beyond mean-field, can be applied to fermionic systems and implemented on a quantum computer in Chapter 3. The simplicity of the quantum circuit for the variational Ansatz allows for a straightforward implementation even on noisy quantum computers. Another prerequisite for the quantum simulation of fermionic systems is the ability to construct many-body operators from two-body interactions native to the underlying quantum computing architecture. In this context, we introduce two new algorithms designed for this task and improve upon long-standing construction schemes for a variety of prominent many-body operators in Chapter 4 In order to understand the ensuing chapters, we will introduce the most important physical concepts used in this thesis in the remainder of this chapter, with a main focus on quantum computing and simulation.
computing, i.e. the gate model [39], but also requires error-correction and will not be considered in this work.

## Section 1.2

## MANY-BODY FERMIONIC SYSTEMS IN SECOND QUANTIZATION

We will be working in second quantization, which differs from the standard formulation of quantum mechanics in that also the wave functions are represented in terms of operators, namely the bosonic or fermionic creation and annihilation operators applied to the vacuum state. Unlike an approach based on first quantization, in second-quantized representation one no longer has to worry about whether a state is properly symmetrized or antisymmetrized, since this follows automatically from the commutation and anti-commutation relations of the bosonic and fermionic operators. Since we will be dealing with electrons in this work, we will give an introduction to second quantization for fermionic systems.

A one-electron function is known as a spin-orbital. Let $\left\{\phi_{p}(\mathbf{x})\right\}$ be a basis of $N_{\mathrm{so}}$ orthonormal spin-orbitals, where $\mathbf{x}$ represents the three spatial coordinates of an electron. A Slater-determinant is an antisymmetrized product of one or more spin-orbitals,

$$
\left|\phi_{p_{1}} \phi_{p_{2}} \ldots \phi_{p_{N_{\mathrm{el}}}}\right|=\frac{1}{\sqrt{N_{\mathrm{el}}!}}\left|\begin{array}{cccc}
\phi_{p_{1}}\left(\mathbf{x}_{1}\right) & \phi_{p_{2}}\left(\mathbf{x}_{1}\right) & \ldots & \phi_{p_{N_{\mathrm{el}}}}\left(\mathbf{x}_{1}\right)  \tag{1.2.1}\\
\phi_{p_{1}}\left(\mathbf{x}_{2}\right) & \phi_{p_{2}}\left(\mathbf{x}_{2}\right) & \ldots & \phi_{p_{N_{\mathrm{el}}}}\left(\mathbf{x}_{2}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_{p_{1}}\left(\mathbf{x}_{1}\right) & \phi_{p_{2}}\left(\mathbf{x}_{\left.N_{\mathrm{el}}\right)}\right) & \ldots & \phi_{p_{N_{\mathrm{el}}}}\left(\mathbf{x}_{N_{\mathrm{el}}}\right)
\end{array}\right| .
$$

Slater determinants are anti-symmetric wave functions used for a first-quantization description of fermionic systems. Each determinant can be represented by an occupation number vector (sometimes also called a Fock basis vector)

$$
\begin{equation*}
|\mathbf{k}\rangle=\left|k_{1}, k_{2}, \ldots, k_{N_{\mathrm{so}}}\right\rangle \tag{1.2.2}
\end{equation*}
$$

where $k_{p}=1$ if $\phi_{p}$ is present in the determinant and $k_{p}=0$ if it is not. The inner product for two occupation vectors is defined as $\square^{7}$

$$
\begin{equation*}
\langle\mathbf{k} \mid \mathbf{m}\rangle=\prod_{p=1}^{N_{\mathrm{so}}} \delta_{k_{p} m_{p}} \tag{1.2.3}
\end{equation*}
$$

where $\delta_{i j}=1$ if $i=j$ and $\delta_{i j}=0$ if $i \neq j$. The occupation vectors in Eq. 1.2.2 constitute an orthonormal basis of the Fock space $F\left(N_{\mathrm{so}}\right)$, which may be written as a direct sum of subspaces $F\left(N_{\text {so }}, N_{\mathrm{el}}\right)$ containing all occupation number vectors obtained by distributing $N_{\text {el }}$ electrons among $N_{\text {so }}$ orbitals,

$$
\begin{equation*}
F\left(N_{\mathrm{so}}\right)=F\left(N_{\mathrm{so}}, 0\right) \oplus F\left(N_{\mathrm{so}}, 1\right) \oplus \cdots \oplus F\left(N_{\mathrm{so}}, N_{\mathrm{so}}\right), \tag{1.2.4}
\end{equation*}
$$

where $\oplus$ denotes the direct sum. The subspace $F\left(N_{\mathrm{so}}, 0\right)$ contains a single vector, the vacuum state

$$
\begin{equation*}
|\mathrm{vac}\rangle=\left|0_{1}, 0_{2}, \ldots, 0_{N_{\mathrm{so}}}\right\rangle . \tag{1.2.5}
\end{equation*}
$$

[^3]The fermionic creation operator $c_{p}^{\dagger}$ acts on an occupation number vector as follows

$$
\begin{align*}
& c_{p}^{\dagger}\left|k_{1}, k_{2}, \ldots, 0_{p}, \ldots, k_{N_{\mathrm{so}}}\right\rangle=\prod_{q=1}^{p-1}(-1)^{k_{q}}\left|k_{1}, k_{2}, \ldots, 1_{p}, \ldots, k_{N_{\mathrm{so}}}\right\rangle  \tag{1.2.6}\\
& c_{p}^{\dagger}\left|k_{1}, k_{2}, \ldots, 1_{p}, \ldots, k_{N_{\mathrm{so}}}\right\rangle=0 . \tag{1.2.7}
\end{align*}
$$

The phase factor in Eq. 1.2.6) is necessary in order for the second-quantized representation to be consistent with first quantization, while Eq. (1.2.7) is a manifestation of the Pauli principle, i.e. that a spin-orbital can only be occupied at most once. Any occupation vector can be written as a string of creation operators acting on the vacuum state. The adjoint operator to $c_{p}^{\dagger}$ is known as the fermionic annihilation operator which acts on an occupation number vector as

$$
\begin{align*}
& c_{p}\left|k_{1}, k_{2}, \ldots, 1_{p}, \ldots, k_{N_{\mathrm{so}}}\right\rangle=\prod_{q=1}^{p-1}(-1)^{k_{q}}\left|k_{1}, k_{2}, \ldots, 0_{p}, \ldots, k_{N_{\mathrm{so}}}\right\rangle  \tag{1.2.8}\\
& c_{p}\left|k_{1}, k_{2}, \ldots, 0_{p}, \ldots, k_{N_{\mathrm{so}}}\right\rangle=0 . \tag{1.2.9}
\end{align*}
$$

Creation (annihilation) operators anti-commute among themselves. The anti-commutator between creation and annihilation on the other hand is given by

$$
\begin{equation*}
\left\{c_{p}, c_{q}^{\dagger}\right\}=c_{p} c_{q}^{\dagger}+c_{q}^{\dagger} c_{p}=\delta_{p, q} . \tag{1.2.10}
\end{equation*}
$$

An important operator we will later encounter checks whether a spin-orbital is occupied by an electron or not, $n_{p}=c_{p}^{\dagger} c_{p}$. The total number of electrons in an occupation number vector is then given by $\sum_{p=1}^{N_{\text {so }}} n_{p}$. If a product of annihilation and creation operator is in a form where all creation operators are on the left-hand side of the expression, this is known as normal order, denoted by two colons. For instance, : $a_{p} a_{q}^{\dagger}:=-a_{q}^{\dagger} a_{\ngtr}{ }^{8}$. The correspondence between Slater determinants and occupation number vectors is given by

$$
\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{N_{\mathrm{el}}}\right| c_{p_{1}}^{\dagger} c_{p_{2}}^{\dagger} \cdots c_{p_{N_{\mathrm{el}}}^{\dagger}}|0\rangle=\frac{1}{\sqrt{N_{\mathrm{el}}!}}\left|\begin{array}{cccc}
\phi_{p_{1}}\left(\mathbf{x}_{1}\right) & \phi_{p_{2}}\left(\mathbf{x}_{1}\right) & \ldots & \phi_{p_{N_{\mathrm{el}}}}\left(\mathbf{x}_{1}\right)  \tag{1.2.11}\\
\phi_{p_{1}}\left(\mathbf{x}_{2}\right) & \phi_{p_{2}}\left(\mathbf{x}_{2}\right) & \ldots & \phi_{p_{N_{\mathrm{el}}}}\left(\mathbf{x}_{2}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_{p_{1}}\left(\mathbf{x}_{1}\right) & \phi_{p_{2}}\left(\mathbf{x}_{N_{\mathrm{el}}}\right) & \ldots & \phi_{p_{N_{\mathrm{el}}}}\left(\mathbf{x}_{N_{\mathrm{el}}}\right)
\end{array}\right|
$$

Any physical Hamiltonian that is described by electromagnetic interactions can be expressed in terms of one- and two-body operators. The former may describe the kinetic energy of the fundamental particles or local fields, while the latter describes the (e.g. Coulomb-) interaction between the various particles. Expectation values correspond to observables and should therefore be independent on whether one chooses a first- or secondquantized representation (i.e. Slater determinants or occupation number vectors). Therefore, an operator in the Fock space can be constructed from the condition that its matrix elements should be identical to the corresponding matrix elements in first quantization. While matrix elements between Slater determinants depend on the spatial form of the spin-orbitals, the occupation number operators are independent on the spatial form of

[^4]the spin-orbitals, however, the second-quantized operators themselves depend on the spatial form of the spin-orbitals. We will see that this spatial dependence is hidden in the one- and two-body integrals which are central to the description of a many-body system's Hamiltonian in second quantization.

The first quantization one-body operators have the general form

$$
\begin{equation*}
T^{c}=\sum_{i=1}^{N_{\mathrm{el}}} T^{c}\left(\mathbf{x}_{i}\right), \tag{1.2.12}
\end{equation*}
$$

where the superscript indicates that one is working in first quantization ( $c$ as in coordinate representation). Since states of different particle numbers do not overlap, see Eq. (1.2.3), and since only a single electron appears in each term of the above expression, a general one-body operator in second quantization will have the following form

$$
\begin{equation*}
T=\sum_{p, q=1}^{N_{\text {so }}} f_{p q} c_{p}^{\dagger} c_{q} . \tag{1.2.13}
\end{equation*}
$$

The form of $f_{p q}$ is given by demanding that the matrix elements should coincide with its counterpart in first quantization, where the matrix elements between Slater determinants can be obtained from the Slater-Condon rules [42-44]. The matrix elements in second quantization are identical to their first quantization versions by choosing

$$
\begin{equation*}
f_{p q}=\int d \mathbf{x} \phi_{p}^{*}(\mathbf{x}) T^{c}(\mathbf{x}) \phi_{q}(\mathbf{x}) \tag{1.2.14}
\end{equation*}
$$

Similarly, two-body operators in first quantization are given by

$$
\begin{equation*}
V^{c}=\frac{1}{2} \sum_{i \neq j}^{N_{\mathrm{el}}} V^{c}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) \tag{1.2.15}
\end{equation*}
$$

where typically $V^{c}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)=1 /\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|$ (Coulomb interaction) and their second-quantized version reads

$$
\begin{equation*}
V=\frac{1}{2} \sum_{p, q, r, s=1}^{N_{\mathrm{so}}} h_{p q r s} c_{p}^{\dagger} c_{r}^{\dagger} c_{s} c_{q} . \tag{1.2.16}
\end{equation*}
$$

The matrix elements of both representations are identical when choosing the two-body coefficients as ${ }^{9}$

$$
\begin{equation*}
h_{p q r s}=\iint d \mathbf{x}_{1} d \mathbf{x}_{2} \phi_{p}^{*}\left(\mathbf{x}_{1}\right) \phi_{r}^{*}\left(\mathbf{x}_{2}\right) V^{c}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \phi_{q}\left(\mathbf{x}_{1}\right) \phi_{s}\left(\mathbf{x}_{2}\right) \tag{1.2.17}
\end{equation*}
$$

One can combine Eqs. (1.2.13) and 1.2.16) and obtain the electronic structure Hamiltonian $H=T+V$. In doing so, we have quietly neglected the fact that matter consists not only of electrons, but also of nuclei. The nuclei masses are however three orders of magnitudes larger than the masses of the electrons and one can assume the electrons to move within a field of fixed nuclei within good approximation, which is known as the Born-Oppenheimer approximation [45, 46]. A precise non-relativistic treatment of matter would include electron-nucleon, nucleon-nucleon, electron-electron interaction as well as single-body electron and nucleon terms.

[^5]Within the context of quantum computation, approaches based on a second-quantized representation of the Hamiltonian clearly outnumber first quantized approaches. This is owed to the fact that even though the number of Hamiltonian terms in first quantization has a more favorable scaling than second-quantized operators, the former requires the initialization in an anti-symmetric state (which is potentially costly), as well as large number of qubits in order to discretize space [47) 50]. Second-quantized approaches on the other hand avert the anti-symmetrization dilemma, since the anti-symmetric algebraic properties are shifted to the fermionic operators, while the geometry of the problem is contained in the one- and two-body integrals. We will work in second quantization throughout this thesis.

So far we have used Slater determinants or occupation number vectors as a basis for constructing the Fock space. In the following we will introduce fermionic coherent states, which are the eigenstates of the fermionic annihilation operator, as an alternative basis. We will see that this is a natural basis when working with fermionic Gaussian states and that the appearing eigenvalues must necessarily be anti-commuting numbers, which are known as Grassmann numbers.

## Section 1.3

## Fermionic Gaussian states

### 1.3.1 Fermionic linear optics

Much of the work in this thesis is based on quantum computation with fermionic linear optics (FLO), which has been studied for example in Refs. [3, 51, 52]. Performing quantum computation (which will be introduced in more detail in Section 1.5) with FLO requires a sequence of linear 'optical elements'. These can be either unitary operators describing an evolution under a Hamiltonian quadratic in the number of creation and annihilation operators, or non-unitary operations which are just single-mode projective measurements of $n_{j}=c_{j}^{\dagger} c_{j}$, applied to a Fock state. In a FLO quantum computation one can alternate between linear optical operations and measurements, so that the choice of a unitary operation in a computation step can be made dependent on the measurement outcome in a previous step. Its bosonic analogue (which consists of passive linear optical elements, squeezers, single photon sources and photodetectors) was shown to provide a universal set of quantum gates ${ }^{10}$ for quantum computing, meaning that bosonic linear optics is a potential platform for realizing a quantum computer [53]. One could now argue that since bosonic linear optics is universal for quantum computing, FLO should also be universal for quantum computing, since bosons can be represented by paired fermions (see e.g. Ref. [54). However, this is not the case because the transformation from bosons to paired fermionic leads to an evolution under a quartic Hamiltonian expression and not a quadratic one [52] and thus cannot be described by FLO. This is hardly surprising, since FLO can efficiently be simulated by classical means [3], a property we will make extensive use of throughout the thesis. A large part of this thesis is based on fermionic Gaussian states (FGS), which are the workhorse of FLO quantum computation. A FGS is a state which can be constructed from a Fock state undergoing evolution under a quadratic Hamiltonian

$$
\begin{equation*}
H=\sum_{j=1}^{N_{\mathrm{so}}} \varepsilon_{j} c_{j}^{\dagger} c_{j}+\sum_{1 \leq j<k \leq N_{\mathrm{so}}}\left(t_{j k} c_{j}^{\dagger} c_{k}+t_{j k}^{*} c_{k}^{\dagger} c_{j}\right)+\sum_{1 \leq j<k \leq N_{\mathrm{so}}}\left(s_{j k} c_{j}^{\dagger} c_{k}^{\dagger}+s_{j k}^{*} c_{k} c_{j}\right), \tag{1.3.1}
\end{equation*}
$$

where $\varepsilon_{j} \in \mathbb{R}, t_{j k}, s_{j k} \in \mathbb{C}$ are parameters describing the mode energies, tunnelling processes and non-number conserving terms [55]. Quadratic Hamiltonians such as the one displayed above can also be seen as Hamiltonians describing non-interacting fermions. This is owed to the fact that by performing a generalized transformation (a change of basis known as a Bogoliubov-Valatin transformation) the Hamiltonian can be brought into standard form, i.e. a sum of terms each acting only on a single fermionic mode [56, 57].

Instead of using the fermionic creation and annihilation operators defined by Eqs. (1.2.6)(1.2.10), it will be convenient to introduce $2 N_{\text {so }}$ Hermitian operators as in Ref. [3], the so-called Majorana operators which are defined as

$$
\begin{align*}
& a_{1, p}=c_{p}^{\dagger}+c_{p}  \tag{1.3.2}\\
& a_{2, p}=i\left(c_{p}^{\dagger}-c_{p}\right) . \tag{1.3.3}
\end{align*}
$$

[^6]Their respective canonical anti-commutation relations are given by

$$
\begin{equation*}
\left\{a_{\alpha, p}, a_{\beta, q}\right\}=2 \delta_{\alpha, \beta} \delta_{p, q}, \tag{1.3.4}
\end{equation*}
$$

making them Hermitian operators by definition. An algebra generated by the operators $A_{j}$, where $A_{j}$ can be either $a_{1, p}$ or $a_{2, p}$, is called the Clifford algebra $\mathcal{C}_{2 N_{\mathrm{so}}}$. Arbitrary operators $X \in \mathcal{C}_{2 N_{\mathrm{so}}}$ can be represented as polynomials of Majorana operators,

$$
\begin{equation*}
X=\frac{1}{2^{n}} \operatorname{tr}(X) \mathbb{1}_{2^{N_{\mathrm{so}}}}+\sum_{p=1}^{2 N_{\mathrm{so}}} \sum_{1 \leq a_{1}<\cdots<a_{p} \leq 2 N_{\mathrm{so}}} \alpha_{a_{1}, \ldots, a_{2 N_{\mathrm{so}}}} A_{a_{1}} \cdots A_{a_{2 N_{\mathrm{so}}}}, \tag{1.3.5}
\end{equation*}
$$

where $\mathbb{1}_{2^{N_{\mathrm{so}}}}$ denotes the $\left(2^{N_{\mathrm{so}}} \times 2^{N_{\mathrm{so}}}\right)$ identity matrix [3]. Since it is usually clear which dimension the identity matrix should have we often omit the subscript and just write $\mathbb{1}$. An operator $X$ is called even (odd) if involves only even (odd) powers of the generators $A_{j}$. The Hamiltonian in Eq. (1.3.1) has the same form as Eq. 1.3.5 since it can be written as

$$
\begin{equation*}
H=\frac{i}{4} \sum_{p, q=1}^{2 N_{\mathrm{so}}} H_{p q} A_{p} A_{q} \tag{1.3.6}
\end{equation*}
$$

where $H_{p q}$ are elements of a real and anti-symmetric matrix. We will see in Chapter 3, that the unitary elements of FLO constitute a group of canonical transformation. If $U=e^{i H}$ with $H$ as given by Eq. (1.3.6), then the adjoint action of $U$ on $A_{p}$ is just a rotation $U_{m} \in \mathrm{SO}\left(2 N_{\mathrm{so}}\right)$,

$$
\begin{equation*}
U^{\dagger} A_{p} U=\sum_{q=1}^{2 N_{\mathrm{so}}}\left(U_{m}\right)_{p q} A_{q} \tag{1.3.7}
\end{equation*}
$$

where $U_{m} U_{m}^{T}=\mathbb{1}_{2^{N_{\mathrm{so}}}}$ and $\operatorname{det}\left(U_{m}\right)=1$.

### 1.3.2 Grassmann numbers

Much of quantum optics is described in terms of bosonic coherent states, which are the eigenstates of the bosonic annihilation operators and allow for a treatment of all states of the electromagnetic field. Let us assume that a fermionic analogue to the bosonic coherent state exists and let us denote it by $|\gamma\rangle$, where $\gamma=\gamma_{1}, \gamma_{2}, \ldots$ are some unspecified numbers. Since the fermionic coherent state is an eigenstate of the fermionic annihilation operator, we expect that

$$
\begin{equation*}
c_{p}|\gamma\rangle=\gamma_{p}|\gamma\rangle \tag{1.3.8}
\end{equation*}
$$

Using the anti-commutation relations, one observes that [58]

$$
\begin{align*}
& c_{p} c_{q}|\gamma\rangle=\gamma_{p} \gamma_{q}|\gamma\rangle  \tag{1.3.9}\\
& c_{p} c_{q}|\gamma\rangle=-c_{q} c_{p}|\gamma\rangle=-\gamma_{q} \gamma_{p}|\gamma\rangle . \tag{1.3.10}
\end{align*}
$$

By comparing the right-hand sides of Eqs. 1.3 .9 ) and (1.3.10), one realizes that equality requires $\gamma$ to be composed of anti-commuting variables to obtain non-trivial solutions.

These variables are known as Grassmann variables [59] and obey the following set of anti-commutation relations

$$
\begin{align*}
& \left\{\gamma_{p}, \gamma_{q}\right\}=0  \tag{1.3.11}\\
& \left\{\gamma_{p}^{*}, \gamma_{q}\right\}=0  \tag{1.3.12}\\
& \left\{\gamma_{p}^{*}, \gamma_{q}^{*}\right\}=0 \tag{1.3.13}
\end{align*}
$$

where $\gamma_{p}^{*}$ denotes the complex conjugate of $\gamma_{p}$ and $\left(\gamma_{p} \gamma_{q}\right)^{*}=\gamma_{q}^{*} \gamma_{p}^{*}$. An important property of Grassmann numbers is that they square to zero,

$$
\begin{equation*}
\gamma_{p}^{2}=0 \tag{1.3.14}
\end{equation*}
$$

which follows from Eq. 1.3.11). When dealing with fermionic systems it turns out that many quantities of interest (e.g. expectation values) can be solved exactly by the following natural linear map [3].

Definition 1.3.1 (Grassmann representation of the operator $X$ ). One can assign a polynomial of Grassmann variables

$$
\begin{align*}
\omega\left(A_{p} A_{q} \cdots A_{r}, \gamma\right) & =\gamma_{p} \gamma_{q} \cdots \gamma_{r}  \tag{1.3.15}\\
\omega(\mathbb{1}, \boldsymbol{\gamma}) & =1 \tag{1.3.16}
\end{align*}
$$

to any set of Majorana operator $A_{p}, A_{q}, \ldots, A_{r}$, which extends by linearity to any $X \in$ $\mathcal{C}_{2 N_{s o}}$. The map $\omega(X, \gamma)$ is called the Grassmann representation of the operator $X$.

The map $\omega$ is just an isomorphism of linear spaces. Similar to Eq. 1.3.7), a canonical transformation by a unitary $U$ of the FLO elements is equivalent to an orthogonal change of basis in the space of the Grassmann variables, i.e. for $X \in \mathcal{C}_{2 N_{\mathrm{so}}}, R \in \mathrm{SO}(2 N \mathrm{so})$,

$$
\begin{align*}
\omega\left(U^{\dagger} X U, \boldsymbol{\theta}\right) & =\omega(X, \boldsymbol{\eta})  \tag{1.3.17}\\
\eta_{p} & =\sum_{q=1}^{2 N s o} R_{p q} \theta_{q} . \tag{1.3.18}
\end{align*}
$$

We will mainly use Greek letters to denote Grassmann variables, with some minor exceptions in later sections owed to the fact that we wanted to be consistent with notation employed in literature.

We will now consider a set $\left\{\gamma_{i}\right\}$ of Grassmann variables and state all major properties which we will make use of in Section 3.4. Many of the definitions that follow can also be found in Chapter 3 and are included here solely for the sake of completeness.

## Fermionic coherent states

For fermionic fields, the only physically realizable eigenstate of the fermionic annihilation operator is the vacuum state. Other eigenstates can be constructed only in a formal way and are merely introduced as a means to do analytical computations. One can show that the unitary displacement operator

$$
\begin{equation*}
D(\boldsymbol{\gamma})=e^{\sum_{i}\left(c_{i}^{\dagger} \gamma_{i}-\gamma_{i}^{*} c_{i}\right)} \tag{1.3.19}
\end{equation*}
$$

acts as follows on fermionic creation and annihilation operators

$$
\begin{align*}
& D(\gamma)^{\dagger} c_{i} D(\gamma)=c_{i}+\gamma_{i}  \tag{1.3.20}\\
& D(\gamma)^{\dagger} c_{i}^{\dagger} D(\gamma)=c_{i}^{\dagger}+\gamma_{i}^{*} \tag{1.3.21}
\end{align*}
$$

Deriving typical identities for Grassmann variables as in Eqs. 1.3.20)-1.3.21) often involves the trick of writing out the matrix exponential in its series expansion and using Eq. 1.3.14. One can use the above identities to show that a fermionic coherent state can be written with respect to the displacement operator acting on the fermionic vacuum state,

$$
\begin{equation*}
|\gamma\rangle=D(\gamma)|\mathrm{vac}\rangle, \tag{1.3.22}
\end{equation*}
$$

since

$$
\begin{equation*}
c_{i}|\gamma\rangle=\gamma_{i}|\gamma\rangle \tag{1.3.23}
\end{equation*}
$$

The adjoint of the coherent state obeys

$$
\begin{equation*}
\langle\gamma| c_{i}^{\dagger}=\langle\gamma| \gamma_{i}^{*} \tag{1.3.24}
\end{equation*}
$$

The inner product of two coherent states is given by

$$
\begin{equation*}
\langle\boldsymbol{\alpha} \mid \boldsymbol{\beta}\rangle=e^{\sum_{i}\left(\alpha_{i}^{*} \beta_{i}-\frac{1}{2}\left(\alpha_{i}^{*} \alpha_{i}+\beta_{i}^{*} \beta_{i}\right)\right)} \tag{1.3.25}
\end{equation*}
$$

Coherent states are commonly used to describe fermionic path integrals [59].

## Grassmann calculus

As a result of Eq. (1.3.14), the most general function of a single Grassmann variable $\gamma$ is linear in $\gamma$,

$$
\begin{equation*}
f(\gamma)=u+t \gamma, \tag{1.3.26}
\end{equation*}
$$

where $t, u$ can be either complex or Grassmann numbers. One can define the left derivative of such a function $f(\gamma)$ as

$$
\begin{equation*}
\frac{d f(\gamma)}{d \gamma}=t \tag{1.3.27}
\end{equation*}
$$

The word 'left' emphasizes that the variable one wants to differentiate needs to be moved all the way to the left (i.e. $\gamma$ has to be moved past $t$ before taking the derivative. If $t$ is also a Grassmann number, say $\tau$, this will lead to a minus sign due to the anti-commutation relations, more specifically

$$
\begin{equation*}
\frac{d}{d \gamma}(u+\tau \gamma)=-\frac{d}{d \gamma} \gamma \tau=-\tau \tag{1.3.28}
\end{equation*}
$$

Functions of Grassmann variables $f(\boldsymbol{\gamma})$ which do commute with a Grassmann number are called even, those that anti-commute are called odd functions.

One can also take the derivative w.r.t. a Grassmann variable $\gamma_{i}$ of a product of two functions of Grassmann variables $f(\boldsymbol{\gamma}) g(\boldsymbol{\gamma})$. The Grassmann product-rule reads

$$
\frac{d}{d \gamma_{i}}(f(\gamma) g(\gamma))=\left\{\begin{array}{l}
\frac{d f(\gamma)}{d \gamma_{i}} g(\gamma)+f(\gamma) \frac{d g(\gamma)}{d \gamma_{i}},
\end{array} \text { if } f \text { is even } \quad \begin{array}{l}
\frac{d f(\gamma)}{d \gamma_{i}} g(\gamma)-f(\gamma) \frac{d g(\gamma)}{d \gamma_{i}}, \text { if } f \text { is odd. } \tag{1.3.29}
\end{array}\right.
$$

In the Grassmann representation, left integration is equivalent to differentiation and is defined as

$$
\begin{align*}
\int d \gamma_{p} & =\int d \gamma_{p}^{*}=0  \tag{1.3.30}\\
\int d \gamma_{p} d \gamma_{q} & =\delta_{p q}  \tag{1.3.31}\\
\int d \gamma_{p}^{*} d \gamma_{q}^{*} & =\delta_{p q} . \tag{1.3.32}
\end{align*}
$$

We will often encounter integrals of pairs of Grassmann variables, which will be denoted

$$
\begin{align*}
\int d^{2} \gamma_{i} & =\int d \gamma_{i}^{*} d \gamma_{i}  \tag{1.3.33}\\
\int d^{2} \gamma & =\int \prod_{i} d^{2} \gamma_{i} \tag{1.3.34}
\end{align*}
$$

Using the properties of Grassmann calculus one can show that the coherent states $|\gamma\rangle$ are (over-) complett ${ }^{11}$

## Operators and their expansions

As we have seen in Section 1.2, operators in quantum mechanics appear as sums of products of annihilation and creation operators. In quantum mechanics, due to the law (or rather the conjecture) that parity is conserved, these sums contain either odd or even products of such operators, but never both. Since Grassmann variables do not appear in the operators of quantum mechanics, even (odd) operators commute with Grassmann variables.

Since coherent states form a complete set of states, the identity operator and the trace operation of an arbitrary operator $B$ are given by

$$
\begin{align*}
\mathbb{1} & =\int d^{2} \boldsymbol{\alpha}|\boldsymbol{\alpha}\rangle\langle\boldsymbol{\alpha}|  \tag{1.3.35}\\
\operatorname{tr}(B) & =\int d^{2} \boldsymbol{\alpha}\langle\boldsymbol{\alpha}| B|-\boldsymbol{\alpha}\rangle=\int d^{2} \boldsymbol{\alpha}\langle-\boldsymbol{\alpha}| B|\boldsymbol{\alpha}\rangle  \tag{1.3.36}\\
\operatorname{tr}(B|\boldsymbol{\beta}\rangle\langle\boldsymbol{\gamma}|) & =\langle-\boldsymbol{\beta}| B|\boldsymbol{\gamma}\rangle=\langle\boldsymbol{\beta}| B|-\boldsymbol{\gamma}\rangle \tag{1.3.37}
\end{align*}
$$

and the coherent state overlap can be computed through Eq. 1.3.25). One can define a Grassmann-type delta function which plays the role of the Dirac delta function for Grassmann variables,

$$
\begin{equation*}
\delta(\boldsymbol{\beta}-\boldsymbol{\gamma})=\prod_{i}\left(\beta_{i}-\gamma_{i}\right)\left(\beta_{i}^{*}-\gamma_{i}^{*}\right) \tag{1.3.38}
\end{equation*}
$$

[^7]Another representation of the (single-mode) delta function is

$$
\begin{equation*}
\delta(\beta-\gamma)=\operatorname{tr}\left(D_{n}(\gamma) E_{A}(-\beta)\right) \tag{1.3.39}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{n}(\boldsymbol{\gamma})=D(\boldsymbol{\gamma}) e^{\frac{1}{2} \sum_{i} \gamma_{i}^{*} \gamma_{i}} \tag{1.3.40}
\end{equation*}
$$

is the normal-ordered displacement operator and

$$
\begin{equation*}
E_{A}(\beta)=\int d^{2} \alpha e^{\beta \alpha^{*}-\alpha \beta^{*}}|\alpha\rangle\langle-\alpha| \tag{1.3.41}
\end{equation*}
$$

is the Fourier transform of the coherent state dyadic $|\alpha\rangle\langle-\alpha|$. Therefore, an arbitrary operator $B$ can for instance be expanded in terms of the normally ordered displacement operator through

$$
\begin{equation*}
B=\int d^{2} \gamma \operatorname{tr}\left(B E_{A}(\gamma)\right) D_{N}(-\gamma) \tag{1.3.42}
\end{equation*}
$$

## Mean values of operators

In the following we will introduce additional expressions in order to derive a simple equation for computing expectation values of products of fermionic creation and annihilation operators.

For a density operator $\curvearrowleft^{12}$ we define the characteristic function

$$
\begin{equation*}
\chi(\gamma)=\operatorname{tr}\left(\rho e^{\sum_{i}\left(\gamma_{i} c_{i}^{\dagger}-c_{i} \gamma_{i}^{*}\right)}\right) \tag{1.3.43}
\end{equation*}
$$

At this point we introduce a generalized ordering which allows one to switch between normal ordering $(s=-1)$ and anti-normal ordering $(s=1)$,

$$
\begin{equation*}
\left\{c_{p}^{\dagger} c_{p}\right\}_{s}=c_{p}^{\dagger} c_{p}+\frac{1}{2}(s-1) \tag{1.3.44}
\end{equation*}
$$

Using Eqs. (1.3.43)-(1.3.44), one can define the $s$-ordered characteristic function and the $s$-ordered displacement operator

$$
\begin{align*}
\chi(\boldsymbol{\gamma}, s) & =\chi(\boldsymbol{\gamma}) e^{\frac{s}{2} \sum_{i} \gamma_{i}^{*} \gamma_{i}}  \tag{1.3.45}\\
D(\boldsymbol{\gamma}, s) & =D(\boldsymbol{\gamma}) e^{\frac{s}{2} \sum_{i} \gamma_{i}^{*} \gamma_{i}} \tag{1.3.46}
\end{align*}
$$

which shows that the $s$-ordered characteristic function is an even function of even parity, $\chi(-\gamma, s)=\chi(\gamma, s)$, that can be written as a trace including the $s$-ordered displacement operator through

$$
\begin{equation*}
\chi(\gamma, s)=\operatorname{tr}(\rho D(\gamma, s)) \tag{1.3.47}
\end{equation*}
$$

[^8]With the definition of Eq. 1.3.41, one defines

$$
\begin{equation*}
E(\boldsymbol{\gamma}, s)=E_{A}(\gamma) e^{\frac{s+1}{2} \sum_{i} \gamma_{i}^{*} \gamma_{i}} . \tag{1.3.48}
\end{equation*}
$$

Using the above definition, one can do a general expansion of an arbitrary operator (here, the density operator $\rho$ ) through

$$
\begin{equation*}
\rho=\int d^{2} \boldsymbol{\gamma} \chi(\boldsymbol{\gamma}, s) E(-\boldsymbol{\gamma},-s) . \tag{1.3.49}
\end{equation*}
$$

The $s$-ordered quasiprobability distribution $W(\gamma, s)$ is defined as the Fourier transform of the $s$-ordered characteristic function,

$$
\begin{equation*}
W(\boldsymbol{\gamma}, s)=\int d^{2} \boldsymbol{\beta} e^{\sum_{i}\left(\gamma_{i} \beta_{i}^{*}-\beta_{i} \gamma_{i}^{*}\right)} \chi(\boldsymbol{\beta}, s) . \tag{1.3.50}
\end{equation*}
$$

All the above definitions allow us to write an equation for computing mean values of $s$-ordered monomials of fermionic creation and annihilation operators which are of the form

$$
\begin{equation*}
\prod_{i}\left\{c_{i}^{n_{i}} c_{i}^{m_{i}}\right\}_{s} \tag{1.3.51}
\end{equation*}
$$

where $n_{i}, m_{i} \in\{0,1\}$. Such mean values of fermionic operators may be computed by performing the Grassmann integral

$$
\begin{equation*}
\operatorname{tr}\left(\rho \prod_{i}\left\{c_{i}^{\dagger_{i}} c_{i}^{m_{i}}\right\}_{s}\right)=\int d^{2} \boldsymbol{\gamma} \prod_{i} \gamma_{i}^{* n_{i}} \gamma_{i}^{m_{i}} W(\boldsymbol{\gamma}, s) \tag{1.3.52}
\end{equation*}
$$

One of the most used representations for the density operator $\rho$ is the $P$-representation (due to its resemblance with its bosonic counterpart) where $s=1$ and one defines $P(\boldsymbol{\alpha})=W(\boldsymbol{\alpha}, 1)$. The $P$-representation allows one to compute expectation values as in Eq. 1.3 .52 in a straight forward manner,

### 1.3.3 Fermionic Gaussian states and their Grassmann representation

A Gaussian state is a state whose density matrix can be written as the matrix exponential of a quadratic Hamiltonian. A more general definition, which avoids certain issues when $\rho$ can not be written as an exponential of an operator as it may not have full rank is given below [3].

Definition 1.3.2 (Fermionic Gaussian state). A quantum state of $N_{\text {so }}$ fermionic modes is Gaussian iff its density operator $\rho \in \mathcal{C}_{2 N_{s o}}$ has a Gaussian Grassmann representation, that is

$$
\begin{equation*}
\omega(\rho, \boldsymbol{\theta})=\frac{1}{2^{N s o}} e^{\frac{i}{2} \sum_{p, q=1}^{2 N s o} \theta_{p}\left(\Gamma_{m}\right)_{p q} \theta_{q}} \tag{1.3.54}
\end{equation*}
$$

for some real and anti-symmetric (i.e. skew-symmetric) ( $2 N_{s o} \times N_{s o}$ )-matrix $\Gamma_{m}$, which is called the correlation matrix.

If $\rho \in \mathcal{C}_{2 N_{\mathrm{so}}}$ is a Gaussian state, its correlation matrix is given by

$$
\begin{equation*}
\left(\Gamma_{m}\right)_{p q}=\frac{i}{2} \operatorname{tr}\left(\rho\left[A_{p}, A_{q}\right]\right) \tag{1.3.55}
\end{equation*}
$$

where $A_{p}$ can be either $c_{p}$ or $c_{p}^{\dagger}$. A Gaussian state is said to be pure iff $\Gamma_{m}^{T} \Gamma_{m}=\mathbb{1}$. Under FLO, a Gaussian state remains Gaussian. This property is implicitly assumed in Chapters 2 and 3 and has been rigorously proven in Ref. [3].

The following formula, known as the Wick formuld ${ }^{[13}$, allows one to compute all higher order correlators through

$$
\begin{equation*}
i^{p} \operatorname{tr}\left(\rho A_{a_{1}} A_{a_{2}} \cdots A_{a_{2 p}}\right)=\operatorname{Pf}\left(\left.\Gamma_{m}\right|_{a_{1}, a_{2}, \ldots, a_{2 p}}\right) \tag{1.3.56}
\end{equation*}
$$

where $1 \leq a_{1}<a_{2}<\cdots<a_{2 p} \leq 2 N_{\mathrm{so}},\left.\Gamma_{m}\right|_{a_{1}, a_{2}, \ldots, a_{2 p}}$ is the $(2 p \times 2 p)$-submatrix of $\Gamma_{m}$ and Pf denotes the Pfaffian for a $(2 n \times 2 n)$ skew-symmetric matrix $A$, which is defined as

$$
\begin{equation*}
\operatorname{Pf}(A)=\frac{1}{2^{n} n!} \sum_{\sigma \in S_{2 n}} \operatorname{sgn}(\sigma) \prod_{i=1}^{n} A_{\sigma_{2 i-1}, \sigma(2 i)} \tag{1.3.57}
\end{equation*}
$$

where $S_{2 n}$ is the symmetric group containing $(2 n)$ ! elements and $\operatorname{sgn}(\sigma)$ is the signature of $\sigma$, i.e. it gives an overall minus (plus) sign if the number of permutations is odd (even) ${ }^{14}$.

To summarize, in this section we have seen how FGS are defined in terms of fermionic operators as well as their Grassmann representation. Furthermore, FGS remain Gaussian under FLO operations and mean values of a product of fermionic annihilation and creation operators w.r.t. a physical state can be computed through Grassmann variables using e.g. Eqs. 1.3.52) or 1.3.53), or in case when $\rho$ is a Gaussian state through Eq. 1.3.56).

[^9]
## Section 1.4

## ImAGINARY TIME EVOLUTION OF A QUANTUM SYSTEM

A quantum mechanical system is fully described by its Hamiltonian $H$, which is an Hermitian matrix $H^{\dagger}=H$ and thus possesses only real-valued eigenvalues $E_{0} \leq E_{1} \leq E_{2} \leq \ldots$. Exactly solving the time-dependent Schrödinger equation (setting here $\hbar=1$ )

$$
\begin{equation*}
i \frac{d}{d t} \Psi(x, t)=H \Psi(x, t) \tag{1.4.1}
\end{equation*}
$$

for an initial state $\Psi(x, t=0)$ is only possible for a handful of simple systems ${ }^{15}$. We will be interested in approximating the ground state of $H$, since an exact solution is generally too difficult to obtain. One powerful technique developed for evolving to the ground state is the imaginary time propagator method, which we will simply call imaginary time evolution in this thesis. Here, a Wick rotation $(t \rightarrow-i \tau)$ turns Eq. (1.4.1) into [61]

$$
\begin{equation*}
-\frac{d}{d \tau} \Psi(x, \tau)=H \Psi(x, \tau) \tag{1.4.2}
\end{equation*}
$$

which possesses the formal solution

$$
\begin{equation*}
\Psi(x, \tau)=e^{-H \tau} \Psi(x, \tau=0) \tag{1.4.3}
\end{equation*}
$$

The initial state $\Psi(x, \tau=0)$ can be expanded in the basis of eigenfunctions $\phi_{k}(x)$ through

$$
\begin{equation*}
\Psi(x, \tau=0)=\sum_{k}\left\langle\phi_{k}(x) \mid \Psi(x, \tau=0)\right\rangle \phi_{k}(x)=\sum_{k} c_{k} \phi_{k}(x) . \tag{1.4.4}
\end{equation*}
$$

We will assume in the following, that the coefficient describing the overlap of the initial state with the ground state is non-zero. The time evolution of the diffusion equation Eq. (1.4.2) can be formally written as

$$
\begin{equation*}
\Psi(x, \tau)=\sum_{k} e^{-E_{k} \tau} c_{k} \phi_{k}(x) . \tag{1.4.5}
\end{equation*}
$$

The above state has yet to be normalized. Due to the ordering $E_{0} \leq E_{1} \leq E_{2} \leq \ldots$, for sufficiently long times, we see from Eq. (1.4.5) that we will eventually be lead to the ground state of the system Hamiltonian since all the amplitudes of higher energy states will decay more rapidly. In cases where the ground state is degenerate, e.g. $E_{0}=E_{1}$, the solution of Eq. 1.4.5 will be a linear combination of eigenfunctions and one has to repeat the imaginary time evolution for various distinct initial state configurations multiple times to extract the vectors which span the degenerate subspace. The term sufficiently long which characterizes the simulation time mainly depends on the gap between the ground state and the first excited state, similar to adiabatic quantum computing [62]. One can also get trapped in local minima, which can be detected by repeating over various initial state instances and various step sizes and simulation times [63].

[^10]If the initial state is a FGS described by the density matrix $\rho_{\mathrm{G}} 5^{16}$, the imaginary time evolution of the density matrix is given by [63]

$$
\begin{equation*}
\rho_{\mathrm{GS}}(\tau)=\frac{e^{-H \tau} \rho_{\mathrm{GS}}(0) e^{-H \tau}}{\operatorname{tr}\left(e^{-2 H \tau} \rho_{\mathrm{GS}}(0)\right)}, \tag{1.4.6}
\end{equation*}
$$

where the denominator takes care of the normalization. Note that the above equation will in general take us out of the setting of FGS if $H$ includes more than just quadratic polynomials of fermionic creation and annihilation operators, which is the case for the Hamiltonians we will consider in this work, i.e. those described by $H=T+V$ with $T$ and $V$ given by Eqs. (1.2.13) and (1.2.16), respectively.

Recent work proposed how imaginary time evolution could be realized on a quantum computer [64, 65]. We emphasize that this is not the subject of this work, as we will perform imaginary time evolution of quantum systems on classical computers. We will give a brief introduction to the field of quantum computing in the following section.

[^11]For pure states, the von-Neumann equation is equivalent to the Schrödinger equation.

## Section 1.5

## QUANTUM COMPUTATION

In the early 1980s it was suggested that a quantum computer could enable the execution of new kinds of algorithms, so-called quantum algorithms, which are entirely different from their classical counterparts as they could exploit properties that are inherently quantum mechanical [66, 67]. The promise is that the realization of a quantum computer would provide a means to render certain problems feasible, for which (to this day) no classical algorithm is known that could solve them efficiently. While most problems are generically hard to solve even with a quantum computer [68], the problems we will be considering fall all into the small, but nevertheless extremely important class of efficiently solvable problems, which could have significant impact on the simulation of chemicals [69] and materials [70], drug design [10], breaking existing public-key cryptography [71] and machine learning [72], to name but a few. The study of capabilities and limitations of an idealized quantum computer, which Scott Aaronson eloquently described as the study of what we can't do even with computers we don't have [73] will however not be discussed here.

First of all, we have to clearly state what is meant by saying that a problem is solved efficiently. One considers a problem to be 'solved', if the solution to a problem can be obtained within some error $\epsilon>0$, where the accuracy itself depends on the problem at hand. For example, in computational chemistry one is typically interested in numerically solving the time-independent Schrödinger equation for a number of interacting electrons and nuclei. The goal of a quantum chemistry simulation is to match or exceed the accuracy $1-\epsilon$ that can be obtained in experiment, which for quantum chemistry calculations is around $\left.1 \frac{\mathrm{kcal}}{\mathrm{mol}}\right]^{17}$ for ab-initid ${ }^{18}$ methods, which is also known as (thermo-)chemical accuracy [74]. It turns out that even though we know the equations that predict the behavior of atoms, molecules and materials, solving these equations within error $\epsilon$ requires an amount of classical resources (i.e. number of bits and basic logic operations for running a classical algorithm on a classical computer) that scales exponentially with problem size. Analogous to a classical algorithm, a quantum algorithm also requires a certain amount of quantum resources (the quantum analogues to bits and logic operations) and for certain types of problems - here the solution of the Schrödinger equation -, the quantum resources required scale much more favorable in comparison to their classical counterparts, where in some cases even an exponential reduction in resource requirements is observed [71]. If the required amount of quantum resources needed to solve a problem via a quantum algorithm running on a quantum computer scales polynomially with the size of the problem, the corresponding algorithm is considered to be efficient and the problem to be efficiently solvable.

The fact that a certain quantum algorithm shows a better scaling in terms of required resources than a classical algorithm is sometimes referred to as a quantum speedup. Loosely speaking, the reason for a speedup using a quantum computer over a classical machine is that in the latter case one tries to solve a quantum mechanical problem on a classical machine, which lacks the ability to make use of the key ingredients that distinguish

[^12]quantum from classical systems, namely quantum superposition and entanglement. While one could in principle easily construct a uniform superposition of an astronomically large number of states on a quantum computer - of which one will be the desired answer to the considered problem - one will have to perform a measurement of an observable at the end. Since there is an astronomically large number of possible outcomes which are all equally likely, the output is random and the quantum computer would not be any better than a random guess at a solution. There would really be no need to spend millions on designing a device whose guess would have as good of a shot at the actual solution as the infamous monkey trying his luck to reproduce Shakespeare [75]. An additional tool is required, which allows one to single out the 'right' solution from all other 'wrong' solutions. This tool is known as a quantum algorithm, which is a finite sequence of instructions on how to apply the available quantum resources in order to obtain the 'right' solution to a given problem within error $\epsilon$ in as few measurements and runs as possible (where a run refers to a single execution of the respective quantum algorithm). In order to better understand what makes a quantum computer so special, one has to understand the concept of superposition. A quantum state $|\Psi\rangle$ is in general a superposition of various states, each state $\left|M_{i}\right\rangle$ corresponds to a possible measurement outcome and carries a complex amplitude $m_{i} \in \mathbb{C}$,
\[

$$
\begin{equation*}
|\Psi\rangle=\sum_{i} m_{i}\left|M_{i}\right\rangle \tag{1.5.1}
\end{equation*}
$$

\]

where $\sum_{i}\left|m_{i}\right|^{2}=1$. When one is 'not looking' (so while the quantum computer is running and left to itself), the amplitudes $m_{i}$ can interfere constructively or destructively with one another. The working principle of a quantum algorithm and thus of a quantum computer is to choreograph things in a way that the amplitudes of paths leading to 'wrong' solutions can destructively interfere with other amplitudes of paths which also lead to 'wrong' solutions, while the paths leading to 'right' solutions constructively interfere with one another (the path is here just the evolution of the respective quantum state through the quantum circuit) [1]. This explanation, while lacking any mathematical rigor, demonstrates that quantum computing is a fundamentally different way of solving certain problems by harnessing the quantum mechanical properties of nature.

While a lot of progress has been made made within the last 40 years since the suggestion of building a quantum computer [76], a fault-tolerant quantum computer, i.e. a quantum computer that can run in principle arbitrarily long without accumulating any considerable error (for instance by realizing the surface code [35]), has still to be realized. Nevertheless, a recent experiment led by the Google group of John Martinis succeeded in demonstrating for the first time a proof-of-principle calculation of a very specific computational task on a 53 qubits (a qubit is the quantum-analog to a classical bit) superconducting quantum processor, which would take the worlds largest supercomputer a significant longer time ${ }^{19}$ to compute [31]. In addition, substantial progress has been made in finding useful applications for noisy quantum computers operating with $50-100$ qubits [78]. However, most of the algorithms of the so-called noisy intermediate scale quantum (NISQ) era, such as the variational quantum eigensolver [79, 80], are heuristically motivated and do not possess provable speedup over classical methods. The claim that quantum computers could give a provable quadratic [81, or even exponential

[^13]

Figure 1.1: NAND gate symbol

Table 1.1: Truth table of NAND gate

| A | B | C |
| :---: | :---: | :---: |
| 0 | 0 | 1 |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 0 |

[71] speedup over classical algorithms is still only promised for fault-tolerant quantum processors.

In the following sections, we will try to elucidate the basic working principles of a quantum computer and motivate why certain quantum algorithms require a good "starting point" (which we will later call a reference- or initial state), since improving the latter with methods that can both be efficiently computed on classical computers and efficiently implemented on quantum computers is one of the main focuses of this dissertation.

### 1.5.1 Quantum circuits

A classical computer is essentially an electronic circuit which realizes logical gates that implement Boolean functions, meaning that a gate performs a logical operation on one or several input bits (a bit can only be either in the state 0 or in the state 1 ) and outputs a single bit output, realizing the respective logical operation. There are various logical operations, e.g. an AND or OR operation, however, only a single logical (so-called universal-) gate is sufficient to realize all other possible logical gates [82]. Universal gates for Boolean logic are the NOR and NAND gates, the latter is displayed in Fig. 1.1 and its corresponding truth table is given in Table 1.1.

Similar to logical binary bits, a quantum bit (qubit) is one of the most simple systems to display non-trivial quantum behavior. While a classical bit can only either be in 0 or 1 , a qubit - if not disturbed by any measurement - can be in the state

$$
\begin{equation*}
|\psi\rangle=\alpha|0\rangle+\beta|1\rangle, \tag{1.5.2}
\end{equation*}
$$

where in the single qubit subspace, the canonical basis vectors are defined as $|0\rangle=(1,0)^{T}$, $|1\rangle=(0,1)^{T}$ and $\alpha, \beta \in \mathbb{C}$ are complex quantum amplitudes with $|\alpha|^{2}+|\beta|^{2}=1$. In order to experimentally determine the quantum state $|\psi\rangle$ in Eq. 1.5 .2 , one would have to perform a series of measurements in the computational basis, which is defined as $\{|0\rangle,|1\rangle\}$. Each measurement will output the value 0 or 1 with a probability $|\alpha|^{2}$ or $|\beta|^{2}$, respectively. The larger the number of measurements, the more accurate will be the determination of the quantum amplitudes and thus of the single qubit state $|\psi\rangle$. Similarly, for two qubits, a general state will be of the form ${ }^{20}$

$$
\begin{equation*}
|\psi\rangle=\alpha|00\rangle+\beta|01\rangle+\gamma|10\rangle+\delta|11\rangle, \tag{1.5.3}
\end{equation*}
$$

[^14]where $\alpha, \beta, \gamma, \delta \in \mathbb{C}$ are complex quantum amplitudes with $|\alpha|^{2}+|\beta|^{2}+|\gamma|^{2}+|\delta|^{2}=1$, thus containing four computational basis states. This can be extended to $n \in \mathbb{N}$ qubits, for which the number of basis states is given by $2^{n}$. The span of that basis describes the Hilbert space of an $n$ qubit quantum computer. Similar to logical operations such as the NAND gate depicted in Fig. 1.1, one can perform operations on the qubit states, which are required to be norm-preserving and thus unitary. The most prominent examples of single qubit gates are given by the Pauli-matrices ${ }^{21}$, which are defined as 83 ]
\[

\sigma^{x}=\left($$
\begin{array}{cc}
0 & 1  \tag{1.5.4}\\
1 & 0
\end{array}
$$\right) ; \quad \sigma^{y}=\left($$
\begin{array}{cc}
0 & -i \\
i & 0
\end{array}
$$\right) ; \quad \sigma^{z}=\left($$
\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}
$$\right)
\]

where the last matrix (the matrix is the operator representation of the desired operation in the computational basis) is diagonal in the computational basis. Other important single qubit gates include the Hadamard gate $H$, phase gate $S$ and T gate,

$$
H=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1  \tag{1.5.5}\\
1 & -1
\end{array}\right) ; S=\left(\begin{array}{cc}
1 & 0 \\
0 & i
\end{array}\right) ; T=e^{i \frac{\pi}{8}}\left(\begin{array}{cc}
e^{-i \frac{\pi}{8}} & 0 \\
0 & e^{i \frac{\pi}{8}}
\end{array}\right)
$$

As a simple example, the action of each operator on a qubit state can be computed through simple linear algebra, e.g. for the single qubit state $|\psi\rangle$ in Eq. 1.5.2, we have $\sigma^{x}|\psi\rangle=\beta|0\rangle+\alpha|1\rangle$.

There also exit operations which act simultaneously on several qubits, which are known multi-qubit gates or operators. A simple example of such an operator is the controlledNOT operation (CNOT), which is applies the $\sigma^{x}$ operator on the target qubit if the control qubit is in the state $|1\rangle$ and acts as the identity if the control is in the state $|0\rangle$. For instance, if the target qubit is in the state $|\psi\rangle$, applying the CNOT gate will act as CNOT $|\psi\rangle|0\rangle=|\psi\rangle|0\rangle$, or CNOT $|\psi\rangle|1\rangle=(\beta|0\rangle+\alpha|1\rangle)|0\rangle$. An important extension of the CNOT-gate to gates with multiple control qubits will be discussed in Chapter 4 The extension of the CNOT to two control qubits and one target qubit is known as a Toffoli gate, which applies $\sigma^{x}$ on the target qubit only if both control qubits are in the state $|1\rangle$ and else acts as the identity ${ }^{22}$.

Similar to the way a classical computer is build from an electrical circuit of wires and logical gates as depicted in Fig. 1.1, a quantum computer is build from a quantum circuit, where wires represent qubits, single- and multi-qubit gates are indicated by square boxes labeled with an appropriate symbol to indicate which operator it represents (e.g. a Hadamard gate will carry a box with $H$ written on it) and there also exist special symbols for frequently appearing operations, such as the CNOT gate. The size of a quantum circuit is characterized mainly by two measures, namely the circuit length and depth. The former describes the number of qubits appearing in a given quantum circuit (essentially the number of horizontal wires) and the latter is the number of non-commuting gates which appear in a given circuit. For instance, a circuit containing only two qubits that applies a $H$ gate on qubit 1 and a $S$ gate on qubit 2 has depth 1 , since the single qubit gates operate on distinct qubits we have $\left[H_{1}, S_{2}\right]=\left[H \otimes \mathbb{1}_{2}, \mathbb{1}_{2} \otimes S\right]=0$, where we defined

$$
\mathbb{1}_{2}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

[^15]and therefore the single qubit gates can be executed simultaneously. A simple example of a quantum circuit of length 3 and depth 13 which realizes the Toffoli gate from the gate set CNOT, $H, S, T$ is given in Fig. 1.2.


Figure 1.2: Quantum circuit realizing a Toffoli gate from CNOT, $H, S, T$ gates, where the CNOT gate is represented by a filled and empty circle (indicating the control and target qubit) connected by a horizontal line. The $\dagger$ symbol indicate the adjoint of the respective operator. The circuit depicted here has a circuit depth 13 and circuit length 3.

In order to extract information about the output of a quantum circuit, i.e. the quantum computation, one has to measure the state of (not necessarily all) the qubits after going through the circuit. There are various types of ways to measure a quantum state and the experimental realization strongly differs for the various species of quantum computers [84]. For our purposes, it is sufficient to note that measurements which project onto the computational basis are denoted in quantum circuits with a 'meter' symbol (see Fig. 1.4) and the outcome will tell us whether the state was $|0\rangle$ or $|1\rangle$.

Time runs from left to right in a quantum circuit. Regarding the example circuit in Fig. 1.2, this means that the first operator acting on a three qubit state is a Hadamard gate acting on the third qubit. The way of reading a quantum circuit is thus opposite to the way one would write the operators acting on a quantum state, e.g. in a circuit realizing $H S|\psi\rangle$, the rightmost gate (we use the expressions 'gate' and 'operator' interchangeably) $S$ would be all the way on the left in the corresponding quantum circuit. This closes the discussion of quantum circuits. A quantum computer is a machine that can execute quantum circuits with low error. While small quantum circuits can be executed on current quantum hardware, the more the circuits grow, the more demanding it is to execute them with low error and one quickly reaches a circuit size that can no longer be executed reliably on today's error-prone quantum processors. Somewhat counter intuitively, the next section will show that in order to run large scale quantum circuits, it is not necessary to produce perfect qubits, it suffices to have many imperfect qubits instead.

### 1.5.2 A fault-tolerant quantum computer

This thesis considers an idealized quantum computer, arguably the most frustrating assumption for anyone who is trying to run an actual experiment. An idealized quantum computer performs state initialization, gates and measurements without any errors or losses and is perfectly isolated from the environment. While this seems to be the somewhat most unrealistic assumption one can make, it turns out that using quantum error-correction one can not only protect stored and transmitted quantum states, but even protect quantum states which dynamically undergo a quantum computation. This is the content of the following theorem, which we state due to its significance for quantum computing.

Theorem 1.5.1 (Threshold theorem for quantum computing). A quantum circuit consisting of a polynomial number $P(n)$ of quantum gates may be simulated within error $\epsilon$ using $O(\operatorname{poly}(\log (P(n) / \epsilon)) P(n))$ gates on quantum hardware whose components fail with probability at most $p$, provided that $p$ stays below a certain constant threshold $p<p_{\text {th }}$ and given reasonable assumptions about the noise in the hardware.

This theorem states that if you stay below the threshold $p_{\text {th }}$ you're correcting errors faster than they're created. That's the whole point, and the whole non-trivial thing that the theorem shows [85]. It is extremely difficult to boil down what the value of $p_{\text {th }}$ would have to be exactly, as it depends on the quantum error-correction code one employs, hardware-specific noise models, etc. Having reached the goal of quantum supremacy, Google and other leading groups in the field of quantum computing are now aiming to realize a quantum error-corrected qubit by implementing the surface code, where one estimates $p_{\text {th }} \approx 0.01$ and one would need anywhere between $10^{3}-10^{4}$ physical qubits to implement one logical (error-corrected) qubit [35]. One thus distinguishes between logical and physical qubits, where the latter is the total number of required qubits (most of which are consumed for quantum error-correction) and the latter is the number of 'perfect' qubits available for the actual computation. So even though our main assumption - the existence of an idealized quantum computer - is not realizable, we can approximate an idealized quantum computer in an efficient way by a fault-tolerant (i.e. error-corrected) quantum computer which is comprised of many 'good' but nevertheless error-prone qubits. DiVincenzo introduced the following five criteria that an experimental setup would have to satisfy in order to be able to serve as such 'good' qubits and be able to implement a quantum algorithm [86.

1. Well characterized qubits, i.o.w. qubits that are described by two eigenstates $|0\rangle,|1\rangle$, separated by a non-vanishing energy gap and almost always stay within their twolevel subspace (no leakage to other levels). These qubits need to be implemented in a scalable architecture.
2. The qubits can reliably initialized to a fiducial- (or reference-) state. In our work, we assume that one is able to produce the vacuum state where all qubits are initialized to $|0\rangle$, which can be realized for instance by quantum non-destructive projective measurements or quantum annealing (which we will not discuss in this work).
3. Often times theorists treat a quantum computer as an isolated system. This is of course not a valid assumption and interactions with the environment and leakage out of the computational subspace destroy the definite phase relations between the different states describing the wave function of the quantum computer. These phase relations are essential for quantum computing as they allow for superposition and entanglement. The loss of a definite phase relation is known as quantum decoherence and an experimental setup should produce qubits where the phase relations survive as long as possible, in order for quantum error-correction schemes to be applicable.
4. A quantum computer has to be able to approximate any unitary operator within its Hilbert space. In order to do so, it needs to be capable of implementing a (finite) universal set of quantum gates, which is a set of gates that can approximate any unitary of the $\left(2^{n} \times 2^{n}\right)$-dimensional Hilbert space, see Section 1.5.3.
5. One has to be able to read out the state of a qubit (in e.g. the computational basis) at the end or even in between the computation.

The five points above is a check list that a working quantum computer has to complete in order to implement a quantum circuit and thus perform a quantum computation, which is in general a unitary operation on the Hilbert space of the system (ignoring measurement operations for the sake of simplicity). The following section introduces a key result for quantum computation, namely that any unitary operation ${ }^{23}$ can be approximated to arbitrary precision on a quantum computer that satisfies DiVincenzo's criteria, however realizing the circuit that approximates the unitary operator may be exponentially costly in terms of quantum resources (e.g. the number of gates).

### 1.5.3 Approximating unitary operators

Similarly to the classical NAND or NOR gate being universal, there exist sets of gates which are termed universal for quantum computing, meaning that any unitary operator may be approximated to arbitrary accuracy by a quantum circuit composed only of gates from that (finite) gate set. What does it mean that a unitary operator is approximated by another unitary? Following the convention of Ref. [6], if $U$ is the target unitary we wish to implement and let $V$ be the unitary that one is able to implement on a quantum computer which is supposed to approximate $U$, we define the error that is caused by the approximation as

$$
\begin{equation*}
E(U, V)=\max _{|\psi\rangle} \sqrt{\langle\psi|(U-V)^{\dagger}(U-V)|\psi\rangle} \tag{1.5.6}
\end{equation*}
$$

where the maximum is is over all normalized quantum states $|\psi\rangle$. If $P_{U}\left(P_{V}\right)$ is the probability of a measurement if $U(V)$ were applied on a state $|\psi\rangle$, one can show that

$$
\begin{equation*}
\left|P_{U}-P_{V}\right| \leq 2 E(U, V) \tag{1.5.7}
\end{equation*}
$$

This means that if $E$ is small, the measurement statistics of $U|\psi\rangle$ and $V|\psi\rangle$ for any $|\psi\rangle$ is approximately the same. This can also be extended to a product of $m$ unitaries $U_{m} U_{m-1} \cdots U_{1}$ (remember that the right-most operator is applied first), where each $U_{j}$ is approximated by $V_{j}$, the errors add at most linearly

$$
\begin{equation*}
E\left(U_{m} U_{m-1} \cdots U_{1}, V_{m} V_{m-1} \cdots V_{1}\right) \leq \sum_{j=1}^{m} E\left(U_{j}, V_{j}\right) \tag{1.5.8}
\end{equation*}
$$

From Eqs. 1.5 .7 - -1.5 .8 it immediately follows that for a circuit of $m$ gates $U_{j}$, where each gate $U_{j}$ is approximated by $V_{j}$, in order to be approximated within error $\Delta>0$ of the correct measurement statistics, it suffices that $E\left(U_{j}, V_{j}\right) \leq \Delta /(2 m)$. Now that we have introduced the notion of approximating unitaries, we can put it in the context of quantum computing.

We will see that in general, the number of required gates from the universal gate set to approximate a unitary operator to accuracy $\epsilon$ will scale exponentially with the number of qubits involved. One of the goals of quantum computing is to find useful families of unitary operators which can be approximated to arbitrary accuracy using only polynomial resources and thus efficiently. It is evident that an exact decomposition of a unitary operator in terms of the universal gate set is in general impossible, since the universal gate set contains only a finite number of gates, but unitary operations are continuous.

[^16]- As a first property of unitary matrices, we note that an arbitrary unitary matrix $U$ acting on $n$ qubits can be written as a product of at most $2^{n-1}\left(2^{n-1}-1\right)$ two-level unitary matrices, where a two-level unitary matrix is defined as a matrix that acts non-trivially (i.e. not as the identity) only on two-or-fewer vector components.
- An arbitrary two-level unitary operation on the state space of $n$ qubits can be implemented using $O\left(n^{2}\right)$ single qubit and CNOT operations ${ }^{24}$.

Combining the two properties above shows that any unitary operation $U$ can be implemented exactly using $O\left(n^{2} 4^{n}\right)$ single qubit and CNOT operations. This exponential scaling is a first hint as to why finding efficient quantum algorithms (i.e. special-purpose quantum circuits) is such a difficult endeavor and why until this day, there are only a handful of efficient quantum algorithms that could in principle outperform all known classical algorithms designed for that very same specific task. The following property shows that two gates are sufficient to approximate any single-qubit gate.

- Any single qubit gate can be approximated to arbitrary accuracy using the set $\{H, T\}$.
- The set $\{H, T$, CNOT $\}$ is sufficient to approximate any unitary $U$ to accuracy $\epsilon$. The addition of the phase gate $S$ makes the construction fault-tolerant, which is why one considers $\{H, T, S, \mathrm{CNOT}\}$ as a universal gate set for quantum computing.

One of the most central theorems of quantum computing, the Solovay-Kitaev theorem, states that an arbitrary single qubit gate may be approximated within an error $\epsilon$ using $O\left(\log ^{c}(1 / \epsilon)\right)$ gates from a discrete gate set, where $c$ is a constant close to 2 [87]. In addition, the approximation of a quantum circuit containing $m$ CNOT and $m$ single qubit gates to an accuracy $\epsilon$ can be achieved using $O\left(m \log ^{c}(m / \epsilon)\right)$ gates. Unfortunately, as we have seen in the previous paragraph, the scaling of the number $m$ with system size is almost always exponential, since combining the Solovay-Kitaev theorem and the universality construction to approximate an arbitrary unitary operator $U$ on $n$ qubits within error $\epsilon$ will require $O\left(n^{2} 4^{n} \log ^{c}\left(n^{2} 4^{n} / \epsilon\right)\right)$ gates from the universal gate set.

The fact that a quantum computer can approximate any unitary operator makes it in some sense superior to most other quantum simulators. The latter are quantum systems whose Hamiltonian can be controlled within the experiment and one tries to shape it in a way that simulates (most of the times only specific parts of) the physics of the quantum system of interest. Quantum simulators do not have to be universal. They have been realized in various platforms, including trapped ions [88], ultracold quantum gases [89], photonic systems [90, quantum dots [91 and superconducting qubits 92]. Quantum simulation of (non-classical) physical systems presents one of the most useful applications of the quantum circuit model and will be introduced more thoroughly in the following sections.

[^17]
## Section 1.6

## QUANTUM SIMULATION

The following sections will give a brief glimpse into one of the predicted "killer applications" of quantum computing, the digital quantum simulation of strongly interacting quantum systems ${ }^{25}$, whose properties can no longer be described adequately by simulations on classical computers. ${ }^{26}$.

The postulates of quantum mechanics state that every quantum system is fully characterized by its wave function $|\Psi\rangle$ whose time evolution is described by the Schrödinger equation ${ }^{27}$

$$
\begin{equation*}
i \frac{d}{d t}|\Psi\rangle=H|\Psi\rangle \tag{1.6.1}
\end{equation*}
$$

It is a linear equation and - in the non-relativistic limit - completely describes all atomic and molecular systems [2]. For strongly interacting systems, one is facing an exponential number of coupled differential equations where all classical approximations to reduce the number of equations so far have failed. As an example of the importance of the above equation, we consider chemistry. A large part of theoretical chemistry's effort is directed to finding approximate methods to solve Eq. (1.6.1] [2, 44]. More precisely, in chemistry one is interested in finding the lowest energy configuration of electrons in presence of a given nuclear configuration, i.o.w. the ground state of the so-called electronic structure Hamiltonian. A high precision estimate of the ground state is needed in order to be able to predict chemical reaction rates, which govern the mechanism of chemical reactions. For instance, the impact of solving the above equation for certain parts of an enzyme could potentially lead to an understanding of how to produce fertilizers under ambient condition, which is currently achieved under high temperatures and pressures using an extremely energy consuming industrial process. While classical methods resoundingly fail at this task, a fault-tolerant quantum computer with around $150-200$ logical qubits is expected to solve this task in reasonable time [95, 96].

The formal solution of Eq. (1.6.1) is extremely simple, in fact it is just given by

$$
\begin{equation*}
|\Psi(t)\rangle=e^{-i H t}|\Psi(t=0)\rangle \tag{1.6.2}
\end{equation*}
$$

but actually computing the resulting wave function is in general impossible as it involves the matrix exponentiation of an exponentially large matrix. We note that the operator $U=e^{-i H t}$ on the right-hand side of Eq. (1.6.2) is unitary. Just as we have seen in Section 1.5 .3 that not all unitaries can be approximated by a quantum computer, not all Hamiltonians $H$ appearing in the argument of the matrix exponential can be simulated

[^18]efficiently. We will expand a bit more on the topic of which kind of Hamiltonians can actually be simulated efficiently in Section 1.6.3. One of the biggest discoveries within the field of quantum algorithms was that a quantum algorithm exists, which can efficiently solve Eq. 1.6.1), i.e. it can compute the eigenenergies of a certain class of Hamiltonians $H$ and how they evolve in time using the phase estimation algorithm, providing an exponential speedup over all known classical algorithms.

In order to explain the underlying algorithm, we will introduce the quantum Fourier transform in Section 1.6.1 before getting to the actual algorithm in Section 1.6 .2 and introducing the current state-of-the-art method to realize the required time evolution operator $U=e^{-i H t}$ through the linear combination of unitaries method in Section 1.6.3.

### 1.6.1 Quantum Fourier transformation

The quantum Fourier transformation, denoted by the symbol FT, is a unitary operation whose action on a state $|j\rangle=\left|j_{1} j_{2} \ldots j_{n}\right\rangle$ from the orthonormal basis set comprised of the Fock states $\{|0\rangle,|1\rangle, \ldots,|N-1\rangle\}$, where $N=2^{n}$ is a fixed positive intege $2^{28}$, is given by [71, 97, 98]

$$
\begin{align*}
\mathrm{FT}|j\rangle & =\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} e^{2 \pi i j k / N}|k\rangle  \tag{1.6.3}\\
& =\frac{1}{2^{\frac{n}{2}}}\left(|0\rangle+e^{2 \pi i 0 \cdot j_{n}}|1\rangle\right)\left(|0\rangle+e^{2 \pi i 0 \cdot j_{n-1} j_{n}}|1\rangle\right) \cdots\left(|0\rangle+e^{2 \pi i 0 \cdot j_{1} j_{2} \ldots j_{n}}|1\rangle\right), \tag{1.6.4}
\end{align*}
$$

where we used binary representation in the exponent. Eq. 1.6.3) underscores the close resemblance to the common Fourier transformation, while the identical expression in Eq. (1.6.4) makes it easier to derive the quantum circuit that realizes FT using only unitary gates, from which it immediately follows that FT itself must be unitary. One of the central gates to the FT is the controlled operation of the following operator,

$$
R_{k}=\left(\begin{array}{cc}
1 & 0  \tag{1.6.5}\\
0 & e^{2 \pi i / 2^{k}}
\end{array}\right)
$$

In Fig. 1.3 we give an explicit quantum circuit realizing FT using $\Omega\left(n^{2}\right)$ elementary gates ${ }^{29}$ and follows from Eq. (1.6.4).


Figure 1.3: Efficient quantum circuit depicting the quantum Fourier transformation. This circuit follows from the representation of FT $|j\rangle$ in Eq. 1.6.4. The controlled-operation is given by Eq. 1.6.5). Not shown in the above circuits are a series of SWAP gates which reverse the order of the qubits at the end of the computation.
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### 1.6.2 Quantum phase estimation

The FT is utilized as a subroutine in Quantum Phase Estimation (QPE), a quantum algorithm designed to find the phase $\varphi$ (w.l.o.g. we let $\varphi=0 . \varphi_{1} \varphi_{2} \ldots \varphi_{n}$ in binary representation) of the eigenvalue $e^{2 \pi i \varphi}$ of a unitary operator $U$, that has a provable exponential speedup over all known classical algorithms. A subroutine (often times also called a black box or oracle) is a task-specific operation for which a quantum circuit either already exists, or is assumed to exist, and its respective explicit quantum circuit is often times just replaced by a box to simplify the circuit representation. QPE is itself a subroutine, requiring the existence of two oracles, one that efficiently prepares the eigenstate $|u\rangle$ of $U$ and one that implements controlled- $U^{j}$ operations, where $U$ is applied $j$-times $(j$ is a positive integer) if the control qubit is in the state $|1\rangle$.

The QPE algorithm is depicted in Fig. 1.4. QPE requires two registers, where a register can be thought of as a group of qubits dedicated to accomplish the same task. The first register contains $t$ qubits and sets the accuracy (the number of digits) for estimating the phase $\varphi$. The second register contains the eigenstate $|u\rangle$ of $U$. We will not go into too many details of the algorithm, i.e. performing a step-by-step analysis of the evolution of the quantum state of the combined register state, but only briefly describe the main steps.

1. Create the state $|u\rangle$ by applying an appropriate state generation circuit $U_{\text {init }}$ on the vacuum state,

$$
\begin{equation*}
\left|\Psi_{\text {init }}\right\rangle=U_{\text {init }}|0\rangle=|u\rangle . \tag{1.6.6}
\end{equation*}
$$

2. Now create the state

$$
\begin{equation*}
\frac{1}{2^{\frac{n}{2}}}\left(|0\rangle+e^{2 \pi i 0 . \varphi_{t}}|1\rangle\right)\left(|0\rangle+e^{2 \pi i 0 . \varphi_{t-1} \varphi_{t}}|1\rangle\right) \cdots\left(|0\rangle+e^{2 \pi i 0 . \varphi_{1} \varphi_{2} \ldots \varphi_{t}}|1\rangle\right)|u\rangle \tag{1.6.7}
\end{equation*}
$$

by applying a series of Hadamard gates followed by controlled- $U^{j}$ operations. Note that since $|u\rangle$ is an eigenstate of $U$, it remains invariant throughout the whole computation. This operation is known as a phase-kickback, since information about the second register is somehow transferred to the first register, without altering the state of the second register.
3. Apply the $\mathrm{FT}^{\dagger}$ to encode the phase information into the state. This will result in

$$
\begin{equation*}
\left|\varphi_{1} \varphi_{2} \ldots \varphi_{t}\right\rangle \tag{1.6.8}
\end{equation*}
$$

4. Measure the first register in the computational basis to read out the phase information of the state in Eq. 1.6.8).

If $\varphi$ may be expressed exactly with $t$ bits (assuming that $|u\rangle$ is an eigenstate of $U$ ), then measuring the final state in Eq. 1.6 .8 will give us the phase $\varphi$ exactly. In general, $\varphi$ may not be exactly expressed with $t$ gates. One can show that if one wants to successfully obtain $\varphi$ accurate to $n$ bits of precision with probability of success at least $1-\epsilon$, one has to choose [6]

$$
\begin{equation*}
t=n+\lfloor\log (2+1 /(2 \epsilon))\rfloor, \tag{1.6.9}
\end{equation*}
$$

where $\rfloor$ denotes the floor function.

We will now loosen the restriction that we have to be able to prepare the exact eigenstate $|u\rangle$ of $U$ and assume that we can efficiently prepare some other state $\left|\Psi_{\text {init }}\right\rangle$ which can be expanded in the basis of eigenstates of $U$,

$$
\begin{equation*}
\left|\Psi_{\text {init }}\right\rangle=\sum_{u} c_{u}|u\rangle, \tag{1.6.10}
\end{equation*}
$$

where $\sum_{u}\left|c_{u}\right|^{2}=1$.
The key observation here is that the QPE algorithm can still be applied to the initial state described by Eq. 1.6.10), but will now give us information about the phases of all eigenstates that have a non-vanishing amplitude $c_{u} \neq 0$. Running the QPE algorithm with an input state $\left|0^{t}\right\rangle\left|\Psi_{\text {init }}\right\rangle$ will output a state close to $\sum_{u} c_{u}\left|\tilde{\varphi}_{u}\right\rangle|u\rangle$, where $\tilde{\varphi}_{u}$ is a good approximation to the phase $\varphi_{u}$. Reading out the first register will result in a good estimate of $\varphi_{u}$ with probability $\left|c_{u}\right|^{2}$, since we have not prepared an exact eigenstate, but rather the weighted superposition given by Eq. 1.6.10). This leads to the following corollary, which is the main motivation for finding 'good' initial/reference states $\left|\Psi_{\text {init }}\right\rangle$ which are both efficiently computable on classical computers and efficiently preparable on either NISQ or fault-tolerant quantum computers.

Corollary 1.6.0.1 (Preparing 'good' initial states). Given an input state $\left|\Psi_{\text {init }}\right\rangle$ as given by Eq. 1.6.10), if the number of qubits $t$ in the first register is chosen according to Eq. 1.6.9), then the probability $p_{\varphi_{u}}$ of measuring the phase $\varphi_{u}$ accurate to $n$ bits of precision at the conclusion of the algorithm is at least

$$
\begin{equation*}
p_{\varphi_{u}}=\left|c_{u}\right|^{2}(1-\epsilon) \tag{1.6.11}
\end{equation*}
$$

We have assumed a couple of subroutines in the QPE algorithm, most notably an oracle which efficiently implements the (controlled) unitary $U$ and one which prepares a good initial state $\left|\Psi_{\text {init }}\right\rangle$. In context of digital quantum simulation of physical systems, the former oracle will have to generate the time evolution operator $U=e^{-i H t}$, while the latter has to find an initial state with sufficient support on e.g. the ground state of the system. In the following section we will describe the currently most efficient quantum algorithm to accomplish the implementation of $U=e^{-i H t}$ which we employ in Chapter 2, whereas the issue of finding $\left|\Psi_{\text {init }}\right\rangle$ with an algorithm that can be executed efficiently on classical computers and whose result can efficiently be implemented on a quantum computer will be discussed in Chapters 2 and 3 .


Figure 1.4: Quantum circuit depicting the QPE algorithm. The upper block contains the first register of $t$ qubits, while the lower block is the second register containing as many qubits as necessary to store the state $\left|\Psi_{\text {init }}\right\rangle=|u\rangle=U_{\text {init }}|0\rangle$, or more generally the state described by Eq. 1.6.10). The inverse quantum Fourier transformation $\mathrm{FT}^{\dagger}$ is represented by a blackbox, whose specific form is given by the adjoint circuit of Fig. (1.3). We have highlighted two parts of the QPE circuit, the upper dashed box represents the part which realizes the phase-kickback, i.e. it encodes the phase information about $|u\rangle$ in the ancillary system (the first register). The lower dashed box highlights the operation which generates the initial state $|u\rangle$ out of the vacuum.

### 1.6.3 Hamiltonian simulation through linear combination of unitaries

In this section, we will give an introduction to the field of Hamiltonian simulation, more specifically, to the Linear Combination of Unitaries (LCU) method, which currently possesses the lowest T gate complexity ${ }^{30}$ for simulating the time evolution (i.o.w. the black box unitary that realizes $U=e^{-i H t}$ in the QPE of Fig. 1.4) of electronic structure-type Hamiltonians [100]. The content of this subsection is mainly based on the work presented in Ref. [101] . For a list of references of the field see e.g. Ref. [102], which also includes explicit quantum circuits for the various types of oracles - such as the PREPARE subroutine - which we assume in Section 2.3. An in-depth treatment of Hamiltonian sim-

[^20]ulation would go way beyond the scope of this thesis. In this section we will use the notation of Ref. [7], which will differ slightly from the notation used in Chapter 2, but the connection between them will become obvious from context. In Section 1.6.3, we shortly introduce the qubitization algorithm [100, 103, 104] for estimating the ground state energy of a Hamiltonian on an error-corrected quantum computer.

One of the central problems studied in quantum information science is to find quantum algorithms and their respective complexities that efficiently implement the unitary evolution of a quantum stat ${ }^{32}$. The number of known quantum algorithms that give an improvement in complexity over known classical algorithms is very small. This can be traced back to the fact that it is generally much harder to have intuition about algorithms based on quantum mechanics than over algorithms based on classical mechanics. Furthermore, once a quantum algorithm has been found that theoretically allows to carry out a certain task, it has to compete against all known classical algorithms, proving that it outcompetes every single one of them (and even combinations thereof). Manin and Feynman were among the first to argue that a quantum computer would allow one to overcome the exponential growth of the Hilbert space and thus provide us with a means to simulate certain classes of Hamiltonians [66, [67], a conjecture that was proven to be correct by Lloyd [105], who provided an efficient algorithm to simulate Hamiltonians of the form $H=\sum_{j=1}^{\eta} H_{j}$ through application of the Lie-product formula $e^{-i H t} \approx\left(e^{-i H_{1} t / r} \cdots e^{-i H_{\eta} t / r}\right)^{r}$ for large $⿷^{33}$ positive integers $r$ [106]. More precisely, Lloyd considered only Hamiltonians which can be written as a sum of tensor products that act non-trivially-i.o.w. not as the identity 1 -only on a small number $k$ of subsystems, known as $k$-local Hamiltonians. If a Hamiltonian has at most $d$ nonzero entries in any row or column, it is said to be $d$-sparse. $k$-local Hamiltonians are sparse. In the sparse Hamiltonian simulation problem, one is given access to the $d$-sparse Hamiltonian $H$ that acts on $n$ qubits. A black box (oracle) takes as input the row index $i$ and a number $j=1, \ldots, d$ and returns the position and the value of the $j$-th nonzero entry of $H$ in row i.

The objective of Hamiltonian simulation is to construct a circuit which implements the unitary time evolution $e^{-i H t}$ with error at most $\epsilon>0$ using as few queries to $H$ as possible (see Section 1.5 .3 for the definition of error in context of approximating a unitary operator). In addition, the number of additional two-qubit gates should be upper-bounded, mainly for practical purposes regarding experimental realization. The total number of queries to the oracle and additional two-qubit gates gives the time complexity of the Hamiltonian simulation. While there are subtle differences in the various approaches to Hamiltonian simulation, all state-of-the-art algorithms employ the linear combination of unitaries (LCU) which strictly improve all previous approaches based on product formulas. We will give an introduction to LCU in the following. We will state the most relevant definitions, theorems and lemmas required for the simulation of the time evolution operator $e^{-i H t}$ of a sparse Hamiltonian operator $H$ using the truncated Taylor expansion LCU method as introduced in Ref. [101] that forms the basis of Sections 2.3 and 2.B.

[^21]
## Preliminaries

The LCU algorithm's objective is to implement a unitary $V$ which can be written as a linear combination of efficiently ${ }^{34}$ implementable unitary gates $U_{i}, V=\sum_{i} a_{i} U_{i}$. We require the set of unitaries $U_{i}$ to be efficiently implemented in superposition, i.e. the map $U=\sum_{i}|i\rangle\langle i| \otimes U_{i}$ is efficiently implementable. It maps the state $|i\rangle|\psi\rangle$ to $|i\rangle U_{i}|\psi\rangle$. The coefficients $a_{i}$ are assumed to be real and positive, any phases can be absorbed in $U_{i}$. The LCU method also requires a second type of operation, which maps the state $\left|0^{m}\right\rangle$ (all $m$ qubits in the register are in the state $|0\rangle$ ) to $1 / \sqrt{a} \sum_{i} \sqrt{a_{i}}|i\rangle$, where $a=\sum_{i}\left|a_{i}\right|$. These two maps will later be referred to as the SELECT and PREPARE operations. Efficient quantum circuits for the implementation of SELECT and PREPARE are given in Ref. [102] and will not further be discussed. In the following we will give a short motivation of the working prinicples behind the LCU method. First, we define what is meant by a $p$-implementation of an operator.

Definition 1.6.1 ( $p$-implementation). Let $V$ be an operator acting on a total number of $n$ qubits and let $p \geq 0$. The unitary $W$ acting on $m+n$ qubits $p$-implements $V$, if for all $n$-qubit states $|\psi\rangle$, we have

$$
\begin{equation*}
W\left|0^{m}\right\rangle|\psi\rangle=\sqrt{p}\left|0^{m}\right\rangle V|\psi\rangle+\left|\Phi^{\perp}\right\rangle, \tag{1.6.12}
\end{equation*}
$$

where $\left|\Phi^{\perp}\right\rangle$ is an unnormalized state satisfying $\left(\left|0^{m}\right\rangle\left\langle 0^{m}\right| \otimes \mathbb{1}_{2^{n}}\right)\left|\Phi^{\perp}\right\rangle=0$.
By measuring the first register, one can then simply check whether one has exactly performed $V$, in which case all qubits will have to be in the state $|0\rangle\rangle^{35}$ The following lemma shows that any operator $V$ that can be expressed as a LCU can be $p$-implemented by a simple quantum circuit.

Lemma 1.6.1 ( $p$-implementation of $V$ ). Let $V=\sum_{i} a_{i} U_{i}$ be a $L C U$ with $a_{i}>0 \forall i$ and $A$ be the unitary matrix that maps $\left|0^{m}\right\rangle$ to $1 / \sqrt{a} \sum_{i} \sqrt{a_{i}}|i\rangle$, where $a=\sum_{i}\left|a_{i}\right|$ and let $U \equiv \sum_{i}|i\rangle\langle i| \otimes U_{i}$ and $p=1 / a^{2}$. Then $W \equiv A^{\dagger} U A$ satisfies $E q$. 1.6.12) for all states $|\psi\rangle$ and the unnormalized state $\left|\Phi^{\perp}\right\rangle$ satisfies $\left(\left|0^{m}\right\rangle\left\langle 0^{m}\right| \otimes \mathbb{1}_{2^{n}}\right)\left|\Phi^{\perp}\right\rangle=0$.

The first term on the right-hand side of Eq. 1.6.12) can be considered as the 'good' state, i.e. the one that one wishes to implement. Berry et al. [101] introduced a method that was able to boost the amplitude of the 'good' state by means of oblivious amplitude amplification. Essentially, given a unitary $W$ that $p$-implements a unitary $V$ following Eq. (1.6.12), oblivious amplitude amplification provides a $p^{\prime}>p$ implementation of $V$. What distinguishes oblivious amplitude amplification from regular amplitude amplification (see e.g. [107]) is that one has to be able to reflect about the state $|\psi\rangle$ in the latter, which cannot be done since $|\psi\rangle$ is unknown, whereas oblivious amplitude amplification requires no prior knowledge about $|\psi\rangle$.

Lemma 1.6.2 (Oblivious amplitude amplification). Let $W$ ( $V$ ) be a unitary matrix which acts on $n+m$ ( $n$ ) qubits ant let $\theta \in(0, \pi / 2)$. For any $|\psi\rangle$, we let

$$
\begin{equation*}
W\left|0^{m}\right\rangle|\psi\rangle=\sin (\theta)\left|0^{m}\right\rangle V|\psi\rangle+\cos (\theta)\left|\Phi^{\perp}\right\rangle, \tag{1.6.13}
\end{equation*}
$$

[^22]where $\left|\Phi^{\perp}\right\rangle$ satisfies $\Pi\left|\Phi^{\perp}\right\rangle=0$ with $\Pi \equiv\left(\left|0^{m}\right\rangle\left\langle 0^{m}\right| \otimes \mathbb{1}_{2^{n}}\right)$. Define $R \equiv 2 \Pi-\mathbb{1}_{2^{n+m}}$ and $S \equiv-W R W^{\dagger} R$. Then, for any $t \in \mathbb{Z}$, we have
\[

$$
\begin{equation*}
S^{t} W\left|0^{m}\right\rangle|\psi\rangle=\sin ((2 t+1) \theta)\left|0^{m}\right\rangle V|\psi\rangle+\cos ((2 t+1) \theta)\left|\Phi^{\perp}\right\rangle \tag{1.6.14}
\end{equation*}
$$

\]

From Lemma 1.6.2, it follows that for a specific choice of $\theta$, one can get an exact LCU algorithm, i.e. where $p=1$. This is the content of the following theorem.

Theorem 1.6.3 (Exact LCU algorithm). Let $V$ be unitary, such that $V=\sum_{i} a_{i} U_{i}$ is a linear combination of unitary matrices $U_{i}$ with $a_{i}>0 \forall i$. Let $A$ be the unitary matrix that maps $\left|0^{m}\right\rangle$ to $1 / \sqrt{a} \sum_{i} a_{i}|i\rangle$. Then, a quantum algorithm exists that performs the map $V$ exactly with $O(a)$ uses of the oracles $A, U=\sum_{i}|i\rangle\langle i| \otimes U_{i}$ and their respective inverses.

This result can be also extended to the important case, where $\tilde{V}$ is the desired matrix one wants to implement, but it is no longer unitary, but rather satisfies $\|V-\tilde{V}\| \leq \delta$ (we call this $\tilde{V}$ being $\delta$-close to $V$ ) for some unitary $V, \delta>0$ and where

$$
\|A\|=\max \left(\sqrt{\operatorname{eig}\left(A^{\dagger} A\right)}\right)
$$

denotes the spectral norm. In that case, an analogous version to Theorem 1.6 .3 exists.
Theorem 1.6.4 (Approximate LCU algorithm). Let $\tilde{V}$ be a matrix that is $\delta$-close to some unitary in spectral norm, such that $\tilde{V}=\sum_{i} a_{i} U_{i}$ is a linear combination of unitary matrices $U_{i}$ with $a_{i}>0 \forall i$. Let $A$ be the unitary matrix that maps $\left|0^{m}\right\rangle$ to $1 / \sqrt{a} \sum_{i} \sqrt{a_{i}}|i\rangle$. Then there exists a quantum algorithm that performs the map $\tilde{V}$ with error $O(a \sqrt{\delta})$ and makes $O(a)$ uses of $A, U \equiv \sum_{i}|i\rangle\langle i| \otimes U_{i}$ and their inverses.

If $a$ is a constant (which it will be for the Coulomb matrix elements we discuss in Section $2.2-a$ is called $\lambda$ in Chapter 22), the following corollary follows from Theorem 1.6.4.

Corollary 1.6.4.1. Let $\tilde{V}$ be a matrix that is $\delta$-close to some unitary in spectral norm, such that $\tilde{V}=\sum_{i} a_{i} U_{i}$ is a linear combination of unitary matrices $U_{i}$, where a is constant, i.e. $a=O(1)$ and any unitary $U_{i}$ requires at most $q$ queries to perform. Then the map $\tilde{V}$ can be performed with error $O(\sqrt{\delta})$ using $O(q)$ queries.

These theorems, lemmas and corollaries lay the foundation for the simulation of sparse Hamiltonians.

## Hamiltonian simulation

We consider a Hamiltonian $H$ which is the sum of $m$ unitaries $U_{j}$ and its evolution for a time $t=1 / m$. Note that $U_{m}$ is not required to be Hermitian, but it will be whenever $H$ is a physical Hamiltonian of interacting fermions in the spin-basis (i.e. when $H$ is represented as a sum of products of Pauli operators through the Jordan-Wigner transformation, which is discussed in Section 2.2.4). The desired operator we wish to implement is

$$
\begin{equation*}
V=e^{-i H t / m}=e^{-i \sum_{j} U_{j} / m} \tag{1.6.15}
\end{equation*}
$$

By using the definition of the matrix exponential, one can write $V$ as a linear combination of unitary matrices. Truncating the series after $k$ terms gives

$$
\begin{equation*}
\tilde{V}=\sum_{l=0}^{k} \frac{1}{l!m^{l}}\left(-i \sum_{j} U_{j}\right)^{l} \tag{1.6.16}
\end{equation*}
$$

The error caused by this truncation of the Taylor series is at most $\delta=\|V-\tilde{V}\|<1 /(k!)$. One can show that the following lemma follows from Corollary 1.6.4.1.

Lemma 1.6.5. Let $H=\sum_{j=1}^{m} U_{j}$ be a Hamiltonian, where each $U_{j}$ is unitary and costs $O(1)$ queries to implement. Then the unitary $e^{-i H / m}$ can be implemented up to error $\epsilon$ with query complexity $O\left(\frac{\log (1 / \epsilon)}{\log (\log (1 / \epsilon))}\right)$. Thus for $t \geq 1 / m$, the unitary $e^{-i H t}$ can be implemented up to error $\epsilon$ with query complexity $O\left(m t \frac{\log (m t / \epsilon)}{\log (\log (m t / \epsilon))}\right)$.

Lemma 1.6 .5 can in principal be used to simulate any Hamiltonian, since they can always be written as a LCU. The problem however is, that these unitaries $U_{j}$ have to be efficiently implementable and that $a=\sum_{i} a_{i}$ should be a small number. In order to handle arbitrary sparse Hamiltonians, Ref. [101] introduces a method that decomposes the Hamiltonian into a in general much larger sum of 1-sparse Hamiltonians and then decompose the latter into a linear combination of unitaries with eigenvalues $\pm 1$. We will encounter this strategy again in Appendix 2.B.

Lemma 1.6.6. If $H$ is a d-sparse Hamiltonian, there exists a decomposition $H=\sum_{j=1}^{d^{2}} H_{j}$ where each $H_{j}$ is 1-sparse and a query to any $H_{j}$ can be simulated with $O(1)$ queries to $H$.

Using the following lemma, one can decompose a 1-sparse Hamiltonian $G$ into a sum of $O\left(\|G\|_{\max } / \gamma\right)$ unitary Hamiltonians $G_{j}$ up to error $O(\gamma)$.

Lemma 1.6.7. For any 1-sparse Hamiltonian $G$ and precision $\gamma>0$, there exist $O\left(\|G\|_{\max } / \gamma\right)$ unitary sparse Hamiltonians $G_{j}$ with eigenvalues $\pm 1$ such that $\| G-$ $\gamma \sum_{j} G_{j} \| \leq 3 \gamma$.

Lemma 1.6.7 leads to the following important theorem for the simulation of sparse Hamiltonians.

Theorem 1.6.8 (Sparse Hamiltonian simulation). A d-sparse Hamiltonian $H$ can be simulated for time $t$ with error at most $\epsilon$ using $O\left(\tau \frac{\log (\tau / \epsilon)}{\log (\log (\tau / \epsilon))}\right)$ queries, where $\tau=d^{2}\|H\|_{\max } t \geq 1$.

The dominant source of error for the sparse Hamiltonian simulation is here due to the truncation of the Taylor series expansion of the matrix exponential. Importantly, it was shown that the dependence of the query complexity in Theorem 1.6 .8 on the error $\epsilon$ is tight up to constant factors to the lower bound, which was shown to require $\Omega\left(\frac{\log (1 / \epsilon)}{\log (\log (1 / \epsilon))}\right)$ discrete queries to obtain error at most $\epsilon$. Theorem 1.6.8 with Lemma 1.6.7 give the principal idea behind the Hamiltonian simulation method used in Section 2.3, see also Chapter 4.4. of Ref. [50].

## Qubitization algorithm

One of the drawbacks of the algorithm presented here is that it requires the use of oblivious amplitude amplification. Such modern Hamiltonian simulation methods aiming at simulating $e^{-i H t}$, including signal processing [108] and the qubitization algorithm [109], have achieved the provable optimal scaling in the number of queries to a certain primitive. There are however encodings other than $e^{-i H t}$ which can be used if one only is interested in sampling the spectrum of a Hamiltonian $H$. The motivating principle here is that in order to simulate a quantum system, it is not necessary to imitate nature, a quantum computer can sometimes employ routes that are physically inaccessible [110]. One such encoding is described in Ref. [100] which is based on the work of Refs. [103, 104 ] where it was suggested to perform phase estimation on a quantum walk operator $\mathcal{W}(H)=e^{ \pm i \arccos (H / \lambda)}$ instead. The steps of the quantum walk can be performed exactly (it avoids i.a. the error due to the truncation of the Taylor expansion of the time evolution operator in Eq. 1.6.16) and lead to eigenvalues $\pm e^{ \pm i \arcsin \left(E_{k} / \lambda\right)}$ which are isomorphic to $E_{k}$, where $E_{k}$ is the $k$-th eigenvalue of $H$. We will use the quantum walk algorithm in Sections 2.3 and 2.B. For our purposes, it is sufficient to know that the quantum walk algorithm is also based on the use of the SELECT and prepare oracles. The interested reader should consider Ref. [100] for a more detailed explanation of the employed algorithm.

## Section 1.7

## The quantum Hall effect

The classical Hall effect was discovered in 1879 by Edwin Hall [111]. It describes how a voltage builds up which is transversal both to the direction of an electrical current in a conductor and to a magnetic field that is perpendicular to the current. This voltagebuildup is a result of the charge carriers being under the influence of the Lorentz force. In the following, we will motivate the expected classical behavior of the resistivities when a electric field $\mathbf{E}$, which is the longitudinal resistivity $\rho_{x x}$ and the behavior of the $\rho_{x y}$ which is transversal to $\rho_{x x}$ in the plane. We will make use of the Drude model [112], which was designed to predict the charge transport of electrons in materials following a model. Drude himself was aware that his theory would most likely not be able to explain all observed phenomena in experiments [112], and we will see how the QHE experiments' findings differ from the classically expected behavior below. The derivations for the conductivity and resistivity below are adapted from Ref. [8].

### 1.7.1 The classical model

The Drude model assumes that the metal is made up of positively charged ions, where a number of free electrons are detached from. These electrons are called free since one assumes that the Valence levels of a certain atom has a non-negligible overlap with the other atoms' potentials, making it possible for the electrons to move around the material. There are a number of strong assumptions made, such as the negligence of long-range electron-electron, or electron-ion interactions, and the only interaction considered is that of electrons with the ions due to instantaneous collisions. The nature of the collisions is not of importance. The forces of the electron are due to the Lorentz force [113] and the material properties which hinder the electrons' motion are summarized in a linear friction term. For a given electric (magnetic) field $\mathbf{E}(\mathbf{B})$, electron charge $e$ and electron mass $m$, the equations of motions within the Drude model are given by

$$
\begin{equation*}
m \frac{d^{2} \mathbf{x}}{d t^{2}}=-e \mathbf{E}-e \frac{d \mathbf{x}}{d t} \times \mathbf{B}-\frac{m}{\tau} \frac{d \mathbf{x}}{d t} \tag{1.7.1}
\end{equation*}
$$

where $\tau$ is a friction term known as the scattering time - which can be thought of as the average time between collisions - and the current density $\mathbf{J}$ is linearly proportional to the velocity of the electron,

$$
\begin{equation*}
\mathbf{J}=-n e \frac{d \mathbf{x}}{d t} \tag{1.7.2}
\end{equation*}
$$

where $n$ is the density of charge carriers. We search for solutions of Eq. 1.7.1) where $\frac{d^{2} \mathbf{x}}{d t^{2}}=0$, which leads to

$$
\begin{equation*}
-\frac{1}{n e} \mathbf{J}-\frac{\tau}{m n} \mathbf{J} \times \mathbf{B}=-\frac{e \tau}{m} \mathbf{E} \tag{1.7.3}
\end{equation*}
$$

We let the movement of the electrons be restricted to the $x y$-plane, the magnetic field of magnitude $B=|\mathbf{B}|$ pointing in the $z$ direction and define the cyclotron frequency
$\omega_{B}=\frac{e B}{m}$. Then, the equilibrium condition can be written in matrix notation as

$$
\begin{equation*}
\mathbf{J}=\sigma \mathbf{E} \tag{1.7.4}
\end{equation*}
$$

which is known as Ohm's law [114], where

$$
\sigma=\left(\begin{array}{cc}
\sigma_{x x} & \sigma_{x y}  \tag{1.7.5}\\
-\sigma_{x y} & \sigma_{x x}
\end{array}\right)=\frac{n e^{2} \tau}{m}\left(\begin{array}{cc}
1 & \omega_{B} \tau \\
-\omega_{B} \tau & 1
\end{array}\right)^{-1}=\frac{\sigma_{\mathrm{DC}}}{1+\omega_{B}^{2} \tau^{2}}\left(\begin{array}{cc}
1 & -\omega_{B} \tau \\
\omega_{B} \tau & 1
\end{array}\right)
$$

is known as the conductivity tensor and $\sigma_{\mathrm{DC}}=\frac{n e^{2} \tau}{m}$ is the conductivity in absence of the magnetic field. The off-diagonal elements in Eq. (1.7.5) are responsible for the classical Hall effect. The resistivity $\rho$ is defined as the inverse of the conductivity,

$$
\rho=\sigma^{-1}=\left(\begin{array}{cc}
\rho_{x x} & \rho_{x y}  \tag{1.7.6}\\
-\rho_{x y} & \rho_{x x}
\end{array}\right)=\frac{1}{\sigma_{\mathrm{DC}}}\left(\begin{array}{cc}
1 & \omega_{B} \tau \\
-\omega_{B} \tau & 1
\end{array}\right) .
$$

Most notably, the off-diagonal elements

$$
\begin{equation*}
\rho_{x y}=\frac{\omega_{B} \tau}{\sigma_{\mathrm{DC}}}=\frac{B}{n e} \tag{1.7.7}
\end{equation*}
$$

are independent of the scattering effects taking place in the probe, hinting that it captures a fundamental property of the material rather then of the impurities responsible for the scattering. Another peculiar property of the off-diagonal part is that in two dimensions, the transversal resistance $R_{x y}$ (which is the quantity measured in experiments - it depends on the geometry of the probe) and the transversal resistivity coincide, $R_{x y}=\rho_{x y}$. The longitudinal resistivity is given by

$$
\begin{equation*}
\rho_{x x}=\frac{m}{n e^{2} \tau} . \tag{1.7.8}
\end{equation*}
$$

In the Drude model, a current flowing in the $x$ direction within a magnetic field in the $z$-directions, charges accumulate at the edges of the probe, building up an electric field $E_{y}$ in the $y$-direction. The associated resistance,

$$
\begin{equation*}
R_{H}=-\frac{E_{y}}{J_{x} B}=\frac{1}{n e}, \tag{1.7.9}
\end{equation*}
$$

is called the Hall coefficient and it only depends on the charge and the density of the conducting particles, i.e. the microscopic properties of the material and not on the "dirt" (i.e. the friction term) located in the sample.

From Eqs. 1.7.7)- 1.7.8, it follows that, within the classical picture of the Drude model, one expects the longitudinal resistivity $\rho_{x x}$ to be constant and the transversal resistivity $\rho_{x y}$ to be increasing linearly w.r.t. the magnetic field strength $B$, as sketched in Fig. 1.5


Figure 1.5: Classical expectation of the behavior of the transversal (longitudinal) resistivities $\rho_{x y}\left(\rho_{x x}\right)$ w.r.t. an applied transversal magnetic field $B$.

### 1.7.2 The discovery of the quantum Hall effect

In 1980, about a century after the discovery of the Hall effect, as experiments were able to go to lower temperatures and thus entering the quantum regime, it was reported by von Klitzing et al. [115] that instead of the behavior of the resistivities displayed in Fig. 1.5 . the transversal resistivity $\rho_{x y}$ was observed to be constant over finite ranges of the applied magnetic field before jumping to another plateau,

$$
\begin{equation*}
\rho_{x y}=\frac{h}{e^{2}} \frac{1}{\nu}, \tag{1.7.10}
\end{equation*}
$$

where $\nu$ was found to be an integer to extraordinarily high precision, namely to one part in a billion. By comparison, the density required to get the measured value of the resistivity at the $\nu$-th plateau is $n=\frac{B \nu}{\Phi_{0}}$, where $\Phi_{0}=\frac{h}{2}$ is the flux quantum. The constant $h / e^{2}$ is also known as the von Klitzing constant and is recognized as the resistance quantum. The observation of integer-valued plateaus of the transversal resistivity is known as the Integer Quantum Hall effect (IQHE). On the respective plateaus, the longitudinal resistivity $\rho_{x x}$ vanishes, while displaying sharp peaks whenever $\rho_{x y}$ jumps to another plateau. This behavior can be clearly seen in Fig. 1.6, where two plateaus of $\rho_{x y}$ and two dips in $\rho_{x x}$ are visible. The fact that $\rho_{x x}$ is not constant in these plots is due to the fact that a voltage has to be applied in order to keep the current flowing in the longitudinal direction. Quantization is well known to appear in quantum systems on a microscopic level, however the quantization observed here is that of an emergent, macroscopic property of a "dirty" sample involving billions of fundamental particles, constituting a so-called quantum liquid. The theoretical explanation of the IQHE is well understood, it requires the concept of Landau levels ${ }^{36}$, which are discussed in Section 2.2.1, in order to explain the values at which the plateaus appear and Anderson localization due to local random potentials ("dirt") for explaining the persistence of these plateaus over a finite range of the magnetic field. Its explanation does, however, not require to take into account the Coulomb interactions between the electrons.

The notion that the behavior of Eq. 1.7.10 would only be observed for integer valued $\nu$ was quickly refuted by the discovery of a plateau at fractional filling $\nu=1 / 3$ by Tsui et al. [117] in 1982 in probes with reduced disorder. They observed plateaus at $\nu=1$ and $\nu=1 / 3$ (see Fig. 1.6 , to be compared with the behavior as predicted by a classical theory as sketched in Fig. 1.5), which lead to a plethora of additional discoveries of other plateaus at various filling factors [118]. This is known as the Fractional Quantum Hall Effect (FQHE). The appearance of the FQHE requires an hierarchy of energy scales which is roughly given by [8, 9]

$$
\begin{equation*}
\hbar \omega_{B} \gg E_{\text {Coulomb }} \gg V_{\text {disorder }}, \tag{1.7.11}
\end{equation*}
$$

where $E_{\text {Coulomb }}$ and $V_{\text {disorder }}$ is the strength of the Coulomb interaction and the disorder, respectively ${ }^{37}$. Therefore, the effect of Coulomb interactions between the electrons plays
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Figure 1.6: Experimental data of Ref. [117] showing the transversal and longitudinal resistivities $\rho_{x y}$ and $\rho_{x x}$ for a GaAs-AlGaAs sample. For an electron density of $n=1.23 \times 10^{11} /(\mathrm{cm})^{2}$, a plateau at $\nu=n h /(e B)=$ $1 / 3$ becomes visible at temperatures $T<0.5 \mathrm{~K}$, the first reported observation of the FQHE. Also clearly visible is an IQHE plateau at $\nu=1$. In the lower part of the figure, one can see the dips in the longitudinal resistivity whenever a jump to another plateau happens. The fact that $\rho_{x x}$ is not constant but grows linearly is due to the fact that a voltage is applied in longitudinal direction to keep the current alive in the probe. Reprinted with kind permission of the American Physical Society under license number RNP/20/MAR/023933.
a crucial role in its explanation ${ }^{38}$ which makes it well-suited to be studied on a quantum computer, as argued in Section 1.1 .

Almost all discovered plateaus were observed at odd denominator filling fractions, while the mechanism behind the even denominator plateau at $\nu=5 / 2$ is to this day still not understood [119]. Robert Laughlin provided a trial wave function for the ground state of a FQH system at filling $\nu=1 / m$, with $m$ being an odd integer [120], while Moore and Read proposed a wave function describing the $\nu=5 / 2$ FQH state [121]. These wave functions are not ground states of the QHE Hamiltonian, but rather ground states of different, so-called parent Hamiltonians [122-124]. One of the main impacts the FQHE had on physics, was that it provided an example of a correlated phase that violates both of Landau's paradigms and did not fit into the then established paradigms of condensed matter theory [125]. More precisely, the FQHE breaks with the two main concepts of Landau's Fermi Liquid theory [126] which describes the behavior of electrons in a metal at sufficiently low temperatures. The first concept of Landau's theory is that the electron can be viewed as a quasiparticle excitation above the quantum ground state of the many particle system. In the FQHE, the electron does not retain its integrity as a quasiparticle excitation, since excitations out of a FQHE ground state possess fractional charge [120, 127, 128]. The second paradigm of Landau's Fermi Liquid theory is that of the local order parameter to classify and distinguish phases of matter. The FQHE also breaks with this second paradigm, as its phases display a certain kind of order that is not captured by a local Landau order parameter, but the order has to be rather seen as a global property of the many-electron ground state wave function [129, 130]. The QHE was the first system that displayed non-trivial topological quantum states in an experiment [125, 131], which are believed to be a platform for topological quantum computing [34, [55], an architecture which would implement quantum error-correction on a hardware level.

The microscopic origin of the FQHE is a major research area of modern condensed matter theory, whose goal is to identify simple emergent principles that provide a theory which can unify, predict, explain and compute the structures that emerge when many particles interact in the system at hand [132]. While it is not clear whether a quantum computer will be helpful for all these tasks, it will provide a means to test theories beyond what would be possible on a classical computer (for reasons outlined in Section 1.1) and will be discussed in more detail in Chapter 2.
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## Chapter 2

## RoADMAP FOR QUANTUM SIMULATION OF THE <br> fractional quantum Hall effect

A major motivation for building a quantum computer is that it provides a tool to efficiently simulate strongly correlated quantum systems. In this work, we present a detailed roadmap on how to simulate a two-dimensional electron gascooled to absolute zero and pierced by a strong transversal magnetic field-on a quantum computer. This system describes the setting of the Fractional Quantum Hall Effect (FQHE), one of the pillars of modern condensed matter theory. We give analytical expressions for the two-body integrals that allow for mixing between $N$ Landau levels at a cutoff $M$ in angular momentum and give gate count estimates for the efficient simulation of the energy spectrum of the Hamiltonian on an error-corrected quantum computer. We then focus on studying efficiently preparable initial states and their overlap with the exact ground state for noisy as well as errorcorrected quantum computers. By performing an imaginary time evolution of the covariance matrix we find the generalized Hartree-Fock solution to the many-body problem and study how a multi-reference state expansion affects the state overlap. We perform small-system numerical simulations to study the quality of the two initial state Ansätze in the Lowest Landau Level (LLL) approximation.

## Section 2.1

## INTRODUCTION AND OVERVIEW

Feynman's conjecture that quantum computers could provide a means for efficiently simulating other quantum systems was proven by Lloyd in 1996 [105], where a simulation is considered to be efficient, if the computational cost scales at most polynomially with the system size. The following year, Abrams and Lloyd [133] showed how a fermionic quantum system could be simulated on such a device in either first or second quantization. 25 years after the proposal of quantum computing [67, 134], Aspuru-Guzik et al. [69] demonstrated that the calculation time for the energy of atoms and molecules scales polynomially using quantum algorithms given an initial state with sufficient support on the desired eigenstate. This provided the initial spark to ignite a plethora of studies on molecular electronic systems using quantum computers (see e.g. [135] for a recent summary). Until then, quantum computing was more famously known for being able to break RSA-encryption [71] but with the proposed simulation of quantum mechanical systems, quantum computing gained a lot of interest across various fields.

While the study of strongly correlated fermionic systems has been advocated as a strong suit for quantum computers, one of its most prominent phenomena, the FQHE, has so far been rather sparsely covered 1. This effect occurs when electrons are confined to two dimensions ${ }^{2}$, cooled to near absolute zero and are subject to a strong transversal magnetic field. The FQHE manifests itself by a quantization of the Hall conductance over a finite range of the applied magnetic field for certain electron densities and led to various theories and proposed new quasiparticles, such as composite fermions, aimed at describing the observed patterns [9]. The plateaus appear at integer or fractional values of $e^{2} / h$ (where $e$ is the electron charge and $h$ is Planck's constant) and while the integer value plateaus can be well explained by Landau quantization and the effect of disorder (without having to take into account interactions), the Coulomb interaction between electrons plays a key role for the understanding of the observation of plateaus at fractional values of $e^{2} / h$. Deriving a microscopic theory to explain the fractional plateaus is an active field of research in condensed matter physics. It is believed that quasi-hole and -particle excitations of the ground state of Fractional Quantum Hall (FQH) systems display anyonic statistics, which form the building blocks of a topological quantum computer [36].

It is not known whether a quantum computer will help us find underlying universal principles that enable us to explain the phenomena of the simulated correlated quantum system. However, a quantum computer does provide a tool to test such theories against exact and approximate solutions for system sizes far beyond what any classical computer will be able to simulate. Our aim is to give an $a b$-initio roadmap that paves the way towards a digital quantum simulation of FQH systems.

We will consider two different types of quantum computers, on the one hand those

[^25]Table 2.1: List containing all abbreviations used in this chapter.

| Abbreviation |  |
| :---: | :--- |
| FQH(E) | Fractional Quantum Hall (Effect) |
| (L)LL | (Lowest) Landau Level |
| NISQ | Near Intermediate-Scale Quantum |
| VQE | Variational Quantum Eigensolver |
| LCU | Linear Combination of Unitaries |
| FGS | Fermionic Gaussian State |
| CM | Covariance Matrix |
| ASCI | Adaptive Sampling Configuration Interaction |
| FCI | Full Configuration Interaction |

which are error-corrected and potentially able to perform millions of gate operations and on the other hand those available today, i.e. error-prone quantum processors, which are limited to execute quantum operations well within their coherence times.

Within the context of error-corrected quantum computers, we study the scaling of current state-of-the-art quantum algorithms based on the Linear Combination of Unitaries (LCU) method, which is designed to compute the energy spectrum of a given Hamiltonian $H$ to desired precision $\Delta E$ [137]. These quantum algorithms realize a unitary alternative to the usual time evolution operator [138] of the quantum phase estimation algorithm [139] and allow one to efficiently extract information about the Hamiltonian's spectrum.

While the quantum phase estimation algorithm has a theoretically proven exponential speedup in sampling a Hamiltonian or eigenvalue sampling of a unitary matrix generated by the exponential of a sparse matrix, current and near-term quantum computers are not fault-tolerant and applying the quantum phase estimation algorithm is impossible due to the tremendous amount of gate operations that need to be applied coherently. On the other hand, algorithms which are applicable to Noisy Intermediate-Scale Quantum (NISQ) [78] devices, i.e. non-error-corrected quantum computers-such as the Variational Quantum Eigensolver (VQE) [79, 80] -are restricted to coherence time limited circuit depths and are of heuristic nature. Such heuristic algorithms are intuitively compelling and capable of systematic refinement, but lack rigorous bounds on their performance $3^{3}$,

A large part of our work will focus on finding an initial state $\left|\Psi_{\text {init }}\right\rangle$ (sometimes also called a trial-, or reference state) which approximates the ground state $\left|\Psi_{0}\right\rangle$ of $H$. We restrict ourselves to initial states which are efficiently computable on a classical- and efficiently preparable on a quantum computer and need to possess a non-vanishing overlap with the desired eigenstate of the Hamiltonian. We engage in the task of finding an initial state which would serve as the starting point of a given quantum algorithm to approximate the ground state of the Hamiltonian describing the FQH system and how one could then extract physically meaningful properties from it, e.g. by means of computing the oneand two-particle correlation functions. The problem of finding an initial state $\left|\Psi_{\text {init }}\right\rangle$ with above mentioned prerequisites has largely been ignored in literature and has only recently been studied thoroughly for a variety of electronic systems [40], with the exception of FQH systems. Such initial states are not only of interest for NISQ algorithms, but also for quantum-error-corrected algorithms such as in Refs. [100, 142].

[^26]Table 2.2: This table lists and explains the most important symbols appearing in the main text and refers to their respective definitions and appearances in the last column.

| Symbol | Explanation | Equation |
| :---: | :---: | :---: |
| $O(f(x))$ | Limiting behaviour of a function $f(x)$ for large values of $x$ |  |
| $\tilde{O}(f(x))$ | Limiting behaviour of a function $f(x)$ for large values of $x$ suppressing polylogarithmic factors |  |
| H | System Hamiltonian (both in first and second-quantized representation) $H=H_{1}+H_{2}$, where $H_{1}$ contains all single particle terms and $H_{2}$ contains all interaction terms between particles | $\begin{aligned} & 2.2 .1] \\ & {[2.3 .1],(2.2 .9),} \\ & \hline 2.4 .4 \end{aligned}$ |
| $\left\|\Psi_{0}\right\rangle$ | Exact ground state energy of the system Hamiltonian $H$ |  |
| $\left\|\Psi_{\text {init }}\right\rangle$ | Initial state / reference state that approximates $\left\|\Psi_{0}\right\rangle$ |  |
| $N$ | Denotes largest considered Landau level (LL). Individual LLs are indexed by $P_{1}=0,1, \ldots, N$ |  |
| M | Denotes cutoff in angular momentum, individual angular momenta are indexed by $P_{2}=0,1, \ldots, M$ |  |
|  | Number of spin-orbitals - in numerical simulations one chooses $N \ll M$ Number of electrons |  |
| $\mathbf{P}, \mathbf{Q}, \mathbf{R}, \mathrm{S}$ | Quantum number tuples, $\mathbf{P}=\left(P_{1}, P_{2}\right), \ldots, \mathbf{S}=\left(S_{1}, S_{2}\right)$, we use the notation $P_{\Sigma}=P_{1}+P_{2}$ |  |
| $\psi_{\mathbf{p}}(\mathbf{r})$ | Single particle wave function, depending on $\mathbf{P}$ and particle coordinate $\mathbf{r}$, eigenfunctions of $H_{1}$ | 2.2.5 |
| $f_{\text {PQ }}$ | One-body Hamiltonian coefficients of $H_{1}$ in second-quantized representation | 10], 2.2 .8 |
| $h_{\text {PQRS }}$ | Coulomb-matrix elements of $\mathrm{H}_{2}$ in second-quantized representation | 2.2.11] |
| $h_{\text {PQR }}^{(i)}$ | Coulomb-matrix elements for case (i) where $P_{2}-S_{2} \geq 0$-case (ii) $P_{2}-S_{2}<0$ follows from symmetry | 2.2.19 |
| $c_{\mathbf{P}}, c_{\mathbf{P}}^{\dagger}$ | Fermionic annihilation and creation operators satisfying the anticommutation relations | 2.9), 2.4.4 |
|  | Lauricella function (here, a finite hypergeomet | .20], 2.2 .22 |
| $(\lambda)_{n}$ | Pochhammer symbol (also known as rising factorial), result of division of two Gamma functions | 2.2.21 |
| $R_{d}$ | Radius of simulated 2D disk. Describes the disk boundary due to the cutoff in angular momenta at $M$ | 2.2.27 |
| $\nu$ | Filling factor, defined as the number of electrons per flux quantum penetrating the disk | 30 |
| $M_{m n}^{l}$ | Coulomb matrix elements in the LLL approx., identical to $h_{\text {PQRS }}$ for $P_{1}=Q_{1}=R_{1}=S_{1}=0$ | 2.2.31 |
| $l, m, n$ | Coefficients of $M_{m n}^{l}$, corresponding to $l=P_{2}-S_{2}, m=S_{2}$ and $n=Q_{2}$ |  |
| $\Sigma$ | Number of non-zero terms of the system Hamiltonian $H$ in Jordan-Wigner representation, $\Sigma \propto L$ | 2.2.37 |
| $L$ | Two meanings: Either number of terms in LCU expansion, or number of determinants in ASCI state | 2.3.1, 2.4.17 |
| $U_{\ell}$ | Unitary matrices from the linear combination of unitaries (LCU) method | 2.3.1 |
| $\omega_{\ell}$ | Coefficients of the LCU method, related to Hamiltonian coefficients, $H=\sum_{\ell} \omega_{\ell} U_{\ell}$ | 2.3 .1 |
| $\lambda$ | Sum of absolute values of all $\omega_{\ell}$ values. Important for determining complexity of LCU method | 2.3 .1 |
| Elect | Oracle of LCU method efficiently implementing the $U_{\ell}$ in superposition | 2.3.2 |
| Prepare | Oracle of LCU method generating a linear combination of states indexed by $\ell$ and weighted by $\omega_{\ell} / \lambda$ | 2.3.3 |
| $C_{S}, C_{P}$ | Gate complexity of Select and prepare oracles | 2.3 .4 |
| $\Delta E$ | Target precision of the energy in phase estimation | 2.3 .5 |
| $\Gamma$ | Covariance matrix (CM) characterizing the FGS | 2.4 .3 |
| $f_{p q}, h_{p q r s}$ | One- and two-body coefficients of $H$ (the latter being chosen to fulfill Eq. 2.4.5) in LLL | 2.4 .4 |
| $h_{m}(\Gamma), E$ cdtes, ${ }^{\text {tdt }}$ ( | Mean-field matrix of system Hamiltonian $H$ and corresponding mean-field energy | 2.4.10, 2.4.12 |
| cdtes, tdtes | Number of core- and target-space determinants of ASCI algorithm |  |
| $C_{i}$ | Expansion coefficients of the ASCI algorithm | 2.4.17 |
| $\left\|D_{i}\right\rangle$ | Expansion determinants of the ASCI algorithm | 2.4.17 |
| $A_{i}$ | Perturbed wave functions amplitudes over all single and double excitations in ASCI | 2.4.18 |

This work is structured as follows. In Section 2.2 we present the Hamiltonian of interacting electrons in a disk geometry pierced by a strong magnetic field. We provide efficiently computable analytical expressions for the two-body coefficients of the Hamiltonian in second quantization and describe how this Hamiltonian can be mapped from the fermionic to the spin basis using the Jordan-Wigner transformation. In Section 2.3, we present an efficient strategy for simulating the FQHE on an error-corrected quantum computer using a quantum algorithm proposed in Ref. [143] based on the LCU method [137]. In Section 2.4 we discuss the classically efficient computation of initial states from the family of Fermionic Gaussian States (FGS), which can be implemented on NISQ devices. We extend our discussion by including a multi-reference state approach suited for error-corrected quantum computers, which is based on linear combination of Slater determinants using a state-of-the-art quantum chemistry algorithm [40]. The results of the numerical simulations are presented in Section 2.5, where we compare fidelities of the respective initial state and the actual ground state $\left|\Psi_{0}\right\rangle$ for small system sizes (which corresponds to the typical size of current cloud-based quantum computing hardware). In Section 2.6 we discuss possible avenues one could explore in order to improve the FQH Hamiltonian model. We sum up our findings in Section 2.7. The Appendix provides further details mainly on the derivations of the Coulomb matrix elements, an alternative Hamiltonian simulation strategy based on the self-inverse matrix decomposition strategy of [144], the equations of motion for the imaginary time evolution of the Covariance Matrix (CM), and helpful relations for the implementation of the multi-reference state approach. We provide a list of the main abbreviations in Table 2.1 and of symbols used throughout the main text in Table 2.2.

The first draft on the topic of Hamiltonian simulation in Section 2.3 and Appendix 2.B was written by Ryan Babbush, who also proposed the idea of exploiting the fact that we derived a closed form for the coefficients using an alternative approach [50, 144], while the author contributed the numerical simulation results for the complexity analysis. The current versions of Section 2.3 and Appendix 2.B have been written by the author based on the joint work on Hamiltonian simulation with Ryan Babbush.

## Section 2.2

## System Hamiltonian

This Section presents the considered Hamiltonian of electrons under Coulomb repulsion in a strong magnetic field. We present analytical solutions in symmetric gauge disk geometry for the one- and two-body matrix elements of the second-quantized Hamiltonian which allows for Landau Level (LL) mixing. A similar result has been reported for a spherical geometry in [145].

We introduce Landau levels and the single-particle basis states in Section 2.2.1. Section 2.2.3 presents the system Hamiltonian in the LLL which is the setting of our numerical simulations. We conclude this section by showing how to map the fermionic Hamiltonian through the Jordan-Wigner transformation to a spin Hamiltonian in Section 2.2.4

### 2.2.1 The Hamiltonian in first quantization

We analyze a two-dimensional electron gas in the $x-y$ plane with no disorder and in a strong magnetic field $\mathbf{B}=(0,0, B)^{T}$ allowing for discarding the spin degrees of freedom. It is described by the Hamiltonian (9]

$$
\begin{equation*}
H=H_{1}+H_{2}, \tag{2.2.1}
\end{equation*}
$$

that is the sum of the single-particle terms

$$
\begin{equation*}
H_{1}=\sum_{j} \frac{1}{2 m_{b}}\left(-i \hbar \nabla_{j}+\frac{e}{c} \mathbf{A}\left(\mathbf{r}_{j}\right)\right)^{2}, \tag{2.2.2}
\end{equation*}
$$

and the two-particle interactions described by

$$
\begin{equation*}
H_{2}=\frac{e^{2}}{\epsilon} \sum_{j<k} \frac{1}{\left|\mathbf{r}_{j}-\mathbf{r}_{k}\right|} \tag{2.2.3}
\end{equation*}
$$

Eq. 2.2.2 describes the energy of the electrons with effective band mass $m_{b}$ in absence of interactions and in a constant magnetic field $\mathbf{B}=\boldsymbol{\nabla} \times \mathbf{A}$. We use the vector potential in symmetric gauge [9]

$$
\begin{equation*}
\mathbf{A}=\frac{\mathbf{B} \times \mathbf{r}}{2} \tag{2.2.4}
\end{equation*}
$$

which breaks translational symmetry in $x$ - and $y$-direction, but preserves the rotational symmetry about the origin, which makes the angular momentum a good quantum number. Here, $\mathbf{r}_{j}=\left(x_{j}, y_{j}, 0\right)$ is the position of the electron $j$ in the $x-y$ plane and $e, c$ the electron charge and speed of light, respectively. The Hamiltonian in Eq. (2.2.3) describes the Coulomb interactions between the atoms where $\epsilon=4 \pi \epsilon_{0}$ and $\epsilon_{0}$ is the dielectric constant.

## Eigenfunctions of single-particle Hamiltonian

The eigenfunctions and energies of $H_{1}$ (Eq. (2.2.2)) are known analytically and will be used later to describe the full Hamiltonian $H$ (Eq. (2.2.1) in second quantization. The corresponding single-particle states are the basis of choice for the second-quantized Hamiltonian and are described by a set of two quantum numbers $\mathbf{P}=\left(P_{1}, P_{2}\right)$, where $P_{1}$ denotes the LL and the second quantum number $P_{2}$ denotes the angular momentum.

For a given LL $P_{1}=0,1, \ldots$, the angular momentum can take the values $P_{2}=$ $-P_{1},-P_{1}+1, \ldots$. The single-particle wave function are given by

$$
\begin{equation*}
\psi_{\mathbf{P}}(\mathbf{r})=\frac{(-1)^{P_{1}}}{\sqrt{2 \pi}} \sqrt{\frac{P_{1}!}{2^{P_{2}}\left(P_{1}+P_{2}\right)!}} L_{P_{1}}^{\left(P_{2}\right)}\left(\frac{r^{2}}{2}\right) z^{P_{2}} e^{-\frac{1}{4} r^{2}} \tag{2.2.5}
\end{equation*}
$$

with $z_{j}=x_{j}-i y_{j}=r_{j} e^{-i \theta_{j}}$ and $r_{j}=\sqrt{z_{j} z_{j}^{*}}$ being the complex particle coordinates and where we defined the associated Laguerre polynomials of degree $n$ and order $\alpha$

$$
\begin{equation*}
L_{n}^{(\alpha)}(x)=\sum_{i=0}^{n}(-1)^{i}\binom{n+\alpha}{n-i} \frac{x^{i}}{i!} . \tag{2.2.6}
\end{equation*}
$$

The functions $\psi_{\mathbf{P}}(\mathbf{r})$ fulfill

$$
\begin{equation*}
H_{1} \psi_{\mathbf{P}}(\mathbf{r})=E_{P_{1}} \psi_{\mathbf{P}}(\mathbf{r}), \tag{2.2.7}
\end{equation*}
$$

with eigenenergy

$$
\begin{equation*}
E_{P_{1}}=\hbar \omega_{c}\left(P_{1}+\frac{1}{2}\right) \tag{2.2.8}
\end{equation*}
$$

where $\omega_{c}=e B /\left(\hbar m_{b} c\right)$ is called the cyclotron frequency. The discrete energy levels of the kinetic terms-the LLs - are the workhorse of the quantum Hall problem. The formation of Landau levels provide the key insight for the understanding of the integer quantum Hall effect and the fractional quantum Hall effect can be explained by a splitting of a Landau level into "Landau-like" energy levels in presence of interactions [9]. We note that other basis choices might provide a more compact representation of the system Hamiltonian (even though it is unclear how simple restrictions to single LLs would be possible in such representations), however the Landau level basis is a reasonable representation of the FQH problem.

### 2.2.2 The Hamiltonian in second quantization

For the purpose of simulating the quantum mechanical system on a quantum computer we derive the Hamiltonian in second quantization. The second-quantized form of $H$ (as in Eq. (2.2.1) in the single-particle basis of Eq. (2.2.5) is given by [2]

$$
\begin{equation*}
H=\sum_{\mathbf{P}, \mathbf{Q}} f_{\mathbf{P Q}} c_{\mathbf{P}}^{\dagger} c_{\mathbf{Q}}+\frac{1}{2} \sum_{\mathbf{P}, \mathbf{Q}, \mathbf{R}, \mathbf{S}} h_{\mathbf{P Q R S}} c_{\mathbf{P}}^{\dagger} c_{\mathbf{Q}}^{\dagger} c_{\mathbf{R}} c_{\mathbf{S}}, \tag{2.2.9}
\end{equation*}
$$

where the one- and two-body coefficients are given by

$$
\begin{align*}
f_{\mathbf{P Q}} & =\int d \mathbf{r} \psi_{\mathbf{P}}(\mathbf{r})^{*} H_{1} \psi_{\mathbf{Q}}(\mathbf{r}),  \tag{2.2.10}\\
h_{\mathbf{P Q R S}} & =\iint d \mathbf{r}_{1} d \mathbf{r}_{2} \psi_{\mathbf{P}}\left(\mathbf{r}_{1}\right)^{*} \psi_{\mathbf{Q}}\left(\mathbf{r}_{2}\right)^{*} H_{2} \psi_{\mathbf{S}}\left(\mathbf{r}_{1}\right) \psi_{\mathbf{R}}\left(\mathbf{r}_{2}\right), \tag{2.2.11}
\end{align*}
$$

using Eq. 2.2.2 and Eq. 2.2.3), respectively and $\int d \mathbf{r}_{j}=\int_{-\infty}^{\infty} d x_{j} \int_{-\infty}^{\infty} d y_{j}$ for $j=1,2$. The operators $c_{\mathbf{P}}$ and $c_{\mathbf{P}}^{\dagger}$ are the fermionic annihilation and creation operators fulfilling the anticommutator relations $\left\{c_{\mathbf{P}}, c_{\mathbf{Q}}\right\}=0$ and $\left\{c_{\mathbf{P}}, c_{\mathbf{Q}}^{\dagger}\right\}=\delta_{\mathbf{P Q}}$ with the Kronecker delta $\delta_{\mathbf{P Q}}$. The total number of terms in Eq. (2.2.9) scales as $O\left(N_{\mathrm{so}}^{4}\right)$, where the number of spin orbitals is approximately given by $N_{\mathrm{so}} \approx N M$, with $N$ and $M$ denoting the cutoff in the number of LLs and angular momentum and $N \ll M$.

## Kinetic term

Since we used an eigenbasis of $H_{1}$ for the representation of the Hamiltonian in second quantization the one-particle coefficients are diagonal. They are given by

$$
\begin{equation*}
f_{\mathrm{PQ}}=E_{P_{1}} \delta_{\mathbf{P Q}}, \tag{2.2.12}
\end{equation*}
$$

where the eigenenergies are given by Eq. 2.2.8).

## Coulomb term

In order to derive the second-quantized representation of the Coulomb operator, we will give an analytical solution of Eq. 2.2 .11 which is valid for all possible values of $\mathbf{P}, \mathbf{Q}, \mathbf{R}, \mathbf{S}$. For the evaluation of Eq. (2.2.11), we use the Fourier representation [146],

$$
\begin{equation*}
\frac{1}{\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|}=\frac{1}{2 \pi} \int d \mathbf{q} \frac{1}{q} e^{i \mathbf{q}\left(\mathbf{r}_{1}-\mathbf{r}_{\mathbf{2}}\right)} \tag{2.2.13}
\end{equation*}
$$

where $\int d \mathbf{q}=\int_{-\infty}^{\infty} d q_{x} \int_{-\infty}^{\infty} d q_{y}$. We insert Eq. 2.2.13) into Eq. 2.2.11), using polar coordinates we obtain

$$
\begin{equation*}
h_{\mathbf{P Q R S}}=\frac{e^{2} \mathcal{C}}{\epsilon} \int_{0}^{\infty} d q K_{\mathbf{P}, \mathbf{S}}(q) K_{\mathbf{R}, \mathbf{Q}}(q)^{*} \delta_{P_{2}-S_{2}, R_{2}-Q_{2}} \tag{2.2.14}
\end{equation*}
$$

where the delta-function on the right-hand side reflects the conservation of total angular momentum and we defined the coefficient

$$
\begin{equation*}
\mathcal{C}=\frac{(-1)^{P_{1}+Q_{1}+S_{1}+R_{1}}}{\pi^{2} 2^{\left(P_{2}+Q_{2}+S_{2}+R_{2}+4\right) / 2}} \sqrt{\frac{P_{1}!Q_{1}!S_{1}!R_{1}!}{P_{\Sigma}!Q_{\Sigma}!S_{\Sigma}!R_{\Sigma}!}} \tag{2.2.15}
\end{equation*}
$$

and the integral

$$
\begin{equation*}
K_{\mathbf{P}, \mathbf{S}}(q)=\frac{2 \pi}{i^{S_{2}-P_{2}}} \int_{0}^{\infty} d r_{1} r_{1}^{P_{2}+S_{2}+1} e^{-\frac{1}{2} r_{1}^{2}} L_{P_{1}}^{\left(P_{2}\right)}\left(\frac{r_{1}^{2}}{2}\right) L_{S_{1}}^{\left(S_{2}\right)}\left(\frac{r_{1}^{2}}{2}\right) J_{P_{2}-S_{2}}\left(q r_{1}\right) . \tag{2.2.16}
\end{equation*}
$$

In the above derivation we made use of the integral representation of the Bessel function 147]

$$
\begin{equation*}
J_{n}(x)=\frac{i^{n}}{2 \pi} \int_{0}^{2 \pi} d \theta e^{i(n \theta-x \cos (\theta))} . \tag{2.2.17}
\end{equation*}
$$

Integrating the right-hand side of Eq. 2.2.16) leads to

$$
\begin{equation*}
K_{\mathbf{P}, \mathbf{S}}(q)=2^{S_{2}+1} \pi i^{P_{2}-S_{2}} \frac{S_{\Sigma}!}{S_{1}!}(-1)^{P_{1}+S_{1}} q^{P_{2}-S_{2}} e^{-\frac{1}{2} q^{2}} L_{P_{1}}^{\left(S_{1}-P_{1}\right)}\left(\frac{q^{2}}{2}\right) L_{S_{\Sigma}}^{\left(P_{\Sigma}-S_{\Sigma}\right)}\left(\frac{q^{2}}{2}\right) \tag{2.2.18}
\end{equation*}
$$

By substituting $x_{j}=q_{j}^{2} / 2$ for $j=1,2$ and using Eq. (2.2.18), the solution for Eq. (2.2.14) is given by

$$
\begin{align*}
h_{\mathrm{PQRS}}^{(i)}= & \frac{e^{2} \mathcal{C}^{(i)}}{\epsilon} \frac{\Gamma(p)}{2^{p}}\left(\prod_{k=1}^{4}\binom{n_{k}+\alpha_{k}}{n_{k}}\right) F_{A}^{(4)}\left[\begin{array}{c}
p,-n_{1},-n_{2},-n_{3},-n_{4} ; \\
\alpha_{1}+1, \alpha_{2}+1, \alpha_{3}+1, \alpha_{4}+1 ; \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}
\end{array}\right] \\
& \times \delta_{P_{2}-S_{2}, R_{2}-Q_{2}}, \tag{2.2.19}
\end{align*}
$$

where $\Gamma(x)$ denotes the Gamma function, $\mathcal{C}^{(i)}, p$, and $n_{j}$ and $\alpha_{j}$ with $j=1,2,3,4$, are given in Table (2.3) for all possible values of the quantum numbers $P_{1}, P_{2}, Q_{1}, \ldots, S_{2}$. The superscript $(i)$ indicates that we consider the case where $P_{2}-S_{2} \geq 0$, the remaining case (ii), where $P_{2}-S_{2}<0$ can be obtained from symmetry, as indicated in the last row of Table 2.3. The function

$$
\begin{align*}
& F_{A}^{(4)}\left[\begin{array}{c}
p,-n_{1},-n_{2},-n_{3},-n_{4} ; \\
\alpha_{1}+1, \alpha_{2}+1, \alpha_{3}+1, \alpha_{4}+1 ; \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}
\end{array}\right] \\
= & \sum_{k_{1}, k_{2}, k_{3}, k_{4}=0}^{\infty} \frac{(p)_{k_{1}+k_{2}+k_{3}+k_{4}}\left(-n_{1}\right)_{k_{1}}\left(-n_{2}\right)_{k_{2}}\left(-n_{3}\right)_{k_{3}}}{\left(\alpha_{1}+1\right)_{k_{1}}\left(\alpha_{2}+1\right)_{k_{2}}\left(\alpha_{3}+1\right)_{k_{3}}} \frac{\left(-n_{4}\right)_{k_{4}}}{\left(\alpha_{4}+1\right)_{k_{4}} 2^{k_{1}+k_{2}+k_{3}+k_{4} k_{1}!k_{2}!k_{3}!k_{4}!},} \tag{2.2.20}
\end{align*}
$$

is known as the Lauricella function, where

$$
\begin{equation*}
(\lambda)_{n}=\frac{\Gamma(\lambda+n)}{\Gamma(\lambda)} \tag{2.2.21}
\end{equation*}
$$

is the rising factorial (Pochhammer symbol). Since $-n_{1},-n_{2},-n_{3},-n_{4}$ in Eq. 2.2.20) are non-positive integers, the series terminates after a finite number of terms. One can represent the Lauricella function as an integral of a product of lower-order hypergeometric functions [148], which results in

$$
F_{A}^{(4)}\left[\begin{array}{c}
p,-n_{1},-n_{2},-n_{3},-n_{4} ;  \tag{2.2.22}\\
\alpha_{1}+1 . \alpha_{2}+1, \alpha_{3}+1, \alpha_{4}+1 ; \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}
\end{array}\right]=\boldsymbol{\xi} \cdot(\boldsymbol{p}),
$$

where we defined the two column vectors

$$
\begin{align*}
(\boldsymbol{p}) & =\left((p)_{0},(p)_{1}, \ldots,(p)_{n_{1}+n_{2}+n_{3}+n_{4}}\right)^{T}  \tag{2.2.23}\\
\boldsymbol{\xi} & =\left(\xi_{0}, \xi_{1}, \ldots, \xi_{n_{1}+n_{2}+n_{3}+n_{4}}\right)^{T}, \tag{2.2.24}
\end{align*}
$$

with convolution coefficients

$$
\begin{equation*}
\xi_{k}=\sum_{p=0}^{k} \sum_{q=0}^{p} \sum_{r=0}^{q} \frac{\left(-n_{1}\right)_{r}\left(-n_{2}\right)_{q-r}}{\left(\alpha_{1}+1\right)_{r}\left(\alpha_{2}+1\right)_{q-r}\left(\alpha_{3}+1\right)_{p-q}} \frac{\left(-n_{3}\right)_{p-q}\left(-n_{4}\right)_{k-p}}{\left(\alpha_{4}+1\right)_{k-p}!!(q-r)!(p-q)!(k-p)!2^{k}} . \tag{2.2.25}
\end{equation*}
$$

A detailed derivation of the results of this section can be found in Appendix 2.A. While recent work provided analytic expressions for the two-body matrix elements in finite spherical quantum Hall systems [145], we are not aware of prior analytic expressions for the two-body matrix elements that include general LL mixing for a two-dimensional disk geometry setting.

Table 2.3: This table defines the coefficients $\mathcal{C}^{(i)}, p, n_{j}$ and $\alpha_{j}$ for $j=1,2,3,4$ in Eq. 2.2.19) and defines the explicit integral form of the Coulomb matrix elements of Eq. 2.A.13. The various sub-cases (i.i)-(i.ix) are defined in Table 2.A.1 in the appendix. Note that the values for $\alpha_{j}$ follow from the definition of $L_{\left[n_{1}, n_{2}, n_{3}, n_{4}\right]}$ in Eq. [2.A.2] and we defined the compact notation $P_{\Sigma}=P_{1}+P_{2}$. The expressions for case (ii) do not need to be calculated, as they follow from $h_{\mathrm{PQRS}}^{(i i)}=h_{\mathrm{SRQP}}^{(i)}$ as indicated by the last row of this table.

| $h_{\text {PQRS }}^{(i)}=\mathcal{C}^{(i)} \int_{0}^{\infty} d x x^{p-1} e^{-2 x} L_{\left[n_{1}, n_{2}, n_{3}, n_{4}\right]}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| case | $\mathcal{C}^{(i)}$ | $p$ | $\left[n_{1}, n_{2}, n_{3}, n_{4}\right]$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{4}$ |
| (i.i) |  | $S_{1}-P_{1}+Q_{\Sigma}-R_{\Sigma}+1 / 2$ | $\left[P_{1}, P_{\Sigma}, R_{1}, R_{\Sigma}\right]$ | $S_{1}-P_{1}$ | $S_{\Sigma}-P_{\Sigma}$ | $Q_{1}-R_{1}$ | $Q_{\Sigma}-R_{\Sigma}$ |
| (i.ii) | $(-1)^{S_{\Sigma}-P_{\Sigma}} \sqrt{\frac{P_{\Sigma}!P_{1}!Q_{\Sigma}!R_{1}!}{2 Q_{1}!S_{1}!S_{\Sigma}!R_{\Sigma}!}}$ | $S_{1}-P_{1}+1 / 2$ | $\left[P_{1}, P_{\Sigma}, R_{1}, Q_{\Sigma}\right]$ | $S_{1}-P_{1}$ | $S_{\Sigma}-P_{\Sigma}$ | $Q_{1}-R_{1}$ | $R_{\Sigma}-Q_{\Sigma}$ |
| (i.iii) | $(-1)^{S_{\Sigma}-P_{\Sigma}+R_{1}-Q_{1}} \sqrt{\frac{P_{1}!P_{1}!Q_{1}!Q_{1}!Q_{\Sigma}!}{2 S_{1}!S_{\Sigma}!R_{1}!R_{\Sigma}!}}$ | $S_{1}-P_{1}+R_{1}-Q_{1}+1 / 2$ | $\left[P_{1}, P_{\Sigma}, Q_{1}, Q_{\Sigma}\right]$ | $S_{1}-P_{1}$ | $S_{\Sigma}-P_{\Sigma}$ | $R_{1}-Q_{1}$ | $R_{\Sigma}-Q_{\Sigma}$ |
| (i.iv) | $(-1)^{Q_{\Sigma}-R_{\Sigma}} \sqrt{\frac{P_{1}!S_{\Sigma}!R_{1}!\left(R_{\Sigma}!\right.}{2 P_{\Sigma}!Q_{1}!Q_{\Sigma}!S_{1}!}}$ | $Q_{1}-R_{1}+1 / 2$ | $\left[P_{1}, S_{\Sigma}, R_{1}, R_{\Sigma}\right]$ | $S_{1}-P_{1}$ | $P_{\Sigma}-S_{\Sigma}$ | $Q_{1}-R_{1}$ | $Q_{\Sigma}-R_{\Sigma}$ |
| (i.v) | $\mathcal{B}=\sqrt{\frac{P_{1}!Q_{\Sigma}!S_{\Sigma}!R_{1}!}{2 P_{\Sigma}!Q_{1}!S_{1}!} \cdot R_{5}!}$ | $P_{2}-S_{2}+1 / 2$ | $\left[P_{1}, S_{\Sigma}, R_{1}, Q_{\Sigma}\right]$ | $S_{1}-P_{1}$ | $P_{\Sigma}-S_{\Sigma}$ | $Q_{1}-R_{1}$ | $R_{\Sigma}-Q_{\Sigma}$ |
| (i.vi) | $(-1)^{R_{1}-Q_{1}} \sqrt{\frac{P_{1}!Q_{\Sigma}!Q_{1}!S_{\Sigma}!}{2 P_{\Sigma}!S_{1}!R_{\Sigma}!R_{1}!}}$ | $R_{1}-Q_{1}+P_{2}-S_{2}+1 / 2$ | $\left[P_{1}, S_{\Sigma}, Q_{1}, Q_{\Sigma}\right]$ | $S_{1}-P_{1}$ | $P_{\Sigma}-S_{\Sigma}$ | $R_{1}-Q_{1}$ | $R_{\Sigma}-Q_{\Sigma}$ |
| (i.vii) | $(-1)^{P_{1}-S_{1}+Q_{\Sigma}-R_{\Sigma}} \sqrt{\frac{S_{1}!S_{\Sigma}!R_{1}!R_{\Sigma}!}{2 P_{\Sigma}!P_{1}!Q_{\Sigma}!Q_{1}!}}$ | $P_{1}-S_{1}+Q_{1}-R_{1}+1 / 2$ | $\left[S_{1}, S_{\Sigma}, R_{1}, R_{\Sigma}\right]$ | $P_{1}-S_{1}$ | $P_{\Sigma}-S_{\Sigma}$ | $Q_{1}-R_{1}$ | $Q_{\Sigma}-R_{\Sigma}$ |
| (i.viii) | $(-1)^{P_{1}-S_{1}} \sqrt{\frac{Q_{\Sigma}!S_{1}!S_{\Sigma}!R_{\square}!}{2 P_{\Sigma}!P_{1} \cdot Q_{1}!R_{\Sigma}!}}$ | $P_{\Sigma}-S_{\Sigma}+1 / 2$ | $\left[S_{1}, S_{\Sigma}, R_{1}, Q_{\Sigma}\right]$ | $P_{1}-S_{1}$ | $P_{\Sigma}-S_{\Sigma}$ | $Q_{1}-R_{1}$ | $R_{\Sigma}-Q_{\Sigma}$ |
| (i.ix) | $(-1)^{P_{1}-S_{1}+R_{1}-Q_{1}} \sqrt{\frac{Q_{1}}{2 P_{\Sigma}!Q_{!}!P_{1}!S_{1}!S_{1}!R_{2}!}!}$ | $\left(P_{\Sigma}-S_{\Sigma}+R_{1}-Q_{1}+1 / 2\right)$ | $\left[S_{1}, S_{\Sigma}, Q_{1}, Q_{\Sigma}\right]$ | $P_{1}-S_{1}$ | $P_{\Sigma}-S_{\Sigma}$ | $R_{1}-Q_{1}$ | $R_{\Sigma}-Q_{\Sigma}$ |
| $h_{\mathbf{P Q R S}}^{(i i)}=h_{\mathbf{S R Q P}}^{(i)}$ |  |  |  |  |  |  |  |

Due to the conservation of angular momentum in Eq. 2.2.19), the number of terms in the Hamiltonian scales at most as $O\left(N^{4} M^{3}\right)$, reducing the order of the polynomial by one in $M$ (which is the most costly parameter, since $N \ll M$ ).

### 2.2.3 System Hamiltonian in the LLL

As indicated by the absence of any $P_{2}$ dependence in Eq. (2.2.8), each LL is degenerate in the absence of interactions. For the LLL, the single-particle wave functions in symmetric gauge in Eq. 2.2.5) simplify to

$$
\begin{equation*}
\psi_{\left(0, P_{2}\right)}(\mathbf{r})=\frac{1}{\sqrt{2 \pi 2^{P_{2} P_{2}!}}} z^{P_{2}} e^{-\frac{1}{4} r^{2}} \tag{2.2.26}
\end{equation*}
$$

The above wave functions are peaked on concentric rings, whose distance from the origin is proportional to the square root of the the angular coordinate,

$$
\begin{equation*}
R_{d}=l_{B} \sqrt{2(M+1)} \tag{2.2.27}
\end{equation*}
$$

where $l_{B}=\sqrt{\hbar c /(e B)}$. Not only for computational purposes is it of interest to introduce a cut-off for the angular momentum $M$ that fulfills

$$
\begin{equation*}
P_{2} \leq M \tag{2.2.28}
\end{equation*}
$$

Physically, this can be interpreted as a confinement of the electrons on a disk with radius $R_{d}$. Coulomb repulsion will typically force the electrons to fly away from each other while a confinement counteracts this repulsion by forcing them to stay within a confined region of space. Note that by fixing the Radius $R_{d}$, the cut-off $M$-and therefore the degeneracy of the LLs - can be tuned by changing the magnetic field $B$.

The cyclotron energy $\hbar \omega_{c}$ is proportional to the transversal magnetic field $B$ and sets the spacing between the LLs. From the form of the wave functions one can deduce that the degeneracy within each LL is approximately given by $N_{\operatorname{deg}}=A B / \phi_{0}$, where $A$ is the area spanned by the confinement and $B$ is the transversal magnetic field [9]. We will restrict our simulations to systems where the number of particles $N_{\text {el }}$ is smaller than the degeneracy $N_{\text {deg }}$ within each LL. For such a configuration, in the limit of sufficiently large magnetic field, only states in the LLL will be occupied and we can neglect coupling to states to higher LLs.

The filling factor $\nu$ is the number of electrons per flux quantum penetrating the sample and defined as [9]

$$
\begin{equation*}
\nu=\frac{\rho \phi_{0}}{B}, \tag{2.2.29}
\end{equation*}
$$

where $\rho$ is the 2D electron density and the flux quantum $\phi_{0}=h c / e$. Assuming a homogeneous density of the $N_{\text {el }}$ electrons on a disk with radius $R_{d}$ (Eq. $(2.2 .27$ ) and restricting to the LLL, we get the density $\rho=N_{\mathrm{el}} /\left(\pi R_{d}^{2}\right)$. With this we can derive

$$
\begin{equation*}
\nu=\frac{N_{\mathrm{el}}}{M+1} . \tag{2.2.30}
\end{equation*}
$$

Fixing the filling factor $\nu$ at constant magnetic field thus also results in a constant electron density $\rho$. The factor $e^{2} / \epsilon$ which appears in front of the Coulomb term in Eq. (2.2.14)
merely sets the overall energy scale when working in the LLL, which is why we set it equal to one in our numerical simulations and the integral expressions. For simulations that incorporate the effect of LL mixing, one would have to include the factor $e^{2} / \epsilon$ in front of the Coulomb terms again, as well as the cyclotron energy $\hbar \omega_{c}$, since it sets the energy spacing between LLs and depends on the strength of the transversal magnetic field.

For the disk geometry in the LLL approximation, we use the compact result of Ref. [146], where the matrix elements $h_{\mathbf{P Q R S}}=M_{m n}^{l}$ are expressed as finite sums of fractions of factorials

$$
\begin{align*}
M_{m n}^{l}= & C_{l m n}\left(A_{m n}^{l} B_{n m}^{l}+B_{m n}^{l} A_{n m}^{l}\right)  \tag{2.2.31}\\
C_{l m n}= & \sqrt{\frac{(m+l)!(n+l)!}{m!n!} \frac{\Gamma(l+m+n+3 / 2)}{\pi 2^{l+m+n+2}}}  \tag{2.2.32}\\
A_{m n}^{l}= & \sum_{i=0}^{m}\binom{m}{i} \frac{\Gamma(i+1 / 2) \Gamma(l+i+1 / 2)}{(l+i)!\Gamma(l+n+i+3 / 2)}  \tag{2.2.33}\\
B_{m n}^{l}= & \sum_{i=0}^{m}\binom{m}{i} \frac{\Gamma(i+1 / 2) \Gamma(l+i+1 / 2)}{(l+i)!\Gamma(l+n+i+3 / 2)} \\
& \times(l+2 i+1 / 2), \tag{2.2.34}
\end{align*}
$$

where all indices $P_{1}, Q_{1}, R_{1}, S_{1}$ are equal to zero, $l=P_{2}-S_{2}, m=S_{2}, n=Q_{2}$. The fact that instead of the four angular momentum quantum numbers $P_{2}, Q_{2}, R_{2}, S_{2}$, only three such numbers, $l, m, n$, appear in Eq. (2.2.31) is a manifestation of the conservation of angular momentum. Due to the appearance of fractions of large integers in the coefficients in Eqs. (2.2.32)-(2.2.34), numerical implementation of Eq. (2.2.31) for large system sizes has to be performed with great caution. A rash implementation will lead to numerical instabilities already below one hundred spin-orbitals. We compared the coefficients in Eq. (2.2.31) with Eqs. (2.2.19) and (2.2.22) for various system sizes and fillings within the LLL and they were in exact agreement up to numerical precision errors.

### 2.2.4 Mapping the second-quantized fermionic Hamiltonian to the Pauli basis

If one wants to simulate a fermionic system on a quantum computer, one needs to map the fermionic creation and annihilation operators onto qubit operators. Various such encodings have been studied, each with its own benefits and drawbacks [18, 149-157]. Let $\sigma_{j}^{x, y, z}$ denote the Pauli- $X, Y, Z$ matrix. We choose the Jordan-Wigner transformation [149] where a single fermionic raising or lowering operator is mapped to a simple qubit raising or lowering operator $\sigma_{j}^{ \pm}=\left(\sigma_{j}^{x} \mp i \sigma_{j}^{y}\right) / 2$, at the cost of up to $N_{\text {so }}-1$ additional Pauli- $Z$ operators,

$$
\begin{align*}
& c_{j}^{\dagger}=\sigma_{j}^{+} \prod_{k=j+1}^{N_{\mathrm{so}}} \sigma_{k}^{z}  \tag{2.2.35}\\
& c_{j}=\sigma_{j}^{-} \prod_{k=j+1}^{N_{\mathrm{so}}} \sigma_{k}^{z} . \tag{2.2.36}
\end{align*}
$$

The Pauli- $Z$ operator's role is to produce the sign factor that appears when acting with a fermionic operator on a Fock state [2], leading to the canonical fermionic anti-commutation


Figure 2.1: Scatter plot of the distribution of coefficient magnitudes of the real-valued coefficients of Eq. 2.2.37) for various numbers of spin orbitals at a filling $\nu=1 / 3$ in the LLL $N=0$. Each discrete point on the $x$-axis describes the value range of $\left|\omega_{j}\right|^{2}$, for instance $10^{-2}$ contains all values $x$ within the range $x \in\left[10^{-3}, 10^{-2}\right)$. Note that the largest coefficients are on the left-hand side, while the smallest coefficients are on the right-hand side of the graph. The $y$-axis displays the ratio of the number of terms within the range of a given $x$ w.r.t. the total number $\Sigma$ of non-zero Hamiltonian coefficients in Eq. (2.2.37).
relations. Inserting Eqs. (2.2.35) and (2.2.36) into Eq. (2.2.9) results in the qubit Hamiltonian which is equivalent to the original system Hamiltonian and that can be written as a sum of positive real-valued coefficients $\omega_{j}$ (not to be confused with the cyclotron frequency $\omega_{c}$ ) times a phase factor $e^{i \theta_{j}}$ (whose sole purpose is to absorb the minus sign of negative Hamiltonian coefficients $f_{p q}$ and $h_{p q r s}$ ) times a tensor product of Pauli operators $P_{j} \in\left\{\mathbb{1}_{2}, \sigma^{x}, \sigma^{y}, \sigma^{z}\right\}^{\otimes N_{\mathrm{so}}}$,

$$
\begin{equation*}
H=\omega_{0} e^{i \theta_{0}} \mathbb{1}_{2^{N_{f}}}+\sum_{j=1}^{\Sigma} \omega_{j} e^{i \theta_{j}} P_{j} . \tag{2.2.37}
\end{equation*}
$$

In Fig. 2.1, we study the distribution of the range of values for the sum of squared coefficients for various system sizes. A general shift of the coefficients towards much smaller coefficient magnitudes with growing system size becomes apparent. Scaling analysis like these are important for determining upper bounds on the number of required measurements to estimate the ground state energy within a given precision and for various variational Ansätze $U(\boldsymbol{\theta})$ of the VQE, such as the Hamiltonian variational Ansatz [158], as it depends on both the number and the relative weight of the non-zero terms appearing in the Hamiltonian of Eq. 2.2.37.

Now that we have derived the system Hamiltonian of the FQH system in second quantization, the following section will give an estimate for the gate complexity to estimate
its ground state energy using a state-of-the-art Hamiltonian simulation algorithm designed for an error-corrected universal quantum computer.

# Hamiltonian simulation through Linear COMBINATION OF UNITARIES 

While Trotter based methods are likely the most efficient technique for implementing quantum simulations of the fractional quantum Hall effect on near-term quantum computers, other methods might be more competitive within cost models appropriate for error-corrected quantum computing. Within fault-tolerance the key cost model of interest is often the number of non-Clifford gates (usually T gates) required for the simulation because within error-correcting codes, T gates require orders of magnitude more resource to realize than Clifford gates and thus limit the calculation size [159].

When studying quantum simulations of electronic structure within the context of error-correction we usually focus on state preparation using phase estimation. The quantum phase estimation algorithm [139] allows one to measure the phase accumulated on a quantum register under the action of a unitary operator. To estimate this phase to within error $\epsilon$ one must apply the unitary a number of times scaling as $O(1 / \epsilon)$. Furthermore, some varieties of phase estimation allow one to perform this measurement projectively, which enables sampling in the eigenbasis of the unitary. In the context of quantum simulation, this unitary usually corresponds to time evolution under the system Hamiltonian $H$ for time $t$ with eigenvalues $e^{-i H t}$ [138]. However, some recent papers [100, 102] have advocated instead that one perform phase estimation on a quantum walk with eigenvalues $e^{ \pm i \arccos (H)}$ which is often possible to realize with lower overhead. Performing phase estimation on either operator will give the same information [102]. For either strategy, performing projective phase estimation on this operator will collapse the system register $|\psi\rangle$ to an eigenstate of the Hamiltonian with a probability that depends on the initial overlap between $|\psi\rangle$ and the eigenstate of interest. Thus, if $H|n\rangle=E_{n}|n\rangle$ then performing phase estimation will project the system register to the eigenstate $|n\rangle$, and readout the associated eigenvalue $E_{n}$ with probability $p_{n}=\langle\psi \mid n\rangle\langle n \mid \psi\rangle$. Therefore, the number of times that one must repeat phase estimation to prepare eigenstate $|n\rangle$ with high probability scales as $O\left(1 / p_{n}\right)$. Here, we focus on the implementation of circuits that realize a quantum walk with eigenvalues $e^{ \pm i \arccos (H)}$. The same strategies can be used to synthesize time evolution with additional logarithmic overheads, by using quantum signal processing [108].

The FQHE Hamiltonian described in Section 2.2 is a special case of the electronic structure Hamiltonian studied in quantum chemistry. Currently, the lowest T complexity quantum algorithms for simulating chemistry are all based on LCU methods [137. LCU methods include Taylor series methods [160], qubitization [161], and Hamiltonian simulation in the interaction picture [162]. These methods were applied to realize quantum algorithms for electronic structure in Refs. [48, 50, 102, 143, 163, 164 and elsewhere. All LCU methods involve simulating the Hamiltonian as a linear combination of unitaries,

$$
\begin{equation*}
H=\sum_{\ell=1}^{L} \omega_{\ell} U_{\ell}, \quad \lambda=\sum_{\ell=1}^{L}\left|\omega_{\ell}\right|, \tag{2.3.1}
\end{equation*}
$$

where $U_{\ell}$ are unitary operators, $\omega_{\ell}$ are scalars, and $\lambda$ is a parameter that determines the
complexity of these methods. The Hamiltonians in this paper satisfy this requirement once mapped to qubits (see Section 2.2.4) since strings of Pauli operators are unitary.

LCU methods perform quantum simulation in terms of queries to two oracle circuits defined as

$$
\begin{align*}
\text { SELECT }|\ell\rangle|\psi\rangle & \mapsto|\ell\rangle U_{\ell}|\psi\rangle  \tag{2.3.2}\\
\operatorname{PREPARE}|0\rangle^{\otimes \log (L)} & \mapsto \sum_{\ell=1}^{L} \sqrt{\frac{\omega_{\ell}}{\lambda}}|\ell\rangle \tag{2.3.3}
\end{align*}
$$

where $|\psi\rangle$ is the system register and $|\ell\rangle$ is an ancilla register which usually indexes the terms in the linear combinations of unitaries in binary and thus contains $\log (L)$ ancillae. LCU methods can perform time evolution with gate complexity scaling as

$$
\begin{equation*}
\tilde{O}\left(\left(C_{S}+C_{P}\right) \lambda t\right), \tag{2.3.4}
\end{equation*}
$$

where $\tilde{O}$ indicates that polylogarithmic factors in the scaling are suppressed, $C_{S}$ and $C_{P}$ are the gate complexities of SELECT and PREPARE respectively, and $t$ is time. Specifically, if the goal is to implement quantum phase estimation to estimate energies or project into an eigenstate of the Hamiltonian then the T cost (with constant factors) scales as

$$
\begin{equation*}
\frac{\sqrt{2} \pi \lambda\left(C_{S}+C_{P}\right)}{\Delta E} \tag{2.3.5}
\end{equation*}
$$

where $\Delta E$ is the target precision in phase estimation (in the same units as $\lambda$ ) [102].
In order to simplify scaling arguments, we will only consider scaling in terms of the cutoff in angular momentum $M$ and neglect the contribution due to the $N$ LLs in the following. In numerical studies of the FQHE, one typically only considers a handful of LLs (most of the times only a single one), while trying to push the state space describing each LL (described by $M$ ) as high as possible, thus $N \ll M$, which leads to $O\left(N_{\text {so }}\right) \approx$ $O(N M) \approx O(M)$. We also neglect the cost of performing $\mathrm{FT}^{\dagger}$, which is a negligible additive cost to the complexity of phase estimation [165].

To implement the LCU oracles one must be able to coherently (i.e., using a quantum circuit) translate the index $\ell$ into the associated $U_{\ell}$ and $\omega_{\ell} . U_{\ell}$ are related to the secondquantized fermion operators (e.g., the $c_{\mathbf{P}}^{\dagger} c_{\mathbf{Q}}^{\dagger} c_{\mathbf{R}} c_{\mathbf{S}}$ ) and the $\omega_{\ell}$ are related to the coefficients (e.g., the $h_{\mathbf{P Q R S}}$ ) described in Section 2.2 .2 . The $U_{\ell}$ have a structure that is straightforward to unpack in a quantum circuit using techniques described in Refs. [102, 143]. In particular, those papers show that one can implement the SELECT oracle with a complexity of $O(M) \mathrm{T}$ gates and low constant factors in the scaling. In the context of quantum chemistry the $\omega_{\ell}$ are typically challenging to compute directly from this index. However, as described in the prior section, for the Hamiltonians of interest in this paper we are able to compute the $\omega_{\ell}$ efficiently from $\ell$ (which is essentially equivalent to computing the $h_{\mathbf{P Q R S}}$ from the indices $\mathbf{P}, \mathbf{Q}, \mathbf{R}$ and $\left.\mathbf{S}\right)$. Still, the primary bottleneck for this implementation will be the realization of PREPARE rather than SELECT.

The spectrum of the fractional quantum Hall effect Hamiltonian derived in Section 2.2 can be simulated on a quantum computer using the low rank factorization strategy described in Ref. 143. There, it is shown that one can perform phase estimation on an arbitrary basis electronic structure system with T complexity scaling as $O\left(N_{\mathrm{so}}^{3 / 2} \lambda / \Delta E\right)$ where this $\lambda$ is the true 1-norm of the Hamiltonian as defined in Eq. (2.3.1).

In Fig 2.2, we plot the scaling of this quantity for various system sizes in the LLL, where $O\left(N_{\mathrm{so}}\right)=O(M)$ and $M$ again denoting the cutoff in angular-momentum. Empirically


Figure 2.2: Linear regression fit of the scaling of the parameter $\lambda=$ $\sum_{\ell=1}^{L}\left|\omega_{\ell}\right|$ for various system sizes in the LLL ranging from $M=$ $8,11,14, \ldots, 144$, each blue square representing a system instance. Both, the $x$ - and $y$-axes are on a (base-10) logarithmic scale.
we find that in this context $\lambda=O\left(M^{2.85}\right)$ which leads to an overall T complexity of $O\left(M^{4.35} / \Delta E\right)$. Since the approach described in [143] is currently the lowest scaling approach to electronic structure simulations, the low rank factorization method with T complexity $O\left(M^{4.35} / \Delta E\right)$ is at present the most effective strategy in the current literature for simulating FQHE Hamiltonians restricted to the LLL. It should be noted that having a closed form for the one- and two-body Hamiltonian coefficients did not lead to a better scaling when we used an alternative simulation strategy, see Appendix 2.B for more details.

## Section 2.4

## Finding AN InItiAL STATE

In this section we focus on the preparation of initial states on a gate-model based quantum computer. Our aim is to find an initial state $\left|\Psi_{\text {init }}\right\rangle$ which approximates the true ground state $\left|\Psi_{0}\right\rangle$ of the system Hamiltonian and possesses a non vanishing overlap

$$
\begin{equation*}
\left|\left\langle\Psi_{\text {init }} \mid \Psi_{0}\right\rangle\right|^{2}>0, \tag{2.4.1}
\end{equation*}
$$

where the left-hand side of the above equation defines the state fidelity. Moreover, we require these initial states to be both efficiently computable on classical computers and efficiently preparable on a gate-based quantum computer. Note that the initial state can serve as the starting point of quantum algorithms such as in Ref. [142], which is of course in general no longer efficiently simulatable on classical computers. The efficient construction of $\left|\Psi_{\text {init }}\right\rangle$ and the realization of $e^{-i H t}$, or in our case $e^{ \pm i \arccos H}$ (neglecting the inverse quantum Fourier transform) are the main black box operations needed for Hamiltonian simulation. Even though one is in general not able to construct the accurate eigenstate, one can show that the success probability of measuring the desired energy using quantum phase estimation improves quadratically with the overlap of an initial state that is not the eigenstate of $H$ [6].

Quantum algorithms designed to perform a digital quantum simulation of large system sizes often ignore the problem of finding an initial state fulfilling the above prerequisites with reasonable support on the ground state [40], even though it is well-known that overlaps of approximate states will decrease exponentially with system size due to the Van Vleck catastrophe [19]. While it is unclear whether this orthogonality catastrophe can ever be overcome, it is possible to delay the vanishing of the overlap by using more elaborate initial states.

We consider two algorithms to find a suitable initial state for our FQH system. The first algorithm, described in Section 2.4.1, makes use of generalized Hartree-Fock theory to find an initial state within the family of FGS following an imaginary time evolution [63]. The second algorithm, introduced in Section 2.4.2, uses a deterministic algorithm which samples from a large set of Slater determinants (which are contained in the family of FGS), to find a subset of determinants that are likely to have a large support on the exact ground state 40. This state can be efficiently constructed using the Prepare oracle defined in Eq. 2.3.3). While only the former algorithm is well-suited for NISQ era quantum computers, both algorithms may be used for state initialization of quantum phase estimation algorithms on error-corrected quantum computers.

### 2.4.1 Single-reference state

The goal of this section is to find and initial state within the family of pure FGS, since they can be prepared efficiently on a linearly connected qubit architecture [166-169]. A FGS is defined as [3, 41]

$$
\begin{equation*}
\left|\Psi_{\mathrm{GS}}\right\rangle=U_{\mathrm{GS}}|0\rangle, \tag{2.4.2}
\end{equation*}
$$

where $|0\rangle$ is the fermionic vacuum and $U_{\mathrm{GS}}$ is a unitary operator that can be written as an exponential of a quadratic Hamiltonian times an imaginary prefactor. FGS are the ground states of non-interacting fermionic systems and are uniquely described by the one-particle reduced density matrix, which in case of particle number conservation is identical to the reduced covariance matrix (CM)

$$
\begin{equation*}
\Gamma_{i j}=\left\langle\Psi_{\mathrm{GS}}\right| c_{j}^{\dagger} c_{i}\left|\Psi_{\mathrm{GS}}\right\rangle \tag{2.4.3}
\end{equation*}
$$

where we want to highlight the (in the following derivation) convenient but unusual index ordering in the above definition. Since the CM is of dimension ( $N_{\mathrm{so}} \times N_{\mathrm{so}}$ ), it can be efficiently computed on a classical computer, even though the state vector in Eq. (2.4.2) grows exponentially with system size. Since we consider number-conserving Hamiltonians, studying number-conserving FGS, for which the terms $\left\langle\Psi_{\mathrm{GS}}\right| c_{j}^{\dagger} c_{i}^{\dagger}\left|\Psi_{\mathrm{GS}}\right\rangle$ and $\left\langle\Psi_{\mathrm{GS}}\right| c_{j} c_{i}\left|\Psi_{\mathrm{GS}}\right\rangle$ vanish [170] is sufficient. It is for this reason that we choose the CM definition as in Eq. (2.4.3), which omits such correlators. Following Ref. [63], we describe in the remainder of this section how to find $\left|\Psi_{\mathrm{GS}}\right\rangle$ as the lowest energy state which results from an imaginary time evolution of the CM.

Since our simulations are restricted to the LLL, we will neglect the quantum numbers indicating the LLs. The number-preserving system Hamiltonian can then be written as

$$
\begin{equation*}
H=\sum_{p, q=0}^{N_{\mathrm{so}}} f_{p q} c_{p}^{\dagger} c_{q}+\frac{1}{2} \sum_{p, q, r, s=0}^{N_{\mathrm{so}}} h_{p q r s} c_{p}^{\dagger} c_{q}^{\dagger} c_{r} c_{s} . \tag{2.4.4}
\end{equation*}
$$

We will use a short-hand notation for the above Hamiltonian that summarizes the quadratic and quartic terms to $H=T+V$. Due to the anti-commuting properties of fermionic raising and lowering operators, the above Hamiltonian can always be recast in a form where the two-body matrix elements $h_{\text {pqrs }}$ possess the following symmetries

$$
\begin{equation*}
h_{p q r s}=-h_{q p r s}=-h_{p q s r}=h_{q p s r} . \tag{2.4.5}
\end{equation*}
$$

Following [63], the imaginary time evolution of the density matrix $\rho(\tau)$ of a Hamiltonian is given by

$$
\begin{equation*}
\rho(\tau)=\frac{e^{-H \tau} \rho(0) e^{-H \tau}}{\operatorname{tr}\left[e^{-2 H \tau} \rho(0)\right]} \tag{2.4.6}
\end{equation*}
$$

and guides us to the ground state in the limit of $\tau$ going to infinity ( $\tau$ denotes the imaginary time), provided the overlap of $\rho(0)$ with the ground state is non-zero [171]. Since the exponential contains quartic terms due to the interaction terms in Eq. [2.4.4, the imaginary time evolution will in general take us out of the family of FGS. By imposing that Wick's theorem holds, we restrict the evolution of Eq. (2.4.6) to a state-dependent quadratic Hamiltonian. Therefore, the solution of the imaginary time evolution will be the lowest energy state of the state-dependent quadratic Hamiltonian.

To derive an equation of motion for the CM, we first note that the time derivative of the density matrix is given by

$$
\begin{equation*}
d_{\tau} \rho=-\{H, \rho\}+2 \rho \operatorname{tr}[H \rho], \tag{2.4.7}
\end{equation*}
$$

-where $\{A, B\}=A B+B A$ is the anti-commutator-by simply taking the time derivative $d_{\tau}=\frac{d}{d \tau}$ on both sides of Eq. 2.4.6. Since the time evolution of the expectation value
of an (not explicitly time-dependent) operator $A$ is given by $d_{\tau}\langle A\rangle=\operatorname{tr}[A \dot{\rho}(\tau)]$, where $\langle A\rangle=\operatorname{tr}[A \rho]$, we arrive at the following expression for the time evolution of the CM,

$$
\begin{equation*}
d_{\tau} \Gamma_{j i}=-\operatorname{tr}\left[\left\{H, c_{i}^{\dagger} c_{j}\right\} \rho\right]+2 \Gamma_{j i} \operatorname{tr}[H \rho] . \tag{2.4.8}
\end{equation*}
$$

By inserting the Hamiltonian of Eq. 2.4.4) into Eq. (2.4.8) and restricting the density matrix to be drawn from the family of number conserving FGS, we can express the time evolution of the CM in terms of a state-dependent mean-field term,

$$
\begin{equation*}
d_{\tau} \Gamma_{j i}=-\left\{\Gamma, h_{m}(\Gamma)\right\}_{j i}+2\left[\Gamma h_{m}(\Gamma) \Gamma\right]_{j i}, \tag{2.4.9}
\end{equation*}
$$

and where

$$
\begin{equation*}
h_{m}(\Gamma)=f+2 \operatorname{tr}_{1,4}[h \Gamma] \tag{2.4.10}
\end{equation*}
$$

is the mean-field term describing the quadratic, but state-dependent Hamiltonian, where $f$ is a two dimensional matrix with entries $f_{p q}, h$ is a four-dimensional tensor with elements $h_{p q r s}$ and

$$
\begin{equation*}
\operatorname{tr}_{1,4}[h \Gamma]=\sum_{p, s=0}^{N_{\mathrm{so}}} h_{p q r s} \Gamma_{s p} \tag{2.4.11}
\end{equation*}
$$

is a partial trace operation. We present an explicit derivation of Eq. (2.4.9) in Appendix 2.C and note that our result is identical to the results in Refs. [41, 63]. We solve Eq. 2.4.9) numerically through a formal integration method as outlined in Appendix 2.E. The energy of the mean field state is given by

$$
\begin{equation*}
E_{m}=\operatorname{tr}[f \Gamma]+\operatorname{tr}\left[\operatorname{tr}_{1,4}[h \Gamma] \Gamma\right] . \tag{2.4.12}
\end{equation*}
$$

Since the matrix $\left[h_{m}, \Gamma\right]$ is anti-symmetric, $\left[h_{m}, \Gamma\right]^{2}$ is negative definite and leads to a monotonic decrease of the energy in time,

$$
\begin{equation*}
d_{\tau} E_{m}=2 \operatorname{tr}\left[\left(\left[h_{m}, \Gamma\right]\right)^{2}\right] \leq 0, \tag{2.4.13}
\end{equation*}
$$

which is also observed in the numerical simulations, see Fig. 2.E.1 in Appendix 2.E. The imaginary time evolution will thus lead us to a (local) minimum in the energy landscape of a quadratic, but state-dependent Hamiltonian described by $h_{m}$ in Eq. (2.4.10). If we denote with $O_{\Gamma}$ the ( $N_{\mathrm{so}} \times N_{\mathrm{so}}$ ) orthogonal matrix which diagonalizes the CM through

$$
\Gamma=O_{\Gamma}\left(\begin{array}{cccccc}
0 & & & & &  \tag{2.4.14}\\
& \ddots & & & & \\
& & 0 & & & \\
& & & 1 & & \\
& & & & \ddots & \\
& & & & & 1
\end{array}\right) O_{\Gamma}^{T}
$$

where the number of 1 s on the diagonal corresponds to the number of electrons $N_{\text {el }}$ in the system, we can write the result of the imaginary time evolution in the basis where the FGS is a single Slater determinant of the form

$$
\begin{equation*}
\left|\Psi_{\text {init }}\right\rangle=\tilde{c}_{1}^{\dagger} \cdots \tilde{c}_{N_{\mathrm{el}}}^{\dagger}|0\rangle \tag{2.4.15}
\end{equation*}
$$

where we defined a new set of fermionic creation and annihilation operators in the rotated spin-orbital basis

$$
\begin{equation*}
\tilde{c}_{j}=\sum_{i}\left(O_{\Gamma}\right)_{i j} c_{i} \tag{2.4.16}
\end{equation*}
$$

Using the generalized Hartree-Fock method of Ref. [63] as summarized in this section, one can readily apply the constructions scheme of e.g. Ref. [169] to implement a single Slater determinant as in Eq. 2.4.15) on a quantum computer in $N_{\mathrm{so}} / 2$ circuit depth using $\binom{N_{\mathrm{so}}}{2}$ Givens rotations.

### 2.4.2 Multi-reference state

A single Slater determinant (as introduced in Section 2.4.1) is a state of independent particles and from the particle's perspective, it is unentangled [172]. Since the ground state of the FQH system is expected to be a highly entangled state, eventually, a single Slater determinant will have a poor overlap with the exact ground state. In order to simulate larger system sizes, one faces the challenge of improving the state overlap using a method complementary to the generalized Hartree-Fock approach, which is both, efficiently computable on a classical computer and efficiently implementable on a quantum computer. One way of improving the initial state overlap is by generating a multi-reference state, i.e. a linear combination of Slater determinants similar to Eq. (2.3.3),

$$
\begin{equation*}
\left|\Psi_{\mathrm{init}}\right\rangle=\sum_{i=1}^{L} C_{i}\left|D_{i}\right\rangle \tag{2.4.17}
\end{equation*}
$$

where the sum runs over $L \ll 2^{N_{\text {so }}}$ values, $C_{i}$ are real-valued coefficients with $\sum_{i}\left|C_{i}\right|^{2}=1$ and $\left|D_{i}\right\rangle$ are the "most important" Slater determinants according to a physically motivated ranking criterion (the symbol $L$ used here should not be confused with the identical symbol we used to denote the number of terms of the LCU Hamiltonian in Eq. (2.3.1)). We will study the performance of the Adaptive Sampling Configuration Interaction (ASCI) algorithm [23, 173-175] in the FQH setting, which is a state-of-the-art algorithm used in quantum chemistry calculations to obtain highly accurate energy estimates for strongly correlated molecules, competitive with full configuration quantum Monte Carlo and density matrix renormalization group methods [23]. At the core of the algorithm lies a ranking criterion for the expansion coefficients $C_{i}$ that determines which determinants $\left|D_{i}\right\rangle$ should be included in Eq. (2.4.17). We will give a brief overview of ASCI following Ref. [23] in Section 2.4.2, explain how we derive the fidelity of the resulting state in Section 2.4.2, and conclude with how a linear combination of Slater determinants could efficiently be implemented on a quantum computer in Section 2.4.2.

## The ASCI algorithm

The ASCI algorithm is an iterative method to find the most important Slater determinants by sampling determinants based on a ranking criterion derived from conditions on a steady-state solution following an imaginary time evolution. Two determinant subspaces define the ASCI algorithm, namely, the core space and the target space, each containing $c d e t s$ - and tdets-many determinants ( $t$ dets $\leq c d e t s$ ), respectively.

In the first iteration step the core space consists only of a single Slater determinant $\left|\Psi_{\mathrm{GS}}\right\rangle$ obtained from the method outlined in Section 2.4.1, with corresponding energy
$E_{m}$ as given by Eq. 2.4.12). The first step in each iteration consists of computing the space of all determinants which are connected with the core space through single- and double excitations, e.g. determinants generated by applying $c_{p}^{\dagger} c_{q}$ and $c_{p}^{\dagger} c_{q}^{\dagger} c_{r} c_{s}$. For all determinants generated in that manner one has to compute the coefficients

$$
\begin{equation*}
A_{i}=\sum_{\substack{j \neq i \\ j \in c d e t s}} \frac{H_{i j} C_{j}}{H_{i j}-E} \tag{2.4.18}
\end{equation*}
$$

Here, $E$ describes the lowest energy eigenvalue from the previous diagonalization and $H_{i j}=\left\langle D_{i}\right| H\left|D_{j}\right\rangle$ are off-diagonal Hamiltonian matrix elements. In the first iteration we set $E=E_{m}$.

The computation of the amplitudes in Eq. 2.4.18) is motivated by the stationary state solution of an imaginary time propagation of a state Ansatz of the form defined by Eq. (2.4.17). One then chooses the largest tdets determinants from the sets $\left\{\left|C_{i}\right|\right\}$ and $\left\{\left|A_{i}\right|\right\}$ of core space and single- and double-excited core space determinants and diagonalizes the (tdets $\times$ tdets)-dimensional reduced system Hamiltonian, keeping only the eigenvector belonging to the lowest eigenvalue $E{ }_{4}^{4}$. This eigenvector will have entries $\left(C_{1}, C_{2}, \ldots, C_{t d e t s}\right)^{T}$, with each entry belonging to a unique Slater determinant of the target space. The cdets largest coefficients are kept and re-normalized and their respective determinants form the new core space in the next iteration step. One repeats these steps until the energy converges, which we generally observe after around four to five iterations for all system sizes studied (see Fig. 2.H.1 in Appendix 2.H).

One of the computationally more costly steps is the evaluation of the overlaps $H_{i j}$, which we discuss in more detail in Appendix 2.G.1 and 2.G.2. For all our ASCI simulations, we choose the core space to be identical to the target space of the previous iteration step, $L=$ tdets $=$ cdets. As outlined in Appendix (2.D), we transformed the Hamiltonian in Eq. (2.4.18) for the ASCI simulation into the eigenbasis of the CM using the transformation given by Eq. (2.4.16), where the Hartree-Fock state is a simple tensor product of $N_{\text {el }}$ distinct fermionic creation operators acting on the fermionic vacuum state.

## Overlap estimation

If the ASCI expansion in Eq. 2.4.17) includes all $\binom{N_{\text {so }}}{N_{\text {el }}}$ Slater determinants containing $N_{\text {el }}$ electrons, the ASCI solution is identical to the Full Configuration Interaction (FCI) solution and will give the exact ground state of the system Hamiltonian ${ }^{5}$. We expand the exact solution as

$$
\begin{equation*}
\left|\Psi_{0}\right\rangle=\sum_{k=1}^{\mathrm{FCI}} \tilde{C}_{k}\left|D_{k}\right\rangle \tag{2.4.19}
\end{equation*}
$$

and compute the squared overlap w.r.t. the ASCI state in Eq. (2.4.17) containing $L \leq$ FCI determinants, which is identical to the support of the ASCI expansion on the exact solution, i.e. the state fidelity defined on the left-hand side of Eq. (2.4.1). Since the number of determinants in a FCI expansion grows exponential with system size, once

[^27]we go beyond exactly solvable system sizes, we will no longer be able to talk about the support of a subset of determinants on the exact ground state of the system Hamiltonian, but rather on the ground state of the reduced system Hamiltonian which is spanned by the tdets determinants of the ASCI expansion.

## Preparing a linear combination of Slater determinants on a quantum computer

Recent work showed that a linear combination of Slater determinants, required e.g. for realizing the mapping described by the PREPARE oracle in Section 2.3, could be implemented efficiently on a quantum computer through the use of a quantum read-only memory, whose purpose is to read classical data indexed by a quantum register [102]. The construction scheme was improved upon by reducing the number of ancillary qubits needed to 1 , resulting in a state preparation protocol, where $\left|\Psi_{\text {init }}\right\rangle$ can be constructed using only $O\left(N_{\text {so }} L\right)$ gates [40], where $L$ is here identical to the number of core and target space determinants in the ASCI expansion. As previously stated, while the single reference state method introduced in Section 2.4.1 is suitable for NISQ devices, the preparation of linear combination of Slater determinants outlined in Section 2.4 .2 will require error-corrected quantum computers, as it demands the implementation of many layers of multi-qubit Toffoli-type gates, which are costly to implement [176].

## Section 2.5

## Numerical Results

In this section we present our numerical results for implementing a FGS state and a multi-reference state as proposed in Sections 2.4.1 and 2.4.2 for small instances.

We study the quality of the initial state Ansatz of a system containing $N_{\text {el }}$ electrons in $N_{\mathrm{so}}=3 N_{\mathrm{el}}$ spin-orbitals, which corresponds to a filling of $\nu=1 / 3$ in the LLL. This corresponds to a fixed electron density, which can be seen from Eqs. 2.2.29)-2.2.30).

By performing a formal integration of the equations of motion of the CM given by Eq. (2.4.9), we obtain the mean-field solution $\left|\Psi_{\mathrm{GS}}\right\rangle$ of the system Hamiltonian. The numerical method is detailed in Appendix 2.E and was performed using $10^{5}$ time steps at step size $\Delta \tau=0.01$ for all simulation results in Fig. 2.3 and Fig. 2.4, as well as in the simulations shown in Appendix 2.H. The mean-field energy converges for all cases well before the end of the imaginary time evolution and the number of particles is conserved throughout the simulation, as exemplified in Fig. 2.E.1 in the Appendix.

In Fig. 2.3, we study the support of the most important Slater determinants (i.o.w. those carrying the largest coefficients $\left.\left|C_{i}\right|\right)$ in the ASCI expansion of Eq. (2.4.17) for system sizes $N_{\mathrm{so}}=9,12,15,18$. For each set of data points, we study how the support changes when enlarging the space of core determinants, keeping in mind that we set cdets $=$ tdets. The horizontal axis displays the fraction of core determinants in the current ASCI expansion w.r.t. the FCI expansion. The very last data point in each of the plots compares the sum of the squared coefficients to the FCI expansion and the corresponding value is thus equivalent to the state fidelity $F$ defined in Eq. 2.4.1) of the ASCI expansion. The single determinant expansion is equivalent to $\left|\Psi_{\mathrm{GS}}\right\rangle$ and thus describes the mean-field behaviour. It drops from around $F \approx 0.4$ for the smallest system size in the upper-left corner to $F \approx 0.25$ for the largest simulated system size in the lower-right corner of Fig. 2.3. For all simulations, constructing an ASCI expansion of ten Slater determinants guarantees an initial state fidelity well above $F=0.5$, where we assumed an error-free construction of the linear combination of Slater determinants.

In Fig. 2.4, we investigate the convergence of both, the fidelity $F$, as well as the energy $E$-which corresponds to the lowest energy eigenvalue obtained from diagonalizing the reduced system Hamiltonian in the ASCI algorithm—for system sizes $N_{\mathrm{so}}=9,12,15,18$. The first (last) data point in each individual plot corresponds to the mean-field solution (FCI expansion / exact ground state). Each marker in Fig. 2.4 corresponds to an individual ASCI simulation. The convergence of the energy of the reduced Hamiltonian for each individual ASCI simulation is displayed in Appendix 2.H in Fig. 2.H.1 for a variety of core determinants, which shows that ASCI typically converges after about five iterations for the respective system sizes.

One can observe from Fig. 2.4, that the fidelity does not converge much faster than the energy, which makes ASCI an unsuitable candidate for estimating state overlap for intractable system sizes (given that this trend continuous) unlike the findings observed for the various physical systems studied in Ref. [40]. There, the argument is that if the fidelity were to converge much faster than the energy and the latter would start to converge already at reasonable system sizes, one would have a heuristic argument that supports the legitimacy of approximating the overlap of the initial state with the true ground state


Figure 2.3: Scatter plots showing the sum of the squared coefficients in the ASCI expansion for various numbers of $\operatorname{tdets}(=c \operatorname{dets})$ for system sizes of $N_{\mathrm{so}}=9,12,15,18$ spin-orbitals at filling $\nu=1 / 3$ in ascending order from the upper-left to the lower-right figure.. The blue curve (solid line) shows the behaviour of the mean-field solution $\left|\Psi_{\mathrm{GS}}\right\rangle$. The rightmost points (where the fraction of Slater determinants in ASCI expansion is identical to 1) within each figure corresponds to the FCI expansion, i.e. all $\binom{N_{\text {so }}}{N_{\text {el }}}$ relevant Slater determinants are taken into account for those points and the sum of the \# (where \# is to be replaced with the number indicated in the grey box) is identical to the fidelity defined on the lefthand side of Eq. (2.4.1).


Figure 2.4: Scatter plots of the fidelity $F=\left|\left\langle\Psi_{\text {init }} \mid \Psi_{0}\right\rangle\right|^{2}$ (blue colored squares) and the convergence of the energy $E$ (red colored triangles) for various numbers of determinants in the ASCI expansion of Eq. (2.4.17). Instead of the total number of Slater determinants in the expansion, we plot the ratio w.r.t. the FCI expansion on the x-axis, with the first data point corresponding to the single reference state $\left|\Psi_{\mathrm{GS}}\right\rangle$ and the last to the FCI expansion. The four plots show system sizes with $N_{\text {so }}=9,12,15,18$ spin orbitals at filling $\nu=1 / 3$ in ascending order from the upper-left to the lower-right figure.


Figure 2.5: Scatter plot of the minimal number of ASCI core determinants (in terms of its ratio to the FCI expansion) needed to obtain state fidelities $F>0.9$ for system sizes $N_{\text {so }}=9,12,15,18$. The values were obtained by linear extrapolation of the two data sets belonging to the largest (lowest) fidelity below (above) the threshold value $F=0.9$. We note that the size of the determinant space corresponding to a FCI expansion displayed on the x-axis grows exponentially.
by using the largest possible ASCI expansion instead of $\left|\Psi_{0}\right\rangle$, since the latter is unknown. However, for the system sizes studied here, this behaviour was not observed.

In Fig. 2.5 we show how the minimal number of determinants needed to reach a fidelity of at least $F=0.9$ scales with system size. The horizontal axis shows the number of spin-orbitals studied, where the number of FCI determinants grows exponentially, while the vertical axis displays the number of core determinant size w.r.t. the FCI to reach the desired fidelity, where the latter was obtained by linear extrapolation of the two simulated core sets displaying the largest (lowest) fidelity below (above) the threshold value $F=0.9$. The close-to-linear behavior in Fig. 2.5 shows that for the system sizes studied here, only a sub-exponential increase in terms of the number $L=$ cdets $=t$ dets of Slater determinants in the ASCI expansion is required to obtain an initial state $\left|\Psi_{\text {init }}\right\rangle$ with an overlap of at least $F=0.9$ with the true ground state $\left|\Psi_{0}\right\rangle$. Larger-scale numerical simulation are needed to vindicate or disprove the observed trend for increasing values of $N_{\mathrm{so}}$.

## Section 2.6

## DISCUSSION

In the following section, we discuss various avenues that could be explored in future studies, such as improving the model FQHE Hamiltonian, and choosing different geometries and basis sets for the system Hamiltonian, to using the Laughlin state as a proving ground to test heuristic Ansätze for NISQ algorithms. For completeness, we show how correlation functions (which contain all information about the respective physical system) can be computed for both the FGS and the multi-reference expansion.

### 2.6.1 Finite size studies

A natural question to ask, is whether it makes sense to perform a digital quantum simulation of a FQH system on a non error-corrected architecture, where me might be restricted to anywhere between tens up to a few hundreds of qubits. Current exact simulations of FQH systems are restricted to a handful of particles, but it turns out that the largest computer simulations today of around 50 spin-orbitals already exceeds the typical length scale (which is given by the magnetic length $l_{B} \approx 25 \mathrm{~nm} / \sqrt{B[\mathrm{~T}]}$ of the problem considerably and it is therefore sensible to assume that one can make simulations that reflect properties which may extend to the thermodynamic limit even for relatively small numbers of particles. The goal of a digital quantum simulation of a quantum system can not be to try to simulate the actual system size, as the quantum resource requirements would be astronomical. As a small example taken from Ref. [9], a typical 1(mm) ${ }^{2}$ sample contains roughly $10^{9}$ electrons. A toy system of 100 electrons distributed among 250 spin-orbitals in the LLL (corresponding to $\nu=0.4$ ) would lead to $10^{72}$ distinct ground state configurations, a number comparable to the number of particles in our universe. An error-corrected quantum computer would however only require 250 logical qubits (neglecting additional qubits required for the employed quantum algorithm) to represent this state.

### 2.6.2 Augmenting the model

In our discussion, we focused on the Coulomb interaction as it provides the key to the understanding of the FQHE. In order to make the system more realistic by taking into account effects that play a subdominant role in comparison to the electron-electron interaction described by $H_{2}$, one can add additional terms to the system Hamiltonian of Eq. (2.2.1).

A two-dimensional electron gas is typically realized in experiments in dirty samples where random one-particle potentials of e.g. positive donor ions are scrambled across the probe (this is known as disorder). To account for their effect on the electrons, one therefore has to include one body potentials $\sum_{j} U\left(\mathbf{r}_{j}\right)$ as well, whose specific form depend on material properties. By computing the one-body coefficients due to the disorder terms, its effect could as well be included at a free cost in terms of qubit resources.

The role of the electron spin has been neglected in our derivations entirely, since we assumed that the magnetic field is large enough that all spin degrees of freedom are frozen. In order to account for the effect of the spin, one would have to add the Zeeman term
$g \mu \mathbf{B} \cdot \sum_{k=1}^{N_{\text {el }}}\left(\mathbf{S}_{z}\right)_{j}$, where $\left(\mathbf{S}_{z}\right)_{j}$ is the $z$-component of the spin of electron $j, \mu$ is the Bohr magneton and $g$ the Landé $g$-factor. This would double the number of required qubits, since an additional register for each state would be required as a placeholder for the orbital spin component.

We have chosen a "soft" boundary (it is not a physical boundary) by introducing a cutoff in angular momentum. By using an harmonic trapping potential instead, one can simulate a physical boundary that allows one to exert pressure on the system by tuning the strength of the trapping potential.

We restrict ourselves to the disk geometry in symmetric gauge, but one could have also chosen a different gauge, such as the Landau gauge $\mathbf{A}=B(-y, 0,0)^{T}$. Similarly, one can choose other geometries, for instance geometries which do not possess a boundary and are useful when studying bulk properties. Two prominent examples of such geometries are a two-dimensional sheet of electrons wrapped around the surface of a sphere, known as the Haldane sphere, or a two-dimensional sheet of electrons wrapped around a cylinder with periodic boundary conditions, which constitutes a torus geometry. See e.g. Ref. [177] for more details on the torus geometry and Ref. [145] for Hamiltonians that incorporate LL mixing within the Haldane sphere geometry.

### 2.6.3 Using the Laughlin wave function as a sanity check for the variational Ansatz

It is well known that for small system sizes the Laughlin wave function has a large overlap with the ground state of the FQH Hamiltonian in the LLL [120]. However, it is not the exact ground state of the FQH Hamiltonian, but rather the ground state of different, so-called parent Hamiltonian [122, 178-180]. To our knowledge, there has yet to appear a quantum circuit that efficiently constructs the Laughlin wave function for various filling factors $\nu$, with the exception of integer filling factors [181]. Even though a Fock-space representation of the Laughlin state exists [182], it is not clear to us how this could be efficiently mapped onto a quantum circuit. An efficient quantum algorithm for generating the Laughlin state (or related states describing higher filling factors such as the MooreRead state [121) would most likely be of vital importance for digital quantum simulations of the FQHE Hamiltonian. Furthermore, a recent paper introduced a classically efficient variational method going beyond FGS to enable the study of FQHE systems in the spirit of composite fermions [41], but so far this method has not yet been applied to FQH systems and is not clear how well it will improve over a generalized Hartree-Fock Ansatz.

Even without an efficient algorithm for the implementation of the Laughlin state at hand, it could still play an important role for choosing appropriate variational Ansätze of the VQE algorithms. If a variational Ansatz would approximate the Laughlin wave function (by performing a VQE simulation with its corresponding parent Hamiltonian), it would be a strong indicator that the variational Ansatz can construct states that lie in the same universality class as the Laughlin wave function. Since the Laughlin wave function is an analytic expression, one can compare the results measured by a quantum computer with the theoretically predicted behavior even for large system sizes.

### 2.6.4 Computing correlation functions

In order to be able to extract ground state properties, such as the one-particle reduced density matrix, the pair correlation function and static structure factor, one has to com-
pute the expectation values of products of the fermionic field operators, which can be performed efficiently on a quantum computer [167, 169]. We define the fermionic field operators

$$
\begin{align*}
\hat{\Psi}^{\dagger}(\mathbf{r}) & =\sum_{p} \eta_{p}^{*}(\mathbf{r}) c_{p}^{\dagger}  \tag{2.6.1}\\
\hat{\Psi}(\mathbf{r}) & =\sum_{p} \eta_{p}(\mathbf{r}) c_{p} \tag{2.6.2}
\end{align*}
$$

and the one-particle reduced density matrix and pair correlation function

$$
\begin{align*}
& G_{1}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\left\langle\hat{\Psi}^{\dagger}(\mathbf{r}) \hat{\Psi}\left(\mathbf{r}^{\prime}\right)\right\rangle  \tag{2.6.3}\\
& G_{2}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\left\langle\hat{\Psi}^{\dagger}(\mathbf{r}) \hat{\Psi}^{\dagger}\left(\mathbf{r}^{\prime}\right) \hat{\Psi}\left(\mathbf{r}^{\prime}\right) \hat{\Psi}(\mathbf{r})\right\rangle . \tag{2.6.4}
\end{align*}
$$

The one-particle reduced density matrix $G_{1}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ measures the values of the fermionic field operators at points $\mathbf{r}$ and $\mathbf{r}^{\prime}$ and is identical to the electron density for $\mathbf{r}=\mathbf{r}^{\prime}$. Thus, the number of electrons is given by $N_{\mathrm{el}}=\operatorname{tr}\left[G_{1}(\mathbf{r}, \mathbf{r})\right]$. The pair correlation function $G_{2}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ is a measure of the density correlations and is proportional to the pair distribution function. By combining Eqs. (2.6.1)-(2.6.4), the measurement of correlation functions can be broken down into measurements of sums of quartic and quadratic fermionic operator expectation values.

For FQH states and more specifically for states describing a uniform density (at least inside the disk) isotropic liquid, one expects from extrapolation of finite system results that the one-particle reduced density matrix has an absence of off-diagonal long-range order [183],

$$
\begin{equation*}
\lim _{\left|\mathbf{r}-\mathbf{r}^{\prime}\right| \rightarrow \infty} G_{1}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=0 \tag{2.6.5}
\end{equation*}
$$

and that the FQH state is a quantum liquid, which is characterized by [184]

$$
\begin{equation*}
\lim _{\left|\mathbf{r}-\mathbf{r}^{\prime}\right| \rightarrow \infty} G_{2}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\text { constant } \tag{2.6.6}
\end{equation*}
$$

(see e.g. chapters 8 and 12 in [9]) as opposed to the mean-field solution that produces a crystal and whose pair correlation function oscillates all the way to infinity. Any approximate ground state generated either through VQE approaches on NISQ devices or more elaborate methods such as ASCI (or the method introduced in [142]) should be able to reproduce the characteristic behavior as predicted by Eqs. 2.6.5)-2.6.6). In Appendix 2.F we give analytic expressions on how $G_{2}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ may be efficiently computed on a classical computer for the FGS and show how multi-reference state approaches can be computed, given that the latter is kept to tractable system sizes. We also show the crystallike patterns observed in the pair correlation function for a FGS Ansatz in Fig. 2.F.1 of Appendix 2.F

Another physical quantity of interest regarding FQH states is the Rényi entropy, which contains information about whether the underlying entanglement obeys an area or volume law and whether the system is in a insulating or conducting phase. An explicit quantum circuit for measuring the Rényi entropy w.r.t. the Laughlin state on a quantum computer is given in Ref. [136].

## Section 2.7

## Conclusion and outlook

We have presented an ab-initio roadmap to simulate the FQH Hamiltonian. We derived efficiently computable analytical expressions for the respective one- and two-body Hamiltonian coefficients which allow for LL mixing. Using the the low-rank factorization method of Ref. [143] to extract the Hamiltonian eigenspectrum, we found a T gate complexity of $O\left(M^{4.35} / \Delta E\right)$ to estimate the energy to precision $\Delta E$. This presents the current most efficient method to simulate the spectrum of the FQH Hamiltonian on an error-corrected quantum computer. We performed small-scale numerical simulations within the LLL to investigate the initial state fidelities of two efficiently computable and preparable Ansätze based on the generalized Hartree-Fock method and the ASCI algorithm, suitable for NISQ and error-corrected quantum processors, respectively. While the latter method shows a sub-exponential scaling in the required number of determinants to reach high fidelity initial states, larger scale numerical simulations are needed to better determine the large system-size behavior. In addition, scaling analysis for the parameter $\lambda$ for systems including higher LLs are needed to discover the respective gate complexity for simulations beyond the LLL. To further improve the initial state Ansatz, an efficient implementation of Laughlin-type states should be a major focus of future work.

The authors thank Ryan Babbush for initiating the discussion on Hamiltonian simulation, suggesting to use a strategy that exploits the analytical form of the Hamiltonian coefficients and for critically reviewing parts of the draft.

At the time of this writing, a preprint of the work presented in this chapter can be found on https://arxiv.org/abs/2003.02517 and is currently under review at a scientfic journal.

## Appendix

## Section 2.A

## DERIVATION OF ANALYTICAL RESULT FOR THE Coulomb matrix Elements

We will evaluate Eq. $(2.2 .14)$, which displays the trivial symmetry $h_{\mathbf{P Q R S}}=h_{\mathbf{Q P S R}}$ due to the indistinguishability of electrons. For the evaluation of Eq. (2.2.14), we use the Fourier representation of the Coulomb operator [146], more specifically,

$$
\begin{equation*}
\frac{1}{\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|}=\frac{1}{2 \pi} \int d \mathbf{q} \frac{1}{q} e^{i \mathbf{q}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)} \tag{2.A.1}
\end{equation*}
$$

For simplicity, we introduce a shorthand notation for a product of Laguerre polynomials of two quantum number tuples belonging to the same particle ${ }^{6}$

$$
\begin{equation*}
L_{\left[S_{j}, R_{k}, \ldots\right]}(x)=L_{S_{j}}^{\left(P_{j}-S_{j}\right)}(x) L_{R_{k}}^{\left(Q_{k}-R_{k}\right)}(x) \cdots \tag{2.A.2}
\end{equation*}
$$

In the following, one has to distinguish between two cases: case (i), where $P_{2}-S_{2} \geq 0$ and case (ii), where $P_{2}-S_{2}<0$. We will however only have to consider case (i), since case (ii) follows from the integral symmetry $h_{\mathbf{P Q R S}}^{(i i)}=h_{\mathbf{S R Q P}}^{(i)}{ }^{*}$. Moving to complex plane by substituting $\mathbf{r}_{j}$ with $r_{j} e^{-i \theta_{j}}$ and $\mathbf{q}$ with $q e^{-i \alpha}$, we insert the Fourier transformation defined in Eq. (2.A.1) into Eq. (2.2.14) and write $\mathbf{q} \cdot \mathbf{r}_{i}=q r_{i} \cos \left(\alpha-\theta_{i}\right)$, which results in

$$
\begin{align*}
h_{\mathbf{P Q R S}}= & \frac{e^{2}}{2 \pi \epsilon} \iint_{0}^{\infty} d r_{1} d r_{2} d q \iint_{0}^{2 \pi} d \theta_{1} d \theta_{2} d \alpha r_{1} r_{2} \psi_{\mathbf{P}}^{*}\left(\mathbf{r}_{1}\right) \psi_{\mathbf{Q}}^{*}\left(\mathbf{r}_{2}\right) \psi_{\mathbf{S}}\left(\mathbf{r}_{1}\right) \psi_{\mathbf{R}}\left(\mathbf{r}_{2}\right) \\
& \times e^{i q\left(r_{1} \cos \left(\alpha-\theta_{1}\right)-r_{2} \cos \left(\alpha-\theta_{2}\right)\right)} . \tag{2.A.3}
\end{align*}
$$

First, the integration w.r.t. the polar variable $\alpha$ is performed. The result of this integration is a manifestation of the conservation of angular momentum due to the appearance of the delta function $\delta_{P_{2}-S_{2}, R_{2}-Q_{2}}$. Note that due to the conservation of angular momentum, the choice of $P_{2}-S_{2} \geq 0$ also implies that $R_{2}-Q_{2} \geq 0$. The expression after integrating out the polar degree of freedom reads

$$
\begin{equation*}
h_{\mathbf{P Q R S}}=\frac{e^{2} \mathcal{C}}{\epsilon} \int_{0}^{\infty} d q K_{\mathbf{P}, \mathbf{S}}(q) K_{\mathbf{R}, \mathbf{Q}}(q)^{*} \delta_{P_{2}-S_{2}, R_{2}-Q_{2}} \tag{2.A.4}
\end{equation*}
$$

where $K_{\mathbf{P}, \mathbf{S}}(q)$ is defined as

$$
\begin{equation*}
K_{\mathbf{P}, \mathbf{S}}(q)=\int_{0}^{\infty} d r_{1} \int_{0}^{2 \pi} d \tilde{\theta}_{1} r_{1}^{P_{2}+S_{2}+1} e^{i \tilde{\theta}_{1}\left(P_{2}-S_{2}\right)} e^{-\frac{1}{2} r_{1}^{2}} L_{P_{1}}^{\left(P_{2}\right)}\left(\frac{r_{1}^{2}}{2}\right) L_{S_{1}}^{\left(S_{2}\right)}\left(\frac{r_{1}^{2}}{2}\right) e^{i q r_{1} \cos \left(\tilde{\theta}_{1}\right)} \tag{2.A.5}
\end{equation*}
$$

We use the integral representation of the Bessel function of Eq. 2.2.17) to rewrite Eq. (2.A.5). For $y>0$ and complex parameters $\alpha$ and $\nu$, satisfying $\operatorname{Re}\{\alpha\}>0$ and $\operatorname{Re}\{\nu\}>-1$ [185, 186] (the results for this type of integral given in standard literature [187, 188] are incorrect as they contain sign errors), we have

$$
\begin{align*}
\int_{0}^{\infty} d x x^{\nu+1} e^{-\alpha x^{2}} L_{m}^{(\nu-\sigma)}\left(\alpha x^{2}\right) L_{n}^{(\sigma)}\left(\alpha x^{2}\right) J_{\nu}(x y)= & (-1)^{m+n}(2 \alpha)^{-\nu-1} y^{\nu} e^{-\frac{y^{2}}{4 \alpha}} L_{m}^{(\sigma-m+n)}\left(\frac{y^{2}}{4 \alpha}\right) \\
& \times L_{n}^{(\nu-\sigma+m-n)}\left(\frac{y^{2}}{4 \alpha}\right), \tag{2.A.6}
\end{align*}
$$

[^28]which has the same functional form as the integral in Eq. 2.2.16). We will further need the following identity for Laguerre polynomials, for $a, b \in \mathbb{Z}$,
\[

$$
\begin{equation*}
\frac{(-x)^{a}}{a!} L_{b}^{(a-b)}(x)=\frac{(-x)^{b}}{b!} L_{a}^{(b-a)}(x), \tag{2.A.7}
\end{equation*}
$$

\]

which can be proven by simply inserting the definition of Laguerre polynomials into Eq. (2.2.6). Using the integral identity of Eq. (2.A.6), we can bring Eq. 2.A.5) into the form displayed in Eq. 2.2.18 and the explicit form of the integral for case (i) in Eq. (2.A.4) reduces to

$$
\begin{equation*}
h_{\mathrm{PQRS}}^{(\mathrm{i})}=\frac{e^{2} \mathcal{C}^{(i)}}{\epsilon} \int_{0}^{\infty} d q f^{(1)}(q) f^{(2)}(q) \delta_{P_{2}-S_{2}, R_{2}-Q_{2}} \tag{2.A.8}
\end{equation*}
$$

where the constant $\mathcal{C}^{(i)}$ is given in Table 2.3.

Table 2.A.1: In order to use the integral formula of Eq. 2.A.12, one has to study the various parameter regimes and apply the transformation given in Eq. 2.A.7 to ensure that all requirements for using the integral formula are met. Note that the argument of the Laguerre polynomials are omitted.

| case | parameter regime | integrand substitutions |
| :---: | :---: | :---: |
| (i.i) | $\begin{aligned} & \left(S_{1}-P_{1} \geq 0\right) \wedge\left(P_{\Sigma}-S_{\Sigma}<0\right) \\ & \wedge\left(Q_{1}-R_{1} \geq 0\right) \wedge\left(R_{\Sigma}-Q_{\Sigma}<0\right) \end{aligned}$ | $L_{S_{\Sigma}}^{\left(P_{\Sigma}-S_{\Sigma}\right)}=\frac{P_{\Sigma}!}{S_{\Sigma}!}(-x)^{S_{\Sigma}-P_{\Sigma}} L_{P_{\Sigma}}^{\left(S_{\Sigma}-P_{\Sigma}\right)}, L_{Q_{\Sigma}}^{\left(R_{\Sigma}-Q_{\Sigma}\right)}=\frac{R_{\Sigma}!}{Q_{\Sigma}!}(-x)^{Q_{\Sigma}-R_{\Sigma}} L_{R_{\Sigma}}^{\left(Q_{\Sigma}-R_{\Sigma}\right)}$ |
| (i.ii) | $\begin{aligned} & \left(S_{1}-P_{1} \geq 0\right) \wedge\left(P_{\Sigma}-S_{\Sigma}<0\right) \\ & \wedge\left(Q_{1}-R_{1} \geq 0\right) \wedge\left(R_{\Sigma}-Q_{\Sigma} \geq 0\right) \end{aligned}$ | $L_{S_{\Sigma}}^{\left(P_{\Sigma}-S_{\Sigma}\right)}=\frac{P_{\Sigma}!}{S_{\Sigma}!}(-x)^{S_{\Sigma}-P_{\Sigma}} L_{P_{\Sigma}}^{\left(S_{\Sigma}-P_{\Sigma}\right)}$ |
| (i.iii) | $\begin{aligned} & \left(S_{1}-P_{1} \geq 0\right) \wedge\left(P_{\Sigma}-S_{\Sigma}<0\right) \\ & \wedge\left(Q_{1}-R_{1}<0\right) \end{aligned}$ | $L_{S_{\Sigma}}^{\left(P_{\Sigma}-S_{\Sigma}\right)}=\frac{P_{\Sigma}!}{S_{\Sigma}!}(-x)^{S_{\Sigma}-P_{\Sigma}} L_{P_{\Sigma}}^{\left(S_{\Sigma}-P_{\Sigma}\right)}, L_{R_{1}}^{\left(Q_{1}-R_{1}\right)}(x)=\frac{Q_{1}!}{R_{1}!}(-x)^{R_{1}-Q_{1}} L_{Q_{1}}^{\left(R_{1}-Q_{1}\right)}$ |
| (i.iv) | $\begin{aligned} & \left(S_{1}-P_{1} \geq 0\right) \wedge\left(P_{\Sigma}-S_{\Sigma} \geq 0\right) \\ & \wedge\left(Q_{1}-R_{1} \geq 0\right) \wedge\left(R_{\Sigma}-Q_{\Sigma}<0\right) \end{aligned}$ | $L_{Q_{\Sigma}}^{\left(R_{\Sigma}-Q_{\Sigma}\right)}=\frac{R_{\Sigma}!}{Q_{\Sigma}!}(-x)^{Q_{\Sigma}-R_{\Sigma}} L_{R_{\Sigma}}^{\left(Q_{\Sigma}-R_{\Sigma}\right)}$ |
| (i.v) | $\begin{aligned} & \left(S_{1}-P_{1} \geq 0\right) \wedge\left(P_{\Sigma}-S_{\Sigma} \geq 0\right) \\ & \wedge\left(Q_{1}-R_{1} \geq 0\right) \wedge\left(R_{\Sigma}-Q_{\Sigma} \geq 0\right) \end{aligned}$ | no substitution necessary |
| (i.vi) | $\begin{aligned} & \left(S_{1}-P_{1} \geq 0\right) \wedge\left(P_{\Sigma}-S_{\Sigma} \geq 0\right) \\ & \wedge\left(Q_{1}-R_{1}<0\right) \end{aligned}$ | $L_{R_{1}}^{\left(Q_{1}-R_{1}\right)}=\frac{Q_{1}!}{R_{1}!}(-x)^{R_{1}-Q_{1}} L_{Q_{1}}^{\left(R_{1}-Q_{1}\right)}$ |
| (i.vii) | $\begin{aligned} & \left(S_{1}-P_{1}<0\right) \wedge\left(Q_{1}-R_{1} \geq 0\right) \\ & \wedge\left(R_{\Sigma}-Q_{\Sigma}<0\right) \end{aligned}$ | $L_{P_{1}}^{\left(S_{1}-P_{1}\right)}=\frac{S_{1}!}{P_{1}!}(-x)^{P_{1}-S_{1}} L_{S_{1}}^{\left(P_{1}-S_{1}\right)}, L_{Q_{\Sigma}}^{\left(R_{\Sigma}-Q_{\Sigma}\right)}=\frac{R_{\Sigma}!}{Q_{\Sigma}!}(-x)^{Q_{\Sigma}-R_{\Sigma}} L_{R_{\Sigma}}^{\left(Q_{\Sigma}-R_{\Sigma}\right)}$ |
| (i.viii) | $\begin{aligned} & \left(S_{1}-P_{1}<0\right) \wedge\left(Q_{1}-R_{1} \geq 0\right) \\ & \wedge\left(R_{\Sigma}-Q_{\Sigma} \geq 0\right) \end{aligned}$ | $L_{P_{1}}^{\left(S_{1}-P_{1}\right)}=\frac{S_{1}!}{P_{1}!}(-x)^{P_{1}-S_{1}} L_{R_{1}}^{\left(P_{1}-S_{1}\right)}$ |
| (i.ix) | $\left(S_{1}-P_{1}<0\right) \wedge\left(Q_{1}-R_{1}<0\right)$ | $L_{P_{1}}^{\left(S_{1}-P_{1}\right)}=\frac{S_{1}!}{P_{1}!}(-x)^{P_{1}-S_{1}} L_{S_{1}}^{\left(P_{1}-S_{1}\right)}, L_{R_{1}}^{\left(Q_{1}-R_{1}\right)}=\frac{Q_{1}!}{R_{1}!}(-x)^{R_{1}-Q_{1}} L_{Q_{1}}^{\left(R_{1}-Q_{1}\right)}$ |

In order to compute the integrals in Eq. 2.A.8, we will have to make a small detour into the properties of hypergeometric functions. We define the Pochhammer symbol (also known as the rising factorial) $(\lambda)_{n}=\Gamma(\lambda+n) / \Gamma(\lambda)$ and the generalized hypergeometric series [189]

$$
{ }_{p} F_{q}\left[\begin{array}{ll}
a_{1}, \ldots, a_{p} ; & z  \tag{2.A.9}\\
b_{1}, \ldots, b_{q} ; & z
\end{array}\right]=\sum_{j=0}^{\infty} \frac{\left(a_{1}\right)_{j} \cdots\left(a_{p}\right)_{j}}{\left(b_{1}\right)_{j} \cdots\left(b_{q}\right)_{j}} \frac{z^{j}}{j!} .
$$

Two properties of the generalized hypergeometric series are noteworthy: First, as soon as at least one of the numerator parameters $a_{k}$ is a non-positive integer, the series terminates and becomes a finite polynomial in $z$. Second, if one of the denominator parameters $b_{l}$ is non-positive, there will appear a zero in the denominator due to the properties of the Pochhammer symbol and Eq. (2.A.9) is no longer a well defined expression. As we will see, the requirement $b_{l}>0$ is the reason our final expression for $h_{\mathbf{P Q R S}}$ will be case-sensitive to the values of the quantum numbers (it is the reason we have to consider all the various parameter regimes in Table 2.A.1. There are also higher-order hypergeometric functions which possess more than one variable, such as the first Lauricella function [190, 191]

$$
F_{A}^{(r)}\left[\begin{array}{c}
a, b_{1}, \ldots, b_{r} ;  \tag{2.A.10}\\
c_{1}, \ldots, c_{r} ;
\end{array} z_{1}, \ldots, z_{r}\right]=\sum_{k_{1}, \ldots, k_{r}=0}^{\infty} \frac{(a)_{k_{1}+\cdots+k_{r}}\left(b_{1}\right)_{k_{1}} \cdots\left(b_{r}\right)_{k_{r}}}{\left(c_{1}\right)_{k_{1}} \cdots\left(c_{r}\right)_{k_{r}}} \frac{z_{1}^{k_{1}}}{k_{1}!} \cdots \frac{z_{r}^{k_{r}}}{k_{r}!},
$$

with the constraint $\left(\left|z_{1}\right|+\cdots+\left|z_{r}\right|\right)<1$, which is only of significance for the convergence of non-terminating hypergeometric series. As we shall see, all hypergeometric sums we encounter terminate, meaning that we do not need to worry about any convergence issues.

We simplify the following expressions by omitting the arguments of the Laguerre polynomials, writing $L_{n}^{(\alpha)}(x)=L_{n}^{(\alpha)}$, where $x=q^{2} / 2$ is a substitution used for $q$ in Eq. 2.A.8). This allows us to simplify Eq. 2.A.8), after substitution of the integration variable, to

$$
\begin{equation*}
h_{\mathrm{PQRS}}=\frac{e^{2}}{\epsilon} \sqrt{\frac{P_{1}!Q_{\Sigma}!S_{\Sigma}!R_{1}!}{2 P_{\Sigma}!Q_{1}!S_{1}!R_{\Sigma}!}} \int_{0}^{\infty} d x x^{\left(P_{2}-S_{2}+1 / 2\right)-1} e^{-2 x} L_{\left[P_{1}, S_{\Sigma}, R_{1}, Q_{\Sigma}\right]} \delta_{P_{2}-S_{2}, R_{2}-Q_{2}} \tag{2.A.11}
\end{equation*}
$$

The integral in Eq. 2.A.11) is a Laplace transform of a product of Laguerre polynomials which has been thoroughly studied, e.g. in Refs. [191-194]. For $\operatorname{Re}\{p\}>0, \operatorname{Re}\{s\}>0$, and $n_{j} \in \mathbb{N}_{0}$ for $j=1, \ldots, r$, the following integral identity holds [191],

$$
\begin{align*}
& \int_{0}^{\infty} d x x^{p-1} e^{-s x} L_{n_{1}}^{\left(\alpha_{1}\right)}\left(\lambda_{1} x\right) \cdots L_{n_{r}}^{\left(\alpha_{r}\right)}\left(\lambda_{r} x\right) \\
= & \frac{\Gamma(p)}{s^{p}}\left(\prod_{k=1}^{r}\binom{n_{k}+\alpha_{k}}{n_{k}}\right) F_{A}^{(r)}\left[\begin{array}{c}
p,-n_{1}, \ldots,-n_{r} ; \frac{\lambda_{1}}{\alpha_{1}+1, \ldots, \alpha_{r}+1 ;}, \ldots, \frac{\lambda_{r}}{s}
\end{array}\right] . \tag{2.A.12}
\end{align*}
$$

By setting $r=4, s=2$ and $\lambda_{j}=1$ for $j=1, \ldots, 4$, we can use Eq. 2.A.12 to solve the integral in Eq. 2.A.11). One hast to exert caution, since just as hypergeometric series must not have negative integers in its lower set of parameters, the same holds for Lauricella functions - they are a generalization of the former. A further prerequisite for applying the integral formula is that the real part of $p$ must be larger than zero and $n_{j} \in \mathbb{N}_{0}$. In addition, the Lauricella function is well defined only for $\alpha_{j} \geq 0$. Using again the transformation between Laguerre polynomials given in Eq. 2.A.7), we can bring the integral (2.A.11) to a form which meets all prerequisites for using the integral formula.

In Table 2.A.1 we consider all possible parameter regimes for $\mathbf{P}, \mathbf{Q}, \mathbf{R}, \mathbf{S}$ that would allow the order of any Laguerre polynomial appearing in Eq. 2.A.11) to become negative. Then, one can flip the sign of the negative exponent via Eq. (2.A.7) and the additional polynomial in $x$ ensures that the power $p$ of the final polynomial is positive. The results for all possible parameter regime choices are summarized in Tables 2.3 and 2.A.1. Eq. (2.A.11) can thus be recast into the following form,

$$
\begin{equation*}
h_{\mathbf{P Q R S}}^{(i)}=\frac{e^{2} \mathcal{C}^{(i)}}{\epsilon} \int_{0}^{\infty} d x x^{p-1} e^{-2 x} L_{\left[n_{1}, n_{2}, n_{3}, n_{4}\right]}(x) \delta_{P_{2}-S_{2}, R_{2}-Q_{2}}, \tag{2.A.13}
\end{equation*}
$$

where $\mathcal{C}^{(i)}, p$ and $\left[n_{1}, n_{2}, n_{3}, n_{4}\right]$ are given in Table 2.3) and the solution of the integral is given by Eq. (2.A.12).

The numerical challenge is thus to either find a fast and reliable implementation of the Lauricella function, or to break the Lauricella function down into lower-order hypergeometric functions. We will give an explicit solution which computes a Coulomb matrix element as a simple scalar product between two vectors. One of these two vectors contains entries which are the results of sums of fractions of rising factorials. There are numerous ways to break down the Lauricella function into lower-order hypergeometric expressions, and which one to pic should depend on which expressions one can compute fast and reliable. In the last part of this section, we give an example on how this can be achieved. We consider the integral representation of the Lauricella function $F_{A}^{(r)}[148]$

$$
F_{A}^{(r)}\left[\begin{array}{c}
a, b_{1}, \ldots, b_{r} ;  \tag{2.A.14}\\
c_{1}, \ldots, c_{r} ;
\end{array} x_{1}, \ldots, x_{r}\right]=\int_{0}^{\infty} d t e^{-t} \frac{t^{a-1}}{\Gamma(a)} \prod_{j=1}^{r}{ }_{1} F_{1}\left[\begin{array}{l}
b_{j} ; \\
c_{j} ;
\end{array} x_{j} t\right],
$$

where $\operatorname{Re}\{a\}>0$ and $\operatorname{Re}\left\{x_{1}+\cdots+x_{r}\right\}<1$ and we are only interested in the case where $r=4$. Clearly, in order to avoid zeros in the denominator, we require all $c_{j}$ to be positive integers. Using the definition of the hypergeometric function and the Cauchy-product formula, the product of two such hypergeometric functions results in

$$
{ }_{1} F_{1}\left[\begin{array}{l}
\left.b_{1} ; x_{1} ;{ }_{1} t\right]{ }_{1} F_{1}\left[\begin{array}{l}
b_{2} ; \\
c_{2} ; x_{2} t
\end{array}\right]=\sum_{k=0}^{\infty}\left(\sum_{l=0}^{k} \frac{\left(b_{1}\right)_{k-l}\left(b_{2}\right)_{l}}{\left(c_{1}\right)_{k-l}\left(c_{2}\right)_{l}} \frac{x_{1}^{k-l} x_{2}^{l}}{(k-l)!l!}\right) t^{k} . ~ . ~ . ~ \tag{2.A.15}
\end{array}\right.
$$

We perform the product of all four hypergeometric functions of Eq. (2.A.14) in the above manner and the resulting coefficient of the resulting polynomial is given by

$$
\begin{equation*}
\xi_{k}=\sum_{p=0}^{k} \sum_{q=0}^{p} \sum_{r=0}^{q} \frac{\left(-n_{1}\right)_{r}\left(-n_{2}\right)_{q-r}\left(-n_{3}\right)_{p-q}\left(-n_{4}\right)_{k-p}}{\left(\alpha_{1}+1\right)_{r}\left(\alpha_{2}+1\right)_{q-r}\left(\alpha_{3}+1\right)_{p-q}\left(\alpha_{4}+1\right)_{k-p} r!(q-r)!(p-q)!(k-p)!2^{k}}, \tag{2.A.16}
\end{equation*}
$$

which we call the convolution coefficient. This coefficient allows us to compute the expression in Eq. (2.A.14),

$$
\begin{align*}
\int_{0}^{\infty} d t e^{-t} \frac{t^{p-1}}{\Gamma(p)} \prod_{i=1}^{4}{ }_{1} F_{1}\left[\begin{array}{r}
-n_{i} ; \\
\alpha_{i}+1 ;
\end{array}{ }^{\frac{t}{2}}\right] & =\sum_{k=0}^{n_{1}+n_{2}+n_{3}+n_{4}} \frac{\xi_{k}}{\Gamma(p)} \int_{0}^{\infty} d t e^{-t} t^{p+k-1} \\
& =\sum_{k=0}^{n_{1}+n_{2}+n_{3}+n_{4}} \xi_{k}(p)_{k} . \tag{2.A.17}
\end{align*}
$$

We recognize the definition of the Gamma function in the last integral. By using the definition of the Pochhammer symbol and defining the two column vectors

$$
\begin{align*}
\boldsymbol{\xi} & =\left(\xi_{0}, \xi_{1}, \ldots, \xi_{n_{1}+n_{2}+n_{3}+n_{4}}\right)^{T}  \tag{2.A.18}\\
(\boldsymbol{p}) & =\left((p)_{0},(p)_{1}, \ldots,(p)_{n_{1}+n_{2}+n_{3}+n_{4}}\right)^{T}, \tag{2.A.19}
\end{align*}
$$

we have

$$
F_{A}^{(r)}\left[\begin{array}{c}
a, b_{1}, \ldots, b_{r} ;  \tag{2.A.20}\\
c_{1}, \ldots, c_{r} ;
\end{array} x_{1}, \ldots, x_{r}\right]=\boldsymbol{\xi} \cdot(\boldsymbol{p}) .
$$

As a sanity check, we compared the values of Eq. (2.A.20) combined with the additional prefactors appearing in Eqs. (2.A.12) and (2.A.13), with $M_{m n}^{l}$ in Eq. 2.2.31) for the LLL for various system sizes and they are - up to numerical precision error - in exact agreement with one another.

# HAMILTONIAN SIMULATION THROUGH LINEAR COMBINATION OF UNITARIES USING THE SELF-INVERSE MATRIX DECOMPOSITION STRATEGY 

In this section, we use an alternative algorithm to the low rank factorization algorithm of 143 used in Section 2.3 to sample the eigenspectrum of the Hamiltonian $H$. This algorithm is based on the self-inverse matrix decomposition strategy first described in Ref. [144] and makes use of the fact that we have an analytical form for the matrix elements of the Hamiltonian as derived in Section 2.2 and that within the LLL, the largest matrix element $\max _{\ell}\left(\omega_{\ell}\right)$ of the Hamiltonian elements is constant $O(1){ }^{7}$. As we will see, this approach scales considerably worse than the low rank factorization method of Ref. [143] presented in Section 2.3, unless one is able to considerably lower the computational cost of evaluating sums of products of factorials as given by Eq. (2.2.19) and Eqs. (2.2.31)(2.2.34). In the approach used in this section one will dramatically increase the number of terms in the Hamiltonian but with the advantage that the coefficients of the state PREPARE $|0\rangle^{\otimes \log (L)}$ will only be 1 or $i$, which makes the state much simpler to prepare.

As described in Section [2.2, for the Hamiltonians of interest in this paper we are able to compute the $\omega_{\ell}$ efficiently from $\ell$ (which is essentially equivalent to computing the $h_{\mathbf{P Q R S}}$ from the indices $\mathbf{P}, \mathbf{Q}, \mathbf{R}$ and $\mathbf{S}$ ). Several steps are required in order to go from computing these coefficients to implementing the PrEpare operator. The ability to compute the coefficients essentially allows us to prepare the state

$$
\begin{equation*}
\sqrt{\frac{1}{L}} \sum_{\ell=1}^{L}|\ell\rangle\left|\omega_{\ell}\right\rangle . \tag{2.B.1}
\end{equation*}
$$

But to translate this into the desired state,

$$
\begin{equation*}
\sqrt{\frac{1}{\lambda}} \sum_{\ell=1}^{L} \sqrt{\omega_{\ell}}|\ell\rangle \tag{2.B.2}
\end{equation*}
$$

we will use the self-inverse matrix decomposition strategy first described in Ref. [144]. This is described in the context of simulating electronic structure in Section 4.4 of Ref. [50]. The result is that $C_{P}$ (again, the cost to implement prepare) ends up scaling like the cost to compute the coefficient mentioned above, but the $\lambda$ value is increased to scaling like $O\left(L \max _{\ell}\left(\omega_{\ell}\right)\right)$.

Essentially, the strategy which leads to this scaling is as follows. First, one re-imagines the Hamiltonian as being a sum of a very large number of terms where each term has a coefficient that is the same magnitude; specifically, the coefficient of each term is either $+\zeta$ or $-\zeta$ where $\zeta$ is thus chosen to limit the precision of the Hamiltonian representation,

[^29]i.e., $\zeta=O(\epsilon)$. The largest term in the original Hamiltonian will have the property that each of the subterms into which it is decomposed in the new Hamiltonian has the same coefficient; thus, each term consists of $O\left(\max _{\ell}\left(\omega_{\ell}\right) / \epsilon\right)$ subterms of magnitude $\zeta$. The advantage of this is that the coefficients of the state that we must realize with PREPARE are now all either 1 or $i$. For details of how this is realized, see Ref. [144]. In order to determine whether we should phase by 1 or $i$ we need to compute the coefficient and compare it to a coin register. Essentially, we are dramatically increasing the number of terms in the Hamiltonian by decomposing each term into a sum of small terms that all have the same coefficient up to a sign. The difficult part of realizing prepare is thus simply to decide which sign is associated with each computational basis.

In the following, we will give an estimate of the time complexity for computing the twobody Hamiltonian matrix elements $h_{\text {PQRS }}$ for the LLL approximation, where $h_{\mathbf{P Q R S}}=$ $M_{m n}^{l}$ is given by Eq. (2.2.31). These coefficients correspond to the $\omega_{\ell}$ mentioned before. We ignore the complexity of the one-body matrix elements of Eq. (2.2.12), as they are trivial to compute and there are many fewer of them so they are easier to simulate as well. We expect a slightly worse, but similar complexity scaling when computing $h_{\text {PQRS }}$ via Eq. 2.2.19, which takes into account LL mixing. We consider Eq. (2.2.31), and observe that it is sufficient to only consider the complexity of computing $C_{l m n}, A_{m n}^{l}$ and $B_{n m}^{l}$ as given by Eqs. (2.2.32)-(2.2.34), respectively and then singling out the term possessing the largest complexity. While $C_{l m n}$ is dominated by the cost of computing the Gamma function, $A_{m n}^{l}$ and $B_{n m}^{l}$ require the evaluation of a finite sum of division and products of Gamma functions, which will thus have a larger complexity than $C_{l m n}$.

The problem is that to compute the value of $A_{m n}^{l}$ and $B_{n m}^{l}$ to within precision $\epsilon$ it is required to use a number of bits that scales as $O(M \log M)$ where $M$ is the cutoff in angular momentum). This is because $A_{m n}^{l}$ and $B_{n m}^{l}$ involve computing factorials of $M$ and we know from Stirling's approximation that $\log (M!)=O(M \log M)$. We then need to multiply these numbers together, which gives us complexity $O\left(M^{2} \operatorname{polylog}(M)\right)=\tilde{O}\left(M^{2}\right)$. If one then explicitly evaluates the sum the complexity becomes $\tilde{O}\left(M^{3}\right)$, which is very bad. One could choose to expand the sum using LCU methods (by which we mean, one can consider each term in the sum as a distinct term in the Hamiltonian) but this will dramatically increase $\lambda$. We note that the complexity bound on computing the coefficients $\omega_{\ell}$ can in principle be further reduced using algorithms designed for computing linearly convergent series as in Refs. [195, 196].

Unfortunately, the number of times we must repeat this primitive is $\lambda=O\left(L \max _{\ell}\left(\omega_{\ell}\right)\right)$. In our context, when restricting ourselves to the LLL, $\omega_{\ell}=O(1)$ for the two-body operator and we have $L=O\left(M^{3}\right)$ for that operator 8 . For the one-body operator $\max _{\ell} \omega_{\ell}=O(N)$, where $N$ is the number of LLs, but there are only $L=O\left(N_{\mathrm{so}}\right)$ terms due to the delta function in Eq. (2.2.12). Furthermore, when considering only the LLL, we have $\max _{\ell} \omega_{\ell}=O(1)$ and $L=O(M)$ for the two-body operators. Thus, overall we have that $\lambda=O\left(N_{\mathrm{so}} N+M^{3}\right)=O\left(M^{3}\right)$ when restricting ourselves to the LLL.

Putting this all together then, we see that using Eq. (2.3.5), the total complexity of deploying phase estimation to estimate the ground state energy within precision $\Delta E$ is $\tilde{O}\left(M^{6} / \Delta E\right)$ up to log factor, which is considerably worse than the $O\left(N^{4.35} / \Delta E\right) \mathrm{T}$ gate complexity obtained when using the low rank factorization of Ref. [143] presented in Section 2.3. Overall, it is surprising that we cannot exceed this more generic strategy

[^30]despite having a closed form for the coefficients. The reason is ultimately because of the extremely high precision required to compute the Gamma functions in the coefficients.

Section 2.C

## DERIVATIONS FOR THE EQUATIONS OF MOTION OF THE CM

For FGS (as defined in Eq. (2.4.2) with fixed particle number, Wick's theorem gives

$$
\begin{align*}
\left\langle c_{p}^{\dagger} c_{i}^{\dagger} c_{q} c_{j}\right\rangle & =-\Gamma_{q p} \Gamma_{j i}+\Gamma_{j p} \Gamma_{q i}  \tag{2.C.1}\\
\left\langle c_{p}^{\dagger} c_{q}^{\dagger} c_{i}^{\dagger} c_{r} c_{s} c_{j}\right\rangle & =\Gamma_{j p} \Gamma_{s q} \Gamma_{r i}-\Gamma_{j p} \Gamma_{r q} \Gamma_{s i}+\Gamma_{s p} \Gamma_{r q} \Gamma_{j i}-\Gamma_{s p} \Gamma_{j q} \Gamma_{r i}+\Gamma_{r p} \Gamma_{j q} \Gamma_{s i}-\Gamma_{r p} \Gamma_{s q} \Gamma_{j i}, \tag{2.C.2}
\end{align*}
$$

since the pairing terms $\left\langle c_{i} c_{j}\right\rangle$ and $\left\langle c_{i}^{\dagger} c_{j}^{\dagger}\right\rangle$ vanish [170]. We compute the quadratic contribution to the imaginary-time evolution of Eq. 2.4.8) using Eqs. (2.C.1) and 2.C.2),

$$
\begin{align*}
\operatorname{tr}\left[\left\{T, c_{i}^{\dagger} c_{j}\right\} \rho\right] & =\sum_{p, q} f_{p q}\left\langle c_{p}^{\dagger} c_{q} c_{i}^{\dagger} c_{j}+c_{i}^{\dagger} c_{j} c_{p}^{\dagger} c_{q}\right\rangle \\
& =-2 \sum_{p, q} f_{p q}\left\langle c_{p}^{\dagger} c_{i}^{\dagger} c_{q} c_{j}\right\rangle+\sum_{p} f_{p i}\left\langle c_{p}^{\dagger} c_{j}\right\rangle+\sum_{q} f_{j q}\left\langle c_{i}^{\dagger} c_{q}\right\rangle \\
& =2 \sum_{p, q} f_{p q}\left(\Gamma_{q p} \Gamma_{j i}-\Gamma_{j p} \Gamma_{q i}\right)+\sum_{p} f_{p i} \Gamma_{j p}+\sum_{q} f_{j q} \Gamma_{q i} \\
& =2 \operatorname{tr}[f \Gamma] \Gamma_{j i}-2[\Gamma f \Gamma]_{j i}+[\{\Gamma, f\}]_{j i} . \tag{2.C.3}
\end{align*}
$$

The contributions from the quartic interaction term are given by

$$
\begin{align*}
\operatorname{tr}\left[\left\{V, c_{i}^{\dagger} c_{j}\right\} \rho\right]= & \sum_{p, q, r, s} h_{p q r s}\left\langle c_{p}^{\dagger} c_{q}^{\dagger} c_{i}^{\dagger} c_{r} c_{s} c_{j}\right\rangle-\frac{1}{2} \sum_{p, q, s} h_{p q i s}\left\langle c_{p}^{\dagger} c_{q}^{\dagger} c_{s} c_{j}\right\rangle+\frac{1}{2} \sum_{p, q, r} h_{p q r i}\left\langle c_{p}^{\dagger} c_{q}^{\dagger} c_{r} c_{j}\right\rangle \\
& -\frac{1}{2} \sum_{p, r, s} h_{p j r s}\left\langle c_{i}^{\dagger} c_{p}^{\dagger} c_{r} c_{s}\right\rangle+\frac{1}{2} \sum_{q, r, s} h_{j q r s}\left\langle c_{i}^{\dagger} c_{q}^{\dagger} c_{r} c_{s}\right\rangle . \tag{2.C.4}
\end{align*}
$$

The first term on the right-hand side of Eq. (2.C.4) gives

$$
\begin{align*}
\sum_{p, q, r, s} h_{p q r s}\left\langle c_{p}^{\dagger} c_{q}^{\dagger} c_{i}^{\dagger} c_{r} c_{s} c_{j}\right\rangle= & \sum_{p, q, r, s} h_{p q r s}\left(\Gamma_{j p} \Gamma_{s q} \Gamma_{r i}-\Gamma_{j p} \Gamma_{r q} \Gamma_{s i}+\Gamma_{s p} \Gamma_{r q} \Gamma_{j i}-\Gamma_{s p} \Gamma_{j q} \Gamma_{r i}\right. \\
& \left.+\Gamma_{r p} \Gamma_{j q} \Gamma_{s i}-\Gamma_{r p} \Gamma_{s q} \Gamma_{j i}\right) \\
= & -4\left[\Gamma \operatorname{tr}_{1,4}[h \Gamma] \Gamma\right]_{j i}+2 \operatorname{tr}\left[\operatorname{tr}_{1,4}[h \Gamma] \Gamma\right] \Gamma_{j i} \tag{2.C.5}
\end{align*}
$$

the remaining terms contribute

$$
\begin{align*}
2\left[\left\{\Gamma, \operatorname{tr}_{1,4}[h \Gamma]\right\}\right]_{j i}= & -\frac{1}{2} \sum_{p, q, s} h_{p q i s}\left\langle c_{p}^{\dagger} c_{q}^{\dagger} c_{s} c_{j}\right\rangle+\frac{1}{2} \sum_{p, q, r} h_{p q r i}\left\langle c_{p}^{\dagger} c_{q}^{\dagger} c_{r} c_{j}\right\rangle-\frac{1}{2} \sum_{p, r, s} h_{p j r s}\left\langle c_{i}^{\dagger} c_{p}^{\dagger} c_{r} c_{s}\right\rangle \\
& +\frac{1}{2} \sum_{q, r, s} h_{j q r s}\left\langle c_{i}^{\dagger} c_{q}^{\dagger} c_{r} c_{s}\right\rangle . \tag{2.C.6}
\end{align*}
$$

The second term in Eq. 2.4.8) simplifies to

$$
\begin{equation*}
2 \Gamma_{j i} \operatorname{tr}[H \rho(t)]=2 \operatorname{tr}[f \Gamma] \Gamma_{j i}+2 \operatorname{tr}\left[\operatorname{tr}_{1,4}[h \Gamma] \Gamma\right] \Gamma_{j i} . \tag{2.C.7}
\end{equation*}
$$

Defining the mean field term

$$
\begin{equation*}
h_{m}(\Gamma)=f+2 \operatorname{tr}_{1,4}[h \Gamma], \tag{2.C.8}
\end{equation*}
$$

the imaginary-time evolution of the CM is given by

$$
\begin{equation*}
d_{\tau} \Gamma_{j i}=-\left[\left\{\Gamma, h_{m}(\Gamma)\right\}\right]_{j i}+2\left[\Gamma h_{m}(\Gamma) \Gamma\right]_{j i} . \tag{2.C.9}
\end{equation*}
$$

Section 2.D

## Rotating The system Hamiltonian into THE EIGENBASIS OF THE CM

For the ASCI algorithm described in Section 2.4.2, we rotate the Hamiltonian of Eq. (2.2.9) into the eigenbasis of the CM $\Gamma$ at the end of the imaginary time evolution. Let $O$ be the matrix which diagonalizes the CM as in Eq. (2.4.14) and corresponding orbital rotations as given in Eq. 2.4.16). The system Hamiltonian in the mean-field eigenbasis is then given by

$$
\begin{equation*}
H=\sum_{i, j} \tilde{f}_{i j} \tilde{c}_{i}^{\dagger} \tilde{c}_{j}+\frac{1}{2} \sum_{i, j, k, l} \tilde{h}_{i j k l} \tilde{c}_{i}^{\dagger} \tilde{c}_{j}^{\dagger} \tilde{c}_{k} \tilde{c}_{l} \tag{2.D.1}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{f}_{i j} & =\sum_{p, q} O_{p i} f_{p q} O_{q j}  \tag{2.D.2}\\
\tilde{h}_{i j k l} & =\sum_{p, q, r, s} h_{p q r s} O_{p i} O_{q j} O_{r k} O_{s l} . \tag{2.D.3}
\end{align*}
$$

Note that under the orthogonal transformations, the integrals are still anti-symmetric w.r.t. index permutation (however, the conservation of angular momentum is now no longer visible in the indices).

Section 2.E

## IMAGINARY TIME EVOLUTION - FORMAL INTEGRATION

We aim to solve the differential equation

$$
d_{\tau} \Gamma=-h_{m}(\Gamma)-\Gamma h_{m}(\Gamma) \Gamma .
$$

Following Ref. [63], we formally integrate the equation of motion, which result in

$$
\begin{equation*}
\Gamma(\tau)=O(\tau) \Gamma(0) O(\tau)^{T} \tag{2.E.1}
\end{equation*}
$$

where $O(\tau)$ is an orthogonal matrix (if the transformation were not orthogonal, it could take us out of the family of FGS, where Wick's theorem no longer applies) given by

$$
\begin{equation*}
O(\tau)=\mathcal{T} \exp \left(\int_{0}^{\tau} d \tau^{\prime} A\left(\Gamma\left(\tau^{\prime}\right)\right)\right) \tag{2.E.2}
\end{equation*}
$$

with $\mathcal{T}$ denoting the time-ordering operator. For a small time step $\Delta \tau$, we can expand $O(\tau)$ using the orthogonality property $A(\Gamma(\tau))^{T}=-A(\Gamma(\tau))$ to get in first order $\Delta \tau$

$$
\begin{align*}
\Gamma(\tau+\Delta \tau)= & \Gamma(\tau)-\Gamma(\tau) A(\Gamma(\tau)) \Delta \tau \\
& +A(\Gamma(\tau)) \Gamma(\tau) \Delta \tau+O\left(\Delta \tau^{2}\right) \tag{2.E.3}
\end{align*}
$$

This leads to

$$
\begin{equation*}
\frac{\Gamma(\tau+\Delta \tau)-\Gamma(\tau)}{\Delta \tau}=[A(\Gamma(\tau)), \Gamma(\tau)] \tag{2.E.4}
\end{equation*}
$$

which in the limit of small $\Delta \tau$ should be equal to the right-hand side of Eq.(2.4.8). Together with the fact that $\Gamma^{2}=-1_{2 N_{f}}$, this allows us to find an explicit expression for $A(\Gamma(\tau))$, namely

$$
\begin{equation*}
A(\Gamma(\tau))=\frac{1}{2}\left[h_{m}(\Gamma(\tau)), \Gamma(\tau)\right] \tag{2.E.5}
\end{equation*}
$$

since

$$
\begin{align*}
{[A, \Gamma] } & =\frac{1}{2}\left(-h_{m}-\Gamma h_{m} \Gamma-\Gamma h_{m} \Gamma-h_{m}\right) \\
& =-h_{m}-\Gamma_{m} h_{m} \Gamma_{m} . \tag{2.E.6}
\end{align*}
$$

Thus, for small time steps $\Delta \tau$, we can compute the CM by an orthogonal transformation of the prior CM via

$$
\begin{align*}
\Gamma(\tau+\Delta \tau) \approx & \exp (A(\Gamma(\tau)) \Delta \tau) \Gamma(\tau) \\
& \times \exp (-A(\Gamma(\tau)) \Delta \tau) \tag{2.E.7}
\end{align*}
$$

While in the Dirac representation of fermionic creation and annihilation operators the particle number is conserved, small numerical fluctuations will lower the number of particles when working in a Majorana representation, where only parity is a conserved quantity. One would have to introduce a chemical potential in order to enforce particle number conservation during the iterative process in the latter case. As shown in Fig. 2.E.1, particle number is conserved when solving the equations of motions in the fermionic basis following the imaginary time evolution as defined in Eq. (2.E.7).


Figure 2.E.1: Scatter plot of the monotonic decrease of the mean-field energy (blue, left $y$-axis) as defined in Eq. (2.4.12) at each iteration step for the imaginary time evolution of the CM for a system of $N_{\mathrm{el}}=4$ electrons distributed among $N_{\text {so }}=12$ spin-orbitals at a chemical potential $\mu=1$ and step size $\Delta \tau=0.01$. We also calculated the deviation of the number of particles present at each iteration step by plotting $\left(\langle N\rangle / N_{\mathrm{el}}-1\right) \times 10^{13}$ (red line, right $y$-axis), where $\langle N\rangle=\operatorname{tr}(\Gamma)$ is the expectation value of the particle number operator. Note that the particle number changes from $N_{\mathrm{el}}=4$ only in the 13. decimal place.

Section 2.F

# Computing correlation functions for SINGLE-REFERENCE AND MULTI-REFERENCE STATES 

If the initial state is a single Slater determinant $\left|\Psi_{\mathrm{GS}}\right\rangle$, we have

$$
\begin{align*}
G_{1}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) & =\sum_{p, q} \eta_{p}^{*}(\mathbf{r}) \eta_{q}\left(\mathbf{r}^{\prime}\right)\left\langle\Psi_{\mathrm{GS}}\right| c_{p}^{\dagger} c_{q}\left|\Psi_{\mathrm{GS}}\right\rangle \\
& =\boldsymbol{\eta}\left(\mathbf{r}^{\prime}\right)^{T} \Gamma \boldsymbol{\eta}^{*}(\mathbf{r}) \tag{2.F.1}
\end{align*}
$$

where $\boldsymbol{\eta}(\mathbf{r})=\left(\eta_{0}(\mathbf{r}), \eta_{1}(\mathbf{r}), \ldots, \eta_{M}(\mathbf{r})\right)^{T}$ is a vector of the basis functions chosen and $M$ is the angular momentum cutoff. The mean-field density correlations are given by

$$
\begin{equation*}
G_{2}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\boldsymbol{\eta}(\mathbf{r})^{T} \Gamma \boldsymbol{\eta}^{*}(\mathbf{r}) \boldsymbol{\eta}\left(\mathbf{r}^{\prime}\right)^{T} \Gamma \boldsymbol{\eta}^{*}\left(\mathbf{r}^{\prime}\right)-\boldsymbol{\eta}\left(\mathbf{r}^{\prime}\right)^{T} \Gamma \boldsymbol{\eta}^{*}(\mathbf{r}) \boldsymbol{\eta}(\mathbf{r})^{T} \Gamma \boldsymbol{\eta}^{*}\left(\mathbf{r}^{\prime}\right) . \tag{2.F.2}
\end{equation*}
$$

Both correlation functions in Eqs. (2.F.1) and (2.F.2) can be computed efficiently. One can compute the one-particle reduced density matrix and the pair correlation function also for the multi-reference state of Eq. (2.4.17) through the CM using Wick's theorem.

In Fig. 2.F.1, we show the pair correlation function for the FGS solution obtained from imaginary time evolution as introduced in Section 2.4.1 for $N_{\mathrm{so}}=138$ spin-orbitals at filling $\nu=1 / 3$ in the LLL, with an apparent crystal-like structure emerging as expected for mean-field solutions (see e.g. chapter 4 in Ref. [197]).


Figure 2.F.1: Plot of the pair correlation function $G_{2}(\mathbf{0}, \mathbf{r})$, with $N_{\mathrm{so}}=$ 138 at filling $\nu=1 / 3\left(N_{\mathrm{el}}=46\right)$, as defined in Eq. (2.6.4) and expressed in terms of the CM as outlined in Section 2.F for a single-reference state $\left|\Psi_{\mathrm{GS}}\right\rangle$ obtained from imaginary time evolution via the formal integration method of Section 2.E, with $10^{4}$ steps and step size $\Delta t=0.1$. The first particle was located at the origin. A crystal structure emerges in the bulk, while the disk boundary is centered at a circle of radius $R_{d}=$ $\sqrt{2(M+1)} \approx 16.6$, where the magnetic length is set to unity.

Section 2.G

## Computing THE OVERLAPS

The following subsections detail some of the computational steps that were used for implementing the ASCI algorithm.

## 2.G. 1 Computing the diagonal terms

One of the computationally more costly steps in the ASCI algorithm is getting the diagonal Hamiltonian term

$$
\begin{equation*}
H_{i i}=\left\langle A_{i}\right| H\left|A_{i}\right\rangle \tag{2.G.1}
\end{equation*}
$$

where $\left|A_{i}\right\rangle$ is a determinant from the set of determinants $H|\{C\}\rangle$ (which are all unique determinants that have non-zero coefficients when acting with $H$ on the core determinants $|\{C\}\rangle=\left\{\left|C_{1}\right\rangle, \ldots,\left|C_{\text {cdets }}\right\rangle\right\}$ ). By inserting the Hamiltonian of Eq. (2.D.1), we get

$$
\begin{equation*}
H_{i i}=\sum_{p, q} \tilde{f}_{p q}\left\langle A_{i}\right| \tilde{c}_{p}^{\dagger} \tilde{c}_{q}\left|A_{i}\right\rangle+\frac{1}{2} \sum_{p, q, r, s} \tilde{h}_{p q r s}\left\langle A_{i}\right| \tilde{c}_{p}^{\dagger} \tilde{c}_{q}^{\dagger} \tilde{c}_{r} \tilde{c}_{s}\left|A_{i}\right\rangle . \tag{2.G.2}
\end{equation*}
$$

Let us first look at the second term in Eq. 2.G.2. The only non-vanishing terms are given by either (i) $p=r$ and $q=s$, or (ii) $p=s$ and $q=r$. Furthermore, both $p$ and $q$ must be occupied in $\left|A_{i}\right\rangle$, a condition we will denote as $\{p, q\} \in A_{i, \text { occ }}$. Since $p \neq q$ (a fermionic mode can only contain zero or one particle) and due to the anti-symmetry in $\tilde{h}_{\text {pqrs }}$, we can unify cases (i) and (ii), which results in a factor of two,

$$
\begin{align*}
\sum_{p, q, r, s} \frac{\tilde{h}_{\text {pqrs }}}{2}\left\langle A_{i}\right| \tilde{c}_{p}^{\dagger} \tilde{c}_{q}^{\dagger} \tilde{c}_{r} \tilde{c}_{s}\left|A_{i}\right\rangle & =\sum_{p, q} \tilde{h}_{p q p q}\left\langle A_{i}\right| \tilde{c}_{p}^{\dagger} \tilde{c}_{q}^{\dagger} \tilde{c}_{p} \tilde{c}_{q}\left|A_{i}\right\rangle \\
& =-2 \sum_{\substack{\{p, q\} \in A_{i, \text { occ }} \\
p<q}} \tilde{h}_{p q p q}, \tag{2.G.3}
\end{align*}
$$

where the minus sign is due to the Jordan-Wigner transformation (which we will explain a couple of lines below in more detail). Similarly, we get for the first term in Eq. 2.G.2)

$$
\begin{equation*}
\sum_{p, q} \tilde{f}_{p q}\left\langle A_{i}\right| \tilde{c}_{p}^{\dagger} \tilde{c}_{q}\left|A_{i}\right\rangle=\sum_{p \in A_{i, \mathrm{occ}}} \tilde{f}_{p p}, \tag{2.G.4}
\end{equation*}
$$

thus resulting in a simple formula for the diagonal terms

$$
\begin{equation*}
H_{i i}=\sum_{p \in A_{i, \mathrm{occ}}} \tilde{f}_{p p}-2 \sum_{\substack{\{p, q\} \in A_{i, \mathrm{occ}} \\ p<q}} \tilde{h}_{p q p q}, \tag{2.G.5}
\end{equation*}
$$

where the dependence on index $i$ results in the task of finding all occupied orbitals $A_{i, \text { occ }}$ in the determinant $\left|A_{i}\right\rangle$, which is a simple problem.

## 2.G. 2 Computing the off-diagonal terms

We consider the action of the Hamiltonian operator on a core determinant

$$
\begin{equation*}
H\left|C_{j}\right\rangle=\left(\sum_{p, q} \tilde{f}_{p q} \tilde{c}_{p}^{\dagger} \tilde{c}_{q}+\frac{1}{2} \sum_{p, q, r, s} \tilde{h}_{p q r s} \tilde{c}_{p}^{\dagger} \tilde{c}_{q} \tilde{c}_{r} \tilde{c}_{s}\right)\left|C_{j}\right\rangle \tag{2.G.6}
\end{equation*}
$$

We are going to treat the one- and two-body operators separately.

## One-body terms

Since we have real coefficients, $\tilde{f}_{p q}=\tilde{f}_{q p}$ and thus

$$
\begin{equation*}
\sum_{p, q} \tilde{f}_{p q} \tilde{c}_{p}^{\dagger} \tilde{c}_{q}\left|C_{j}\right\rangle=2 \sum_{p<q} \tilde{f}_{p q} \tilde{c}_{p}^{\dagger} \tilde{c}_{q}\left|C_{j}\right\rangle+\sum_{p} \tilde{f}_{p p} \tilde{c}_{p}^{\dagger} \tilde{c}_{p}\left|C_{j}\right\rangle . \tag{2.G.7}
\end{equation*}
$$

In our case, the one-body terms are diagonal, therefore

$$
\begin{equation*}
\sum_{p, q} \tilde{f}_{p q} \tilde{c}_{p}^{\dagger} \tilde{c}_{q}\left|C_{j}\right\rangle=\sum_{p} \tilde{f}_{p p} \tilde{c}_{p}^{\dagger} \tilde{c}_{p}\left|C_{j}\right\rangle . \tag{2.G.8}
\end{equation*}
$$

## Two-body terms

Due to the real-valued, anti-symmetric nature of the two-body coefficients, we have

$$
\begin{equation*}
\sum_{p, q, r, s} \frac{\tilde{h}_{p q r s}}{2} \tilde{c}_{p}^{\dagger} \tilde{c}_{q}^{\dagger} \tilde{c}_{r} \tilde{c}_{s}\left|C_{j}\right\rangle=2 \sum_{p<q ; r<s} \tilde{h}_{p q r s} \tilde{c}_{p}^{\dagger} \tilde{c}_{q}^{\dagger} \tilde{c}_{r} \tilde{c}_{s}\left|C_{j}\right\rangle, \tag{2.G.9}
\end{equation*}
$$

since $p \neq q$ and $r \neq s$ (otherwise, they would give zero). We can break the operator into parts of single and double excitations (we will omit the factor 2 in front of the sum for now and add it later),

$$
\begin{align*}
\sum_{p<q, r} \tilde{h}_{p q r s} \tilde{c}_{p}^{\dagger} \tilde{c}_{q}^{\dagger} \tilde{c}_{r} \tilde{c}_{s}= & \sum_{\substack{p<q ; r<s \\
p \neq\{r, s\} ; q \neq\{r, s\}}} \tilde{h}_{p q r s} \tilde{c}_{p}^{\dagger} \tilde{c}_{q}^{\dagger} \tilde{c}_{r} \tilde{c}_{s}+\sum_{\substack{q<p, r<p \\
q \neq r}} \tilde{h}_{q p r p} \tilde{c}_{q}^{\dagger} \tilde{c}_{p}^{\dagger} \tilde{c}_{r} \tilde{c}_{p}+\sum_{q<p<r} \tilde{h}_{q p p r} \tilde{c}_{q}^{\dagger} \tilde{c}_{p}^{\dagger} \tilde{c}_{p} \tilde{c}_{r} \\
& +\sum_{r<p<q} \tilde{h}_{p q r p} \tilde{c}_{p} \tilde{c}_{r} \tilde{c}_{p}+\sum_{\substack{p<q ; p<r \\
q \neq r}} \tilde{h}_{p q p r} \tilde{c}_{p}^{\dagger} \tilde{c}_{q}^{\dagger} \tilde{c}_{p} \tilde{c}_{r}+\sum_{p<q} \tilde{h}_{p q p q} \tilde{c}_{p}^{\dagger} \tilde{c}_{q} \tilde{c}_{p} \tilde{c}_{q} . \tag{2.G.10}
\end{align*}
$$

In the following, we will discuss how we can numerically get the matrix elements.

## 2.G. 3 Identity map

Some terms in $H$ map the input determinant $\left|D_{i}\right\rangle$ back onto itself. Since in Eq. 2.4.18), the sum is taken over all input core determinants that do not map onto itself via the action of $H$, such amplitudes will be set to zero.

## 2.G. 4 One-body excitations

We have four terms in Eq. 2.G.10 that create single excitations. Such determinants which differ only by a single creation-annihilation pair are called single-connected. In order to know which terms to take into account when going from a determinant $\left|D_{1}\right\rangle$ to a single-connected determinant $\left|D_{2}\right\rangle$ via application of $H\left|D_{1}\right\rangle$, we first determine the pair
$[i, j], \quad$ with $i<j$, that indicates the spin-orbitals $i$ and $j$ where the two determinants differ. We let $k_{j} \in\{0,1\}$ denote the occupation of spin-orbital $j$ and consider two distinct cases.

We denote with $\alpha_{\mathrm{JW}}$ the phase factor due to the Jordan-Wigner transformation as introduced in Section 2.2.4 and first let $k_{i}=0$ in $\left|D_{1}\right\rangle$, which leads to $k_{j}=1$ in $\left|D_{2}\right\rangle$ and thus

$$
\begin{align*}
& \sum_{\substack{q<p ; r<p \\
q \neq r}} \tilde{h}_{q p r r} \tilde{c}_{q}^{\dagger} \tilde{c}_{p}^{\dagger} \tilde{c}_{r} \tilde{c}_{p}=\sum_{\substack{\left.p>j \\
p \in N_{\mathrm{el}}^{I D}\right\rangle}} \tilde{h}_{i p j j} \tilde{c}_{i}^{\dagger} \tilde{c}_{p}^{\dagger} \tilde{c}_{j} \tilde{c}_{p}, \quad \alpha_{\mathrm{JW}}=-(-1)^{k_{i+1}+\ldots+k_{j-1}}  \tag{2.G.11}\\
& \sum_{q<p<r} \tilde{h}_{q p p r} \tilde{c}_{q}^{\dagger} \tilde{c}_{p}^{\dagger} \tilde{c}_{p} \tilde{c}_{r}=\sum_{\substack{i<p<j \\
p \in N_{\mathrm{el}}^{\left.I D_{1}\right\rangle}}} \tilde{h}_{i p p j} \tilde{c}_{i}^{\dagger} \tilde{c}_{p} \tilde{c}_{p} \tilde{c}_{j}, \quad \alpha_{\mathrm{JW}}=(-1)^{k_{i+1}+\ldots+k_{p-1}+1_{p}+k_{p+1}+\ldots+k_{j-1}}  \tag{2.G.12}\\
& \sum_{r<p<q} \tilde{h}_{p q r p} \tilde{c}_{p}^{\dagger} \tilde{c}_{q}^{\dagger} \tilde{c}_{r} \tilde{c}_{p}=\sum_{\substack{j<p<i \\
p \in N_{\mathrm{el}}^{\left.\ D_{1}\right\rangle}}} \tilde{h}_{p i j p} \tilde{c}_{p}^{\dagger} \tilde{c}_{i}^{\dagger} \tilde{c}_{j} \tilde{c}_{p}=0, \quad \text { since } i<j  \tag{2.G.13}\\
& \sum_{\substack{p<q ; p<r \\
q \neq r}} \tilde{h}_{p q p r} \tilde{c}_{p}^{\dagger} \tilde{c}_{c}^{\dagger} \tilde{c}_{p} \tilde{c}_{r}=\sum_{\substack{p<i \\
p \in N_{\mathrm{el}}^{I D\rangle}}} \tilde{h}_{p i p j} \tilde{c}_{p}^{\dagger} \tilde{c}_{i}^{\dagger} \tilde{c}_{p} \tilde{c}_{j}, \quad \alpha_{\mathrm{JW}}=-(-1)^{k_{i+1}+\ldots+k_{j-1}}, \tag{2.G.14}
\end{align*}
$$

where $p \in N_{\mathrm{el}}^{\left|D_{1}\right\rangle}$ are indices belonging to occupied spin orbitals. Second, if $k_{i}=1$ in $\left|D_{1}\right\rangle$, we have $k_{j}=1$ in $\left|D_{2}\right\rangle$ and thus

$$
\begin{align*}
& \sum_{\substack{q<p ; r<p \\
q \neq r}} \tilde{h}_{q p r p} \tilde{c}_{q}^{\dagger} \tilde{c}_{p}^{\dagger} \tilde{c}_{r} \tilde{c}_{p}=\sum_{\substack{p>j \\
p \in N_{\mathrm{el}}^{\left|D^{\prime}\right\rangle}}} \tilde{h}_{j p i p} \tilde{c}_{j}^{\dagger} \tilde{c}_{p}^{\dagger} \tilde{c}_{c} \tilde{c}_{p}, \quad \alpha_{\mathrm{JW}}=-(-1)^{k_{i+1}+\ldots+k_{j-1}}  \tag{2.G.15}\\
& \sum_{q<p<r} \tilde{h}_{q p p r} \tilde{c}_{q}^{\dagger} \tilde{c}_{p}^{\dagger} \tilde{c}_{p} \tilde{c}_{r}=\sum_{\substack{j<p<i \\
p \in N_{\text {el }}^{\left|D_{1}\right\rangle}}} \tilde{h}_{j p p i} \tilde{c}_{j}^{\dagger} \tilde{c}_{p}^{\dagger} \tilde{c}_{p} \tilde{c}_{i}=0, \quad \text { since } i<j  \tag{2.G.16}\\
& \sum_{r<p<q} \tilde{h}_{p q r p} \tilde{c}_{p}^{\dagger} \tilde{c}_{q}^{\dagger} \tilde{c}_{r} \tilde{c}_{p}=\sum_{\substack{i<p<j \\
p \in N_{\mathrm{el}}^{\left|D_{1}\right\rangle}}} \tilde{h}_{p j i p} \tilde{c}_{p}^{\dagger} \tilde{c}_{j}^{\dagger} \tilde{c}_{i} \tilde{c}_{p}, \quad \alpha_{\mathrm{JW}}=-(-1)^{k_{i+1}+\ldots+k_{p-1}+k_{p+1}+\ldots+k_{j-1}} \\
& \sum_{\substack{p<q ; p<r \\
q \neq r}} \tilde{h}_{p q p r} \tilde{c}_{p}^{\dagger} \tilde{c}_{q}^{\dagger} \tilde{c}_{p} \tilde{c}_{r}=\sum_{\substack{p<i \\
p \in N_{\mathrm{el}}\left|D_{1}\right\rangle}} \tilde{h}_{p j p i} \tilde{c}_{p}^{\dagger} \tilde{c}_{j}^{\dagger} \tilde{c}_{p} \tilde{c}_{i}, \quad \alpha_{\mathrm{JW}}=-(-1)^{k_{i+1}+\ldots+k_{j-1}} . \tag{2.G.17}
\end{align*}
$$

Eqs. 2.G.11- 2.G.18) give six non-vanishing terms from Eq. 2.G.10) which can create single-connected determinants.

## 2.G. 5 Two-body excitations

Only the first term on the right hand side of Eq. (2.G.10) gives rise to two-body excitations. There are $\binom{4}{2}$ possible non-vanishing determinants, all having an identical form for the Jordan-Wigner phase factors.

## Convergence of the ASCI Energy

In Fig 2.H.1, we show how the energy of the reduced system Hamiltonian converges to the exact ground state energy when increasing the number of determinants in the ASCI expansion. A monotonic decreasing behavior as well as a convergence after about five ASCI iterations for all system sizes is clearly visible.




Figure 2.H.1: Scatter plots of the convergence of the energy obtained from diagonalizing the reduced system Hamiltonian at each of the ASCI iteration steps for a filling factor $\nu=1 / 3$ and systems containing $N_{\mathrm{so}}=$ $9,12,15,18$ spin-orbitals in the LLL. The top-most data points in each plot belong to the single reference state $\left|\Psi_{\mathrm{GS}}\right\rangle$ obtained from the method presented in Section 2.4.1, while the bottom-most correspond to the FCI ASCI expansion, i.e. the exact solution, where tdets $=\operatorname{cdet} s=\binom{N_{\mathrm{so}}}{N_{\mathrm{el}}}$.

## Chapter 3

## EFFICIENTLY COMPUTABLE APPROXIMATE GROUND STATES FOR STRONGLY INTERACTING FERMIONIC systems Beyond Gaussian states

One of the greatest challenges of modern condensed matter theory and theoretical chemistry lies in understanding the behavior of strongly correlated electrons at low temperatures, where the properties of the quantum system can be extracted from its ground state and low lying excitations. A recently proposed variational method to study fermionic and bosonic systems presents a new approximate method that extends generalized Hartree-Fock methods beyond mean-field and is able to create non-factorizable correlations between fermionic and bosonic systems with a polynomial computational complexity [41]. While a variety of systems has been studied using this approach, a treatment of general long-range interacting fermionic systems has yet to be realized. In this work, we present all explicit analytical formulas required to apply the variational method to long-range interacting fermionic systems and propose an alternative approach for approximating the ground state in a hybrid scheme which is based on imaginary time evolution and gradient descent. We give an explicit quantum circuit to realize the beyond-mean-field part of the many-body wave function and propose its application as an initial/reference state on a quantum computer.

## Section 3.1

## Motivation and main Result

The study of strongly interacting fermionic systems can be considered one of the main tasks of modern condensed matter physics. In this work, we will focus on the objective of approximating the ground state of a given Hamiltonian describing $N_{f}$ interacting fermions, where - due to the exponential growth of the Hilbert space with system size - an exact solution for the ground state quickly becomes intractable on a classical computer. Instead, one has to draw on approximate solutions in order to be able to handle system sizes beyond a few tens of fermionic modes. Various numerical methods, such as density matrix renormalization group [198], attempt to use a relatively small number of states (compared to full configuration interaction) to expand the ground state in order to keep the computational costs manageable. Other approaches, such as generalized Hartree-Fock theory [63], search for approximate solutions to the ground state within a restricted family of states that can be efficiently computed. In generalized Hartree-Fock theory this is possible, since the underlying Fermionic Gaussian States (FGS) can be fully described by their respective $\left(2 N_{f} \times 2 N_{f}\right)$ Covariance Matrix (CM). Since FGS obey Wick's theorem, expectation values of arbitrary products of fermionic operators can be computed from its CM [199] and are thus efficiently simulatable on classical computers. However, FGS do not contain sufficient entanglement to successfully describe most strongly entangled fermionic systems, as they describe the ground state of non-interacting particles.

The recently introduced variational study of fermionic and bosonic systems [41]which we will from now on call the Variational Method (VM) - expands the family of efficiently computable states to include specific types of Non-Gaussian States (NGS), which are generated by an entangling unitary operator $U_{\mathrm{S}}$,

$$
\begin{equation*}
\left|\Psi_{\mathrm{NGS}}\right\rangle=U_{\mathrm{S}}\left|\Psi_{\mathrm{GS}}\right\rangle, \tag{3.1.1}
\end{equation*}
$$

where $\left|\Psi_{\mathrm{GS}}\right\rangle=U_{\mathrm{GS}}|0\rangle$ denotes a FGS generated by the unitary operator $U_{\mathrm{GS}}$. In contrast to previous approaches, both $U_{\mathrm{S}}$ and $U_{\mathrm{GS}}$ (to be defined in Section 3.3) contain timedependent variational parameters $\omega$ and $\xi$, respectively. The role of $U_{\mathrm{S}}$ is to introduce entanglement between bosonic and fermionic fields, and in context of purely fermionic or bosonic systems, to take the variational state beyond the family of Gaussian states. While $U_{\mathrm{S}}$ can include various types of unitary operators, we focus on a very specific Ansatz proposed in Ref. [41] for the study of purely fermionic systems. The unitary operator $U_{\mathrm{S}}$ can have a more general form (see Chapter 2 in Ref. [41]), we choose $U_{\mathrm{S}}=U_{\mathrm{FA}}(\omega)$, which is a specific Ansatz for a unitary operator that depends on a set of time-dependent variational parameters $\omega$ and whose role is to introduce non-factorizable correlations. Broadly speaking, the reason why one can handle the NGS Ansatz of Eq. (3.1.1) on classical computers is owed to the fact that the specific choice of $U_{\mathrm{S}}$ leads to expectation values of a particular type, for which Ref. [41] presents a generating function.

The VM is based on the time-dependent variational principle [200] that allows for the study of ground state properties of bosonic and fermionic systems, while preserving intrinsic symmetries (such as particle number) and is limited by the type of states that can be reached by the Ansatz of Eq. (3.1.1). By following an imaginary-time evolution of

Table 3.1.1: List containing all abbreviations used in this chapter.

| Abbreviation |  |
| :---: | :--- |
| Fermionic Gaussian State | FGS |
| Covariance Matrix | CM |
| Variational Method | VM |
| Non-Gaussian State | NGS |
| Hybrid Imaginary-Time-Gradient-Descent | (HITGD) |

the variational parameters, one obtains the lowest energy solution within the variational family and thus an approximate ground state for the system Hamiltonian. This allows one to study not only ground state properties, but also collective excitations and out-ofequilibrium dynamics [41, 201, 202] -which we will however not be concerned with in this work.

The VM was introduced in 2017 and has so far been applied to study ( $1+1$ )-dimensional lattice Gauge models [203], the Anderson-Holstein model [204], the quantum Rydberg central spin model [205], the dynamics of a spatially extended bosonic Kondo model [206], the Bose-Hubbard model [207], a trapped Bose-Einstein condensate with attractive s-wave interaction [208], Fermi polarons in one- and two-dimensional lattices [209], and the selfbound states of dipolar Dysprosium condensates [210]. Furthermore, a new method combining the VM with exact diagonalization has been used to study the Hubbard-Holstein model [211]. However, the VM has yet to be applied to purely fermionic systems since the interaction terms consisting of the tensor product of four fermionic operators make the parameter space much more complicated. We will fill this gap by presenting a detailed derivation of all required expressions for implementing the VM to fermionic systems interacting via long-range interactions ${ }^{11}$ (such as the Coulomb interaction) in this work.

This chapter is structured as follows. In Section 3.2 we introduce notation. In Section 3.3 we motivate how the VM boils down to the computation of a particular kind of expectation value, which is the subject of Section 3.4. These expressions constitute the pillar the VM is build on. We re-derive the implicit expression for evaluating these type of expectation values as presented in Ref. [41] in Section 3.4.1 and-based on the findings of Section 3.4.2-present a general explicit expression in Section 3.4.3. In Section 3.5 we give an analytical expression for the energy expectation value in terms of the variational parameters $\xi$ and $\omega$. Section 3.6 details the equations of motions of the variational parameters following an imaginary-time evolution and adds analytical expressions for all required expressions when treating general long-range interacting fermionic systems. We show how the energy changes in time for the NGS Ansatz and introduce an alternative algorithm for computing the time evolution of the NGS parameters. This algorithm is based on a hybrid between imaginary time evolution and a gradient descent Ansatz and is introduced in Section 3.7. Using the final set of variational parameters $\xi$ and $\omega$ obtained from applying the VM, we give an explicit quantum circuit that shows how the non-Gaussian unitary $U_{\mathrm{FA}}$ can be efficiently implemented on a quantum computer using basic $N_{f}$ single-qubit Pauli- $Z$ rotations and $N_{f}\left(N_{f}+1\right) / 2$ two-qubit $Z Z$ rotations in logarithmic circuit depth in Section 3.8. Combined with the fact, that FGS can be efficiently implemented on a quantum computer [168], the framework of the VM allows one not only to study strongly interacting fermionic systems on classical computers, but also

[^31]to efficiently compute initial/reference states for digital quantum simulations of strongly interacting fermionic systems, going beyond the limitations of generalized Hartree-Fock theory. Since we want this work on fermionic systems to be self-contained, we add extensive derivations both in the main text and Appendices 3.A 3.P. with the hope of making the VM more accessible to a broader audience. In Section 3.9 we summarize our findings and give an outlook for future research directions.

## Section 3.2

## Notations

With some minor exceptions, we adapt the notation introduced in Ref. [41. Throughout this work, we follow the convention to neglect the hat symbol "^" which is usually used to highlight that a given symbol denotes an operator. We define $c_{j}$ and $c_{j}^{\dagger}$ as the fermionic annihilation and creation operators, $n_{j}^{f}=c_{j}^{\dagger} c_{j}$ as the fermionic number operator and let $N_{f}$ denote the number of fermionic modes in the system. The Majorana operators are defined as [3]

$$
\begin{align*}
a_{1, j} & =c_{j}^{\dagger}+c_{j}  \tag{3.2.1}\\
a_{2, j} & =i\left(c_{j}^{\dagger}-c_{j}\right) . \tag{3.2.2}
\end{align*}
$$

The respective canonical anti-commutation relations are given by

$$
\begin{align*}
\left\{c_{i}, c_{j}^{\dagger}\right\} & =\delta_{i, j}  \tag{3.2.3}\\
\left\{a_{\alpha, i}, a_{\beta, j}\right\} & =2 \delta_{\alpha, \beta} \delta_{i, j} \tag{3.2.4}
\end{align*}
$$

with $\alpha, \beta=1,2$ and $i, j=1,2, \ldots, N_{f}$. We define the column vectors

$$
\begin{align*}
C & =\left(c_{1}, \ldots, c_{N_{f}}, c_{1}^{\dagger}, \ldots, c_{N_{f}}^{\dagger}\right)^{T}  \tag{3.2.5}\\
A & =\left(a_{1,1}, \ldots, a_{1, N_{f}}, a_{2,1}, \ldots, a_{2, N_{f}}\right)^{T} . \tag{3.2.6}
\end{align*}
$$

Due to the above definitions, for some $\left(2 N_{f} \times 2 N_{f}\right)$-matrix $M$, we can equivalently write

$$
\begin{equation*}
A^{T} M A=\sum_{j, k=1} A_{j} M_{j k} A_{k} \tag{3.2.7}
\end{equation*}
$$

We define three column vectors $\mathbf{1}_{k}, \mathbf{i}_{k}$ and $\mathbf{0}$ of length $N_{f}$ as

$$
\begin{align*}
\mathbf{1}_{k} & =\left(0_{1}, \ldots, 0_{k-1}, 1_{k}, 0_{k+1}, \ldots, 0_{N_{f}}\right)^{T}  \tag{3.2.8}\\
\mathbf{i}_{k} & =\left(0_{1}, \ldots, 0_{k-1}, i_{k}, 0_{k+1}, \ldots, 0_{N_{f}}\right)^{T}  \tag{3.2.9}\\
\mathbf{0} & =\left(0_{1}, \ldots, 0_{N_{f}}\right)^{T}, \tag{3.2.10}
\end{align*}
$$

which will simplify some reoccurring expressions later on. The above definitions provide us with a simple way of writing vectors of length $2 N_{f}$. For instance, for any $p, q \in$ $\left\{1, \ldots, N_{f}\right\}$, we can use the short-hand notation

$$
\left(0_{1}, \ldots, 1_{p}, 0_{p+1}, \ldots, i_{q+N_{f}} 0_{q+N_{f}+1}, \ldots\right)^{T}=\binom{\mathbf{1}_{p}}{\mathbf{i}_{q}}
$$

We will use the following notation for the right-hand side sums of expectation values w.r.t. some $\left(2 N_{f} \times 2 N_{f}\right)$-matrix $M$,

$$
\begin{align*}
M_{\mathbf{p}^{\dagger} \mathbf{q}} & =\left(\mathbf{1}_{q}^{T}, \mathbf{i}_{q}^{T}\right) M\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}}  \tag{3.2.11}\\
M_{\mathbf{p q}^{\dagger}} & =\left(\mathbf{1}_{q}^{T},-\mathbf{i}_{q}^{T}\right) M\binom{\mathbf{1}_{p}}{\mathbf{i}_{p}}  \tag{3.2.12}\\
M_{\mathbf{p}^{\dagger} \mathbf{q}^{\dagger}} & =\left(\mathbf{1}_{q}^{T},-\mathbf{i}_{q}^{T}\right) M\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}}  \tag{3.2.13}\\
M_{\mathbf{p q}} & =\left(\mathbf{1}_{q}^{T}, \mathbf{i}_{q}^{T}\right) M\binom{\mathbf{1}_{p}}{\mathbf{i}_{p}} . \tag{3.2.14}
\end{align*}
$$

We use boldfaced indices $\mathbf{p}, \mathbf{p}^{\dagger}$ in order to distinguish the above expressions from regular matrix entries of $M$, which are denoted by $M_{p, q}$ (or equivalently $M_{p q}$ if this notation does not cause ambiguity). Note that expressions like

$$
M_{\mathbf{p}^{\dagger} \mathbf{q}}=M_{q, p}-i M_{q, N_{f}+p}+i M_{N_{f}+q, p}+M_{N_{f}+q, N_{f}+p}
$$

represent the sum of four matrix elements. When there are expressions as above of sums of products of matrices $A^{\tilde{\alpha}}, B^{\tilde{\alpha}}, \ldots$ which all depend on the same $\tilde{\alpha}$, we will use the following compact notation

$$
\begin{equation*}
A_{\mathbf{p}^{\dagger} \mathbf{q}}^{\tilde{\alpha}}+B_{\mathbf{p}^{\dagger} \mathbf{q}}^{\tilde{\alpha}}=\left[A_{\mathbf{p}^{\dagger} \mathbf{q}}+B_{\mathbf{p}^{\dagger} \mathbf{q}}\right]^{\tilde{\alpha}}, \quad A_{\mathbf{p}^{\dagger} \mathbf{q}}^{\tilde{\alpha}} B_{\mathbf{p}^{\dagger} \mathbf{q}}^{\tilde{\alpha}}=\left[A_{\mathbf{p}^{\dagger} \mathbf{q}} B_{\mathbf{p}^{\dagger} \mathbf{q}}\right]^{\tilde{\alpha}} . \tag{3.2.15}
\end{equation*}
$$

The symbol : *: indicates normal-ordering of a fermionic / Majorana operator expression $*$, for instance : $n_{i} n_{j}:=-c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}$. We will use the short-hand notation $\langle *\rangle_{\mathrm{GS}}=$ $\left\langle\Psi_{\mathrm{GS}}\right| *\left|\Psi_{\mathrm{GS}}\right\rangle$ to express expectation values w.r.t. FGS.

We denote the Hadamard product as

$$
\begin{equation*}
(A \odot B)_{i j}=A_{i j} B_{i j} \tag{3.2.16}
\end{equation*}
$$

where $A$ and $B$ are here two equally-sized matrices.
For some invertible matrix $M$, we will equivalently use $M^{-1}=\frac{1}{M}$ to denote its inverse. We denote the Moore-Penrose inverse of a $(m \times n)$-matrix $A$ of real or complex numbers with $A^{+}$, which by definition satisfies the Moore-Penrose conditions [212, 213]

1. $A^{+} A A^{+}=A^{+}$
2. $A A^{+} A=A$
3. $\left(A^{+} A\right)^{*}=A^{+} A$
4. $\left(A A^{+}\right)^{*}=A A^{+}$,
where the raised asterisk denotes the adjoint of the respective matrix. A basic property of the pseudo-inverse is that it commutes with the transposition operation, i.e. $\left(A^{+}\right)^{T}=$ $\left(A^{T}\right)^{+}$. If $A$ has full rank, the pseudo-inverse is identical to the inverse, i.e. $A^{+}=A^{-1}$.

The most important symbols and their respective explanation and appearance are summarized in Table 3.2.1, while Table 3.1.1 lists all used abbreviations.

Table 3.2.1: This table lists and explains the most important symbols appearing in the main text and refers to their respective definition in the third column. Symbols which are explained in the notation section or which only appear in the appendix are not included.

| Symbol | Explanation | Equation |
| :---: | :---: | :---: |
| $U_{\mathrm{GS}}(\xi)=U_{\mathrm{GS}}$ | Unitary operator creating fermionic Gaussian state (FGS) | 3.3.4 |
| $U_{\mathrm{FA}}(\omega)=U_{\mathrm{FA}}$ | Unitary operator creating non-Gaussian state (NGS) | 3.3.5 |
| $\xi$ | Hermitian and anti-symmetric matrix, variational parameters describing GS |  |
| $\omega$ | Symmetric matrix, variational parameters describing NG |  |
| $\|0\rangle$ | State vector, fermionic vacuum state $=$ simultaneous eigenstate of all $c_{j}$ |  |
| $\left.\Psi_{\text {NGS }}\right\rangle$ | State vector, non-Gaussian variational state Ansatz $\left\|\Psi_{\mathrm{NGS}}\right\rangle=U_{\mathrm{FA}}(\omega) U_{\mathrm{GS}}(\xi)\|0\rangle$ | 3.1.1 |
| $\left\|\Psi_{\mathrm{GS}}\right\rangle=U_{\mathrm{GS}}\|0\rangle$ | State vector, fermionic Gaussian state |  |
| $H$ | Operator, system Hamiltonian in second quantization | 3.3.1 |
| $f_{p q}, h_{p q r s}$ | Real-valued coefficients, one- and two-body integrals of $H$ | 3.A.2, 3.A.3 |
| $U_{m}=e^{i \xi_{m}}$ | Orthogonal matrix describing the linear transformation due to the unitary FGS operator | 3.3.7 |
| $\Gamma_{m}$ | Skew-symmetric matrix, covariance matrix (CM) | 3.3.8 |
| $\Upsilon=\sigma \otimes$ | Skew-symmetric matrix, relates CM with $U_{m}$ | 3.3.11 |
| $W_{m}$ | Matrix, transforms between fermionic creation and annihilation and the | 3.3.13 |
|  | Majorana operators |  |
| $E=E(\xi, \omega)$ | Expectation value of Hamiltonian operator w.r.t. NGS Ansatz | 3.3.17,, 3.3 .26 <br> 3.3 .29, <br> 3.5 .1 <br> 3.318 |
| $\bar{H}=U_{\mathrm{FA}}^{\dagger} H U_{\mathrm{F}}$ | Hermitian operator, rotated system Hamiltonian, $\bar{H}=\bar{H}_{1}+\bar{H}_{2}$ | 3.3.18 |
| $\int_{p q}-\int_{p q}(\omega)$ | Coefficient, rotated one-body Hamiltonian coefficien | 3.3.22 |
| $h_{p q r s}^{\mathrm{FA}}=h_{p q r s}^{\mathrm{FA}}(\omega)$ | Coefficient, rotated two-body Hamiltonian coefficients | 3.3.23 |
| $\alpha_{p q}^{\mathrm{FA}}(k), k=1, \ldots, N_{f}$ | Coefficient, argument of exponential sum of of number operators for $\bar{H}_{1}$ | 3.3.24 |
| $\beta_{p q r s}^{\mathrm{FA}}(k), k=1, \ldots, N_{f}$ | Coefficient, argument of exponential sum of of number operators for $\bar{H}_{2}$ | 3.3.25 |
| $\mathcal{A}_{j_{1}^{\dagger} \ldots j_{a}^{\dagger} k_{1} \ldots k_{b}}^{\tilde{q}}$ | Coefficient, expectation values w.r.t. FGS of exponential of $\sum_{j} \tilde{\alpha}(j) n_{j}$ | 3.3.27, 3.4.70, |
|  | multiplied by $a(b)$-many raising (lowering) operators | 3.4.71, 3.4.72 |
| $\mathcal{F}_{J}$ | Operator, differential operator w.r.t. Grassmann varia | 3.4 .25 |
| \% | Vector, contains $k$ entries, each entry $\tilde{\alpha}(j)$ being the weight factor of $n_{j}$ |  |
| $\Gamma_{F}^{\tilde{\alpha}}$ | Matrix, altered CM | 3.4.62 |
| $X^{\widetilde{\alpha}}$ | Polynomial of Grassmann variable | 3.4.66 |
| $\mathcal{G}$ | Matrix, depends on | 3.4.69 |
| $\mathcal{G}^{0}=\Gamma_{m}+\Upsilon$ | Matrix, depends only on $\Gamma_{m}$ | 3.7.4 |
| $\theta$ | Vector containing all variational parame | 3.6.4 |
| $\left\|\mathbf{R}_{\Psi}\right\rangle$ | State vector required for evaluating $d_{\tau} \theta_{j}$ | 3.6 .5 |
| $\left\|\Psi_{j}\right\rangle=\frac{d}{d \theta_{j}}\left\|\Psi_{\text {NGS }}\right\rangle$ | State vector, tangent vector | 3.6.6 |
| $G_{j k}=\left\langle\Psi_{j} \mid \Psi_{k}\right\rangle$ | Gram matrix, containing the overlaps of the tangent vector | 3.6.7. |
| $\bar{H}_{m}$ | Anti-symmetric matrix, mean-field of rotated system Hamiltonian | 3.6.19 |
| $\mathcal{L}^{\tilde{\alpha}}$ | Matrix, required for evaluating the derivative of $\mathcal{G}^{\tilde{\alpha}}$ w.r.t. the CM | 3.6.20 |
| $\mathcal{F}^{\tilde{\alpha}}$ | Matrix, NOT to be confused with the operator $\mathcal{F}_{J}$ defined in Eq. 3.4.25 | 3.6.21 |
| $H_{\mu}$ | Hermitian operator, chemical potential - can be tuned by the free parameter $\mu$ | 3.6.29 |
| $O_{m}$ | Anti-symmetric imaginary matrix, mean-field matrix of NGS Ansatz | 3.6.33 |
| $g$ | Vector, contains diagonal elements of off-diagonal block matrix of $\mathcal{G}^{0}$ | 3.6.35 |
| $B$ | Tensor of dimensions ( $\left.N_{f} \times N_{f} \times N_{f} \times N_{f}\right)$ | 3.7.5 |
| $\frac{d E}{d \omega}$ | Symmetric matrix, gradient of the energy w.r.t. $\omega$ | 3.7.9 |

## Section 3.3

## Emerging Expectation values

We focus on interacting fermionic systems, whose second quantized Hamiltonian with general two-body interactions is of the general form [2]

$$
\begin{equation*}
H=\sum_{p, q=1}^{N_{f}} f_{p q} c_{p}^{\dagger} c_{q}+\frac{1}{2} \sum_{p, q, r, s=1}^{N_{f}} h_{p q r s} c_{p}^{\dagger} c_{q}^{\dagger} c_{r} c_{s} \tag{3.3.1}
\end{equation*}
$$

where $N_{f}$ is the number of fermionic modes $p, q, r, s$ which index the single-particle bases functions, $f_{p q}$ and $h_{p q r s}$ are the so-called one- and two-body coefficients, as defined in Appendix 3.A. The coefficients possess the symmetries $f_{p q}^{*}=f_{q p}$ and $h_{p q r s}^{*}=h_{s r q p}$ by definition, and - due to the anti-commutation relations of the fermionic operators-the two-body coefficients can always be chosen such that

$$
\begin{equation*}
h_{p q r s}=-h_{q p r s}=-h_{p q s r}=h_{q p s r} . \tag{3.3.2}
\end{equation*}
$$

Note that Hamiltonians including higher order polynomials of fermionic operators can also be efficiently studied using the VM since the formula for the appearing expectation values holds for arbitrary (even) order monomials [41].

Our aim is to minimize the energy of the Hamiltonian in Eq. (3.3.1) w.r.t. the variational stat ${ }^{2}$

$$
\begin{equation*}
\left|\Psi_{\mathrm{NGS}}\right\rangle=U_{\mathrm{FA}} U_{\mathrm{GS}}|0\rangle,, \tag{3.3.3}
\end{equation*}
$$

thus obtaining an approximate ground state to the Hamiltonian in Eq. (3.3.1). Here, $|0\rangle \equiv\left|0^{N_{f}}\right\rangle$ denotes the fermionic vacuum state and

$$
\begin{align*}
& U_{\mathrm{GS}}=e^{\frac{i}{4} A^{T} \xi A}=e^{\frac{i}{4} \sum_{j, k=1}^{2 N_{f}} A_{j} \xi_{j k} A_{k}}  \tag{3.3.4}\\
& U_{\mathrm{FA}}=e^{\frac{i}{2} \sum_{j, k=1}^{N_{f}} \omega_{j k}: n_{j}^{f} n_{k}^{f}:} \tag{3.3.5}
\end{align*}
$$

are unitary operators which depend on a set of time-dependent variational parameters $\xi_{j k}$ and $\omega_{j k}$, which are collected in an anti-symmetric and Hermitian $\left(2 N_{f} \times 2 N_{f}\right)$ matrix $\xi$ and a symmetric $\left(N_{f} \times N_{f}\right)$ matrix $\omega$, respectively. State of the form of Eq. (3.3.3), where a linear transformation of the fermionic modes under the action of $U_{\mathrm{FA}}$ exists, are known a generalized Gaussian states [41]. We will set all diagonal entries $\omega_{i i}=0$, since they

[^32]are one-body operators and therefore contained in the Gaussian state. Allowing for the diagonal of $\omega$ to be nonzero will lead to some minor corrections to the form of the rotated Hamiltonian and mean-field expressions. For brevity, we will often omit the dependence of the operators on the variational parameters as in Eq. (3.3.3) and ensuing equations.

In the rest of this chapter, we will show how the unitary operators in Eq. 3.3.3) transform fermionic and Majorana modes in Section 3.3.1 and use these results to compute the energy expectation value w.r.t. the NGS Ansatz of Eq. (3.3.3) in Section 3.3.2. We show how this results in expectation values w.r.t. the FGS of operators of a particular form, whose solution is given in the ensuing section.

### 3.3.1 Unitary transformations of fermionic and Majorana operators

When applied to the fermionic vacuum, the unitary operator $U_{\mathrm{GS}}$ creates a pure FGS [3, 24, 41, 63]

$$
\begin{equation*}
\left|\Psi_{\mathrm{GS}}\right\rangle=U_{\mathrm{GS}}|0\rangle \tag{3.3.6}
\end{equation*}
$$

that describes e.g. Bardeen-Cooper-Schrieffer states and Slater determinants (the latter possess a fixed particle number) [63]. The generalized canonical transformation defined by the action of $U_{\mathrm{GS}}$ on a Majorana operator is described by the following linear operation [3]

$$
\begin{equation*}
U_{\mathrm{GS}}^{\dagger} A_{j} U_{\mathrm{GS}}=\sum_{k=1}^{2 N_{f}}\left(U_{m}\right)_{j k} A_{k}, \tag{3.3.7}
\end{equation*}
$$

known as a Bogoliubov transformation, where $U_{m}=e^{i \xi}$ is an orthogonal matrix. The choice of $\xi$ is not unique since there is a Gauge degree of freedom in the definition of $U_{\mathrm{GS}}$ which results in an equivalent class for different parameters $\tilde{\xi}$ describing the same Gaussian transformation. However, the (real and anti-symmetric) CM with matrix entries

$$
\begin{equation*}
\left(\Gamma_{m}\right)_{i j}=\frac{i}{2}\left\langle\left[A_{i}, A_{j}\right]\right\rangle_{\mathrm{GS}} \tag{3.3.8}
\end{equation*}
$$

uniquely defines the FGS. Due to the definition of $A$ in Eq. (3.2.6) the CM has a simple block structure of four $\left(N_{f} \times N_{f}\right)$-matrices,

$$
\Gamma_{m}=\left(\begin{array}{ll}
\left(\Gamma_{m}\right)_{11} & \left(\Gamma_{m}\right)_{12}  \tag{3.3.9}\\
\left(\Gamma_{m}\right)_{21} & \left(\Gamma_{m}\right)_{22}
\end{array}\right),
$$

where $\left(\Gamma_{m}\right)_{21}=-\left(\Gamma_{m}\right)_{12}^{T}$. Note that we will only consider pure FGS, which are characterized by $\Gamma_{m}^{2}=-\mathbb{1}_{2 N_{f}}\left[63\right.$. The connection between $U_{m}$ and $\Gamma_{m}$ is given by [41]

$$
\begin{equation*}
\Gamma_{m}=-U_{m} \Upsilon U_{m}^{T} \tag{3.3.10}
\end{equation*}
$$

where we defined

$$
\Upsilon=\sigma \otimes \mathbb{1}_{N_{f}}, \quad \sigma=\left(\begin{array}{cc}
0 & 1  \tag{3.3.11}\\
-1 & 0
\end{array}\right)
$$

with $\mathbb{1}_{N_{f}}$ denoting the $\left(N_{f} \times N_{f}\right)$-identity matrix. One can obtain $\xi$ from $\Gamma_{m}$ through Eq. 3.3.10 numerically by performing a Schur decomposition and applying appropriate
permutation matrices. Similarly, one can define the $\mathrm{CM} \Gamma_{f}$ in the representation of fermionic creation and annihilation operators using the definition of $C$ in Section 3.2,

$$
\begin{equation*}
\Gamma_{f}=\left\langle C C^{\dagger}\right\rangle_{\mathrm{GS}}=\frac{1}{2} \mathbb{1}_{2 N_{f}}-\frac{i}{4} W_{m}^{\dagger} \Gamma_{m} W_{m} \tag{3.3.12}
\end{equation*}
$$

where

$$
W_{m}=\left(\begin{array}{cc}
\mathbb{1}_{N_{f}} & \mathbb{1}_{N_{f}}  \tag{3.3.13}\\
-i \mathbb{1}_{N_{f}} & i \mathbb{1}_{N_{f}}
\end{array}\right)
$$

is the matrix that transforms between the Majorana and fermionic representation through

$$
\begin{equation*}
A=W_{m} C \tag{3.3.14}
\end{equation*}
$$

An important property of FGS is that Wick's theorem applies, namely, expectation values of products of fermionic (or Majorana-) operators split into sums of products of the CM elements [3], which we will discuss in more detail in Appendix 3.B.

The unitary operator $U_{\mathrm{FA}}$ in Eq. 3.3.5 takes us beyond the family of FGS, as its exponential includes fermionic operators of quartic order. As shown in Appendix 3.C, $U_{\mathrm{FA}}$ transforms a fermionic operator as follows,

$$
\begin{equation*}
U_{\mathrm{FA}}^{\dagger} c_{k} U_{\mathrm{FA}}=e^{i \sum_{j} \omega_{j k} n_{j}^{f}} c_{k}, \tag{3.3.15}
\end{equation*}
$$

attaching a phase depending on particles in modes $j$ to the fermionic mode $k$, reminiscent of the flux attachment (FA) procedure known from composite fermion theory [9]. We can commute the single fermionic operator on the right-hand side of Eq. (3.3.15) past the exponential term through

$$
\begin{equation*}
e^{i \sum_{j} \omega_{j q} n_{j}^{f}} c_{p}=e^{-i \omega_{p q}} c_{p} e^{i \sum_{j} \omega_{j q} n_{j}^{f}} . \tag{3.3.16}
\end{equation*}
$$

In the rest of this paper, we shall make extensive use of Eq. (3.3.7) and Eqs. (3.3.15)(3.3.16), as well as the properties of the CM.

### 3.3.2 Deriving the energy functional

At the heart of the variational method lies the ability to efficiently compute the energy expectation value of $H$ w.r.t. the NGS of Eq. (3.1.1),

$$
\begin{equation*}
E=\left\langle\Psi_{\mathrm{NGS}}\right| H\left|\Psi_{\mathrm{NGS}}\right\rangle \tag{3.3.17}
\end{equation*}
$$

Using Eqs. (3.3.15) and (3.3.16), we can equivalently compute the energy of the variational state Ansatz of Eq. (3.3.3) as an expectation value of the rotated Hamiltonian

$$
\begin{equation*}
\bar{H}=U_{\mathrm{FA}}^{\dagger} H U_{\mathrm{FA}} \tag{3.3.18}
\end{equation*}
$$

w.r.t. the FGS, where $\bar{H}$ is given by

$$
\begin{equation*}
\bar{H}=\bar{H}_{1}+\bar{H}_{2}, \tag{3.3.19}
\end{equation*}
$$

where

$$
\begin{align*}
& \bar{H}_{1}=\sum_{p, q=1}^{N_{f}} f_{p q}^{\mathrm{FA}} e^{i \sum_{k} \alpha_{p q}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{q},  \tag{3.3.20}\\
& \bar{H}_{2}=\frac{1}{2} \sum_{p, q, r, s=1}^{N_{f}} h_{p q r s}^{\mathrm{FA}} e^{i \sum_{k} \beta_{p q q s}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{q}^{\dagger} c_{r} c_{s}, \tag{3.3.21}
\end{align*}
$$

are the rotated one- and two-body Hamiltonian terms-as detailed in Appendix 3.D$k=1, \ldots, N_{f}$. We also defined the $\omega$-dependent coefficients

$$
\begin{align*}
f_{p q}^{\mathrm{FA}} & =f_{p q} e^{-i \omega_{p q}}  \tag{3.3.22}\\
h_{p q r s}^{\mathrm{FA}} & =h_{p q r s} e^{i\left(\omega_{r s}+\omega_{p q}-\omega_{q r}-\omega_{p r}-\omega_{q s}-\omega_{p s}\right)} \tag{3.3.23}
\end{align*}
$$

and phase factors belonging to the argument of the exponential of the sum of fermionic number operators of the unitary operator $U_{\mathrm{FA}}$,

$$
\begin{align*}
\alpha_{p q}^{\mathrm{FA}}(k) & =\omega_{k q}-\omega_{k p}  \tag{3.3.24}\\
\beta_{p q r s}^{\mathrm{FA}}(k) & =\omega_{k r}+\omega_{k s}-\omega_{k p}-\omega_{k q} \tag{3.3.25}
\end{align*}
$$

It is important to note that the operators of the rotated Hamiltonian $\bar{H}$ in Eq. (3.3.19) differ considerably from the operators in Eq. (3.3.1). Meanwhile, the total number of terms appearing in $\bar{H}$ is identical to the number of terms in the unrotated Hamiltonian $H$. Combining Eq. (3.3.17) with Eq. (3.3.18), we can write

$$
\begin{equation*}
E=\langle\bar{H}\rangle_{\mathrm{GS}} \tag{3.3.26}
\end{equation*}
$$

Since taking the expectation value is a linear operation, one is able to compute Eq. (3.3.26) (even for higher-order Hamiltonians), given that one is able to compute expressions of the following form,

$$
\begin{equation*}
\mathcal{A}_{j_{1}^{\dagger} \ldots j_{a}^{\dagger} k_{1} \ldots k_{b}}^{\tilde{j}}=\left\langle e^{i \sum_{j} \tilde{\alpha}(j) n_{j}^{f}} c_{j_{1}}^{\dagger} \cdots c_{j_{a}}^{\dagger} c_{k_{1}} \cdots c_{k_{b}}\right\rangle_{\mathrm{GS}} \tag{3.3.27}
\end{equation*}
$$

Here, $a, b=1, \ldots, N_{f}$ and we let $j_{1}^{\dagger}, \ldots, j_{a}^{\dagger}$ denote the modes of the creation operators, $k_{1}, \ldots k_{b}$ the modes of the annihilation operators and $\tilde{\alpha}(j) \in \mathbb{R}$ with $j=1, \ldots N_{f}$ correspond to the various phase factors appearing in the argument of the exponential of the sum of fermionic number operators $3^{3}$. In particular, we have

$$
\begin{equation*}
\mathcal{A}^{\tilde{\alpha}}=\left\langle e^{i \sum_{j} \tilde{\alpha}(j) n_{j}^{f}}\right\rangle_{\mathrm{GS}} \tag{3.3.28}
\end{equation*}
$$

which will depend on the form of the coefficients in the arguments $\tilde{\alpha}$. We note that explicit analytical formulas for Eq. (3.3.27) were given in Ref. [41] only for Eq. (3.3.28), as well as for $\mathcal{A}_{p^{\dagger} q}^{\tilde{\alpha}}$. Throughout this chapter we will see that expressions as in Eq. (3.3.27) will not only arise when computing the energy expectation value, but also when using various methods designed to find the ground state. Using the above definitions, Eq. (3.3.26) can be written as

$$
\begin{equation*}
E(\xi, \omega)=\sum_{p, q} f_{p q}^{\mathrm{FA}} \mathcal{A}_{p^{\dagger} q}^{\alpha_{p q}^{\mathrm{FA}}}+\frac{1}{2} \sum_{p, q, r, s} h_{p q r s}^{\mathrm{FA}} \mathcal{A}_{p^{\dagger} q^{\dagger} r s}^{\mathcal{B}_{p, r}^{\mathrm{FA}},} \tag{3.3.29}
\end{equation*}
$$

[^33]which depends implicitly on the variational parameters $\xi$ and $\omega$ in both, the Hamiltonian coefficients $f_{p q}^{\mathrm{FA}}$ and $h_{p q r s}^{\mathrm{FA}}$ and the expectation values $\mathcal{A}_{p^{\dagger} q}^{\alpha_{q}^{\mathrm{EA}}}$ and $\mathcal{A}_{p^{\dagger} q^{\dagger} r s}^{\beta_{p,}^{\mathrm{FA}},}$, which we emphasize by writing $E=E(\xi, \omega)$. As derived in Appendix 3.F. the terms in Eq. (3.3.29) possess the following symmetry,
\[

$$
\begin{align*}
& \left(f_{p q}^{\mathrm{FA}}\right)^{*}\left(\mathcal{A}_{p^{\dagger} q}^{\alpha_{p}^{\mathrm{FA}}}\right)^{*}=f_{q p}^{\mathrm{FA}} \mathcal{A}_{q^{\dagger} p}^{\alpha_{p}^{\mathrm{FA}}} \tag{3.3.30}
\end{align*}
$$
\]

where the raised asterisk denotes the Hermitian conjugate. In the following subsection we will show, that for arbitrary order $a, b$, computing Eq. (3.3.27) only involves the expressions $\mathcal{A}^{\tilde{\alpha}}, \mathcal{A}_{p^{\dagger} q}^{\tilde{\alpha}}, \mathcal{A}_{p^{\dagger} q^{\dagger}}^{\tilde{j}}$ and $\mathcal{A}_{p q}^{\tilde{\alpha}}$. For practical reasons we restrict ourselves to the case $a=b$ in our derivations, but our results can also be applied to $a \neq b$ for $a, b>1$.

Section 3.4

## AnALYTICAL FORMULAS FOR EMERGING EXPECTATION VALUES

In this section we will provide an explicit analytical formula for the expectation values of arbitrary products of fermionic operators of the type given by Eq. (3.3.27). In order to simplify notation, we will mostly omit the vector $\tilde{\alpha}$ containing the information about the phase factors in Eq. (3.3.27) in the following two sections.

This section is structured as follows. In Section 3.4.1 we provide a detailed derivation of the generating function for expressions of Eq. (3.3.27), reproducing the result of Ref. [41]. Most of the derivation that leads to Eq. (3.4.67) in Ref. [41] is left to the reader, which is why it is included here in detail. This makes Section 3.4.1 rather technical, but nevertheless important, as it provides the foundation that the rest of this work (and the VM) is build on. Section 3.4 .2 displays the types of expectation values which are needed to evaluate the general expression through the explicit formula we provide in Section 3.4.3. The derivation for the expectation values is provided in Appendix 3.E.

### 3.4.1 Derivation of implicit formula

At the heart of Ref. [41] lies the ability to efficiently compute expectation values of polynomials of fermionic operators of the general form

$$
\begin{equation*}
\left\langle e^{i \sum_{j} \tilde{\alpha}(j) n_{j}^{f}} \operatorname{poly}(C)\right\rangle_{\mathrm{GS}}, \tag{3.4.1}
\end{equation*}
$$

where $\tilde{\alpha}(j)$ denotes some real-valued parameter and the lower case index reminds us that the expectation value is to by taken w.r.t. the FGS, i.e. $\left|\Psi_{\mathrm{GS}}\right\rangle=U_{\mathrm{GS}}|0\rangle$, and $C$ contains fermionic creation and annihilation operators. In principle, the above sum over $j$ can include all $N_{f}$ fermionic modes, but some (or even all) of the $\tilde{\alpha}(j)$ 's might be zero, in which case the sum will be shorter, or even vanish. As it turns out, these expectation values can be computed analytically by means of the coherent representation of Gaussian states, which we introduced in Section 1.3. This section will present a detailed derivation of the result of Eq. (D.8) in Ref. [41], which presents a generating function for evaluating expression of the form of Eq. (3.3.27), or - since taking the expectation value is a linear operation-equivalently Eq. (3.4.1).

The characteristic function $\chi(\boldsymbol{\eta})$ of a vector of Grassmann variables $\boldsymbol{\eta}=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{N_{f}}\right)^{T}$ for a state $\rho$ of a collection of $N_{f}$ fermionic modes is defined as

$$
\begin{equation*}
\chi(\boldsymbol{\eta})=\operatorname{tr}[\rho D(\boldsymbol{\eta})], \tag{3.4.2}
\end{equation*}
$$

where $D(\boldsymbol{\eta})$ is the fermionic displacement operator

$$
\begin{equation*}
D(\boldsymbol{\eta})=\exp \left(\sum_{i}\left(c_{i}^{\dagger} \eta_{i}+\eta_{i}^{*} c_{i}\right)\right) \tag{3.4.3}
\end{equation*}
$$

defining the coherent state $D(\boldsymbol{\eta})|0\rangle=|\boldsymbol{\eta}\rangle$ with $c_{i}|\boldsymbol{\eta}\rangle=\eta_{i}|\boldsymbol{\eta}\rangle$ and $\eta_{i}, \eta_{i}^{*}$ are Grassmann variables, where $\eta_{i}^{*}$ is the conjugated variable of $\eta_{\geq}^{4}$ and Grassmann variables satisfy

$$
\begin{align*}
\left\{\eta_{i}, \eta_{j}\right\} & =0,  \tag{3.4.4}\\
\left\{\eta_{i}^{*}, \eta_{j}\right\} & =0,  \tag{3.4.5}\\
\left\{\eta_{i}^{*}, \eta_{j}^{*}\right\} & =0 . \tag{3.4.6}
\end{align*}
$$

Any fermionic density operator $\rho$ may be expanded in terms of the characteristic function through [4]

$$
\begin{equation*}
\rho=\int d^{2} \boldsymbol{\eta} \chi(\boldsymbol{\eta}) E(\boldsymbol{\eta}) e^{\frac{1}{2} \sum_{n} \eta_{n}^{*} \eta_{n}}, \tag{3.4.7}
\end{equation*}
$$

where $E(\boldsymbol{\eta})$ is the Fourier transform of a coherent state dyadic

$$
\begin{equation*}
E(\boldsymbol{\eta})=\int d^{2} \boldsymbol{\mu} e^{\sum_{n}\left(\eta_{i} \mu_{i}^{*}-\mu_{i} \eta_{i}^{*}\right)}|\boldsymbol{\mu}\rangle\langle-\boldsymbol{\mu}| . \tag{3.4.8}
\end{equation*}
$$

For the density matrix of a FGS,

$$
\begin{equation*}
\rho_{\mathrm{GS}}=\int d^{2} \boldsymbol{\eta} \int d^{2} \boldsymbol{\mu} \chi(\boldsymbol{\eta}) e^{\frac{1}{2} \sum_{n} \eta_{n}^{*} \eta_{n}} e^{\sum_{m}\left(\mu_{m} \eta_{m}^{*}-\eta_{m} \mu_{m}^{*}\right)}|\boldsymbol{\mu}\rangle\langle-\boldsymbol{\mu}| \tag{3.4.9}
\end{equation*}
$$

the characteristic function $\chi$ is given by the CM through [41]

$$
\begin{equation*}
\chi(\boldsymbol{\eta})=\operatorname{tr}\left[\rho_{\mathrm{GS}} D(\boldsymbol{\eta})\right]=e^{\frac{i}{8}\left(\boldsymbol{\eta}_{1}, \boldsymbol{\eta}_{2}\right) \Gamma_{m}\left(\boldsymbol{\eta}_{1}, \boldsymbol{\eta}_{2}\right)^{T}} \tag{3.4.10}
\end{equation*}
$$

where $\boldsymbol{\eta}_{1}=\boldsymbol{\eta}^{*}+\boldsymbol{\eta}$ and $\boldsymbol{\eta}_{2}=i\left(\boldsymbol{\eta}^{*}-\boldsymbol{\eta}\right)$ are vectors of real Grassmann variables, where "real" refers to them remaining invariant under complex conjugation. We will often use the peculiar way of writing column or row vectors of length $2 N_{f}$ as a vector of length 2 , where each entry is itself a vector of length $N_{f}$-this is how the above terms $\left(\boldsymbol{\eta}_{1}, \boldsymbol{\eta}_{2}\right)$ and $\left(\boldsymbol{\eta}_{1}, \boldsymbol{\eta}_{2}\right)^{T}$ should be understood.

Any term in Eq. (3.4.1) that will be of interest to us will be of the form

$$
\begin{equation*}
\mathcal{A}_{j_{1}^{\ldots} \ldots j_{a}^{\dagger} k_{1} \ldots k_{a}}=\left\langle e^{i \sum_{j} \tilde{\alpha}(j) n_{j}^{f}} c_{j_{1}}^{\dagger} \cdots c_{j_{a}}^{\dagger} c_{k_{1}} \cdots c_{k_{a}}\right\rangle_{\mathrm{GS}}=\operatorname{tr}\left[\rho_{\mathrm{GS}} e^{\left.i \sum_{j}^{\tilde{\alpha}(j) n_{j}^{f}} c_{j_{1}}^{\dagger} \cdots c_{j_{a}}^{\dagger} c_{k_{1}} \cdots c_{k_{a}}\right], ~, ~, ~, ~}\right. \tag{3.4.11}
\end{equation*}
$$

which is here only considering number conserving terms (otherwise we would have $j_{1}, \ldots, j_{a}$ and $k_{1}, \ldots, k_{b}$ indices with $\left.a \neq b\right)^{5}$. We will ignore the superscript $\tilde{\alpha}$ throughout this chapter, as we are considering just a single expression. In order to compute this expression, we will have to use some properties of the Grassmann calculus properties introduced in Section 1.3.2,

The identity operator and trace over an operator $B$ in terms of Grassmann variables are given by

$$
\begin{align*}
\mathbb{1} & =\int d^{2} \boldsymbol{\eta}|\boldsymbol{\eta}\rangle\langle\boldsymbol{\eta}|  \tag{3.4.12}\\
\operatorname{tr}[B] & =\int d^{2} \boldsymbol{\alpha}\langle-\boldsymbol{\alpha}| B|\boldsymbol{\alpha}\rangle=\int d^{2} \boldsymbol{\alpha}\langle\boldsymbol{\alpha}| B|-\boldsymbol{\alpha}\rangle . \tag{3.4.13}
\end{align*}
$$

[^34]Note that the "tilde" is often used to distinguish between the real coefficients $\tilde{\alpha}(j)$ in the exponent and Grassmann numbers $\alpha_{j}$ from the Grassmann vector $|\boldsymbol{\alpha}\rangle$. In the following, we will calculate expressions like

$$
\begin{equation*}
\langle\boldsymbol{\alpha}| e^{i \sum_{j=1}^{N_{f}} \tilde{\alpha}(j) n_{j}}|\boldsymbol{\beta}\rangle=\langle\boldsymbol{\alpha}| \prod_{j=1}^{N_{f}} e^{i \tilde{\alpha}(j) n_{j}}|\boldsymbol{\beta}\rangle \tag{3.4.14}
\end{equation*}
$$

where we will be inserting the identity of Eq. (3.4.12) and using the coherent state overlap given by

$$
\begin{equation*}
\langle\boldsymbol{\alpha} \mid \boldsymbol{\gamma}\rangle=e^{\sum_{i}\left(\alpha_{i}^{*} \gamma_{i}-\frac{1}{2} \alpha_{i}^{*} \alpha_{i}-\frac{1}{2} \gamma_{i}^{*} \gamma_{i}\right)} \tag{3.4.15}
\end{equation*}
$$

as well as the relation

$$
\begin{equation*}
e^{i \tilde{\alpha}(j) n_{j}}=\mathbb{1}+\left(e^{i \tilde{\alpha}(j)}-1\right) n_{j} . \tag{3.4.16}
\end{equation*}
$$

We can normal order the operator product by factoring out all terms and writing them as a sum over all partitions $\mathcal{S}$ containing $k$ elements,

$$
\begin{equation*}
e^{i \sum_{j=1}^{N_{f}} \tilde{\alpha}(j) n_{j}}=\prod_{j=1}^{N_{f}}\left(\mathbb{1}+\left(e^{i \tilde{\alpha}(j)}-1\right) c_{j}^{\dagger} c_{j}\right)=\sum_{k=1}^{N_{f}} \sum_{\substack{\mathcal{S} \subseteq \mathbb{N}_{N_{f}} \\|\mathcal{S}|=k}}: \prod_{l \in \mathcal{S}}\left(\mathbb{1}+\left(e^{i \tilde{\alpha}(l)}-1\right) c_{l}^{\dagger} c_{l}\right): \tag{3.4.17}
\end{equation*}
$$

where : : denotes normal ordering. Thus, Eq. (3.4.14) reads

$$
\begin{align*}
\langle\boldsymbol{\alpha}| e^{i \sum_{j=1}^{N} \tilde{\alpha}(j) n_{j}}|\boldsymbol{\beta}\rangle & =\prod_{j=1}^{N_{f}}\left(1+\left(e^{i \tilde{\alpha}(j)}-1\right) \alpha_{j}^{*} \beta_{j}\right)\langle\boldsymbol{\alpha} \mid \boldsymbol{\beta}\rangle \\
& =\left(\prod_{j=1}^{N_{f}} e^{\left(e^{i \tilde{\alpha}(j)}-1\right) \alpha_{j}^{*} \beta_{j}}\right) e^{\sum_{i}\left(\alpha_{i}^{*} \beta_{i}-\frac{1}{2} \alpha_{i}^{*} \alpha_{i}-\frac{1}{2} \beta_{i}^{*} \beta_{i}\right)} \tag{3.4.18}
\end{align*}
$$

and specifically

$$
\begin{equation*}
\langle\boldsymbol{\alpha}| e^{i \sum_{j=1}^{N_{f}} \tilde{\alpha}(j) n_{j}}|\boldsymbol{\alpha}\rangle=\left(\prod_{j=1}^{N_{f}} e^{\left(e^{i \tilde{\alpha}(j)}-1\right) \alpha_{j}^{*} \alpha_{j}}\right) . \tag{3.4.19}
\end{equation*}
$$

For a normal-ordered fermionic operator $O$, the following relation holds [4]

$$
\begin{equation*}
\operatorname{tr}[\rho O]=\int d^{2} \boldsymbol{\alpha} P(\boldsymbol{\alpha})\langle\boldsymbol{\alpha}| O|\boldsymbol{\alpha}\rangle \tag{3.4.20}
\end{equation*}
$$

where $P(\boldsymbol{\alpha})$ is the normal-ordered weight function

$$
\begin{equation*}
P(\boldsymbol{\alpha})=\int d^{2} \boldsymbol{\xi}^{\sum_{n}\left(\alpha_{n} \xi_{n}^{*}-\xi_{n} \alpha_{n}^{*}\right)} \chi(\boldsymbol{\xi}) e^{\frac{1}{2} \sum_{n} \xi_{n}^{*} \xi_{n}} \tag{3.4.21}
\end{equation*}
$$

By using the commutation relations (which can be proven via e.g. Baker-CampbellHausdorff expansion)

$$
\begin{align*}
e^{i \sum_{j} \tilde{\alpha}(j) n_{j}^{f}} c_{p} & =e^{-i \tilde{\alpha}(p)} c_{p} e^{i \sum_{j} \tilde{\alpha}(j) n_{j}^{f}}  \tag{3.4.22}\\
c_{p}^{\dagger} e^{-i \sum_{j} \tilde{\alpha}(j) n_{j}^{f}} & =e^{i \tilde{\alpha}(p)} e^{-i \sum_{j} \tilde{\alpha}(j) n_{j}^{f}} c_{p}^{\dagger}, \tag{3.4.23}
\end{align*}
$$

one obtains
see Appendix 3.P.1. Inserting Eq. (3.4.24) into (3.4.20) and defining the differential operator w.r.t. the Grassmann variables $J_{j_{1}}, \ldots J_{j_{a}}$ [41],

$$
\begin{equation*}
\mathcal{F}_{J}=\lim _{J \rightarrow 0} \frac{d}{d J_{j_{1}}} \cdots \frac{d}{d J_{j_{a}}} \frac{d}{d J_{k_{1}}^{*}} \cdots \frac{d}{d J_{k_{a}}^{*}} \tag{3.4.25}
\end{equation*}
$$

we can rewrite the second line of Eq. (3.4.11) as

$$
\begin{align*}
\mathcal{A}_{j_{1}^{\dagger} \ldots j_{a}^{\dagger} k_{1} \ldots k_{a}}= & \mathcal{F}_{J} \int d^{2} \boldsymbol{\xi} \chi(\boldsymbol{\xi}) e^{\frac{1}{2} \sum_{n} \xi_{n}^{*} \xi_{n}} \\
& \times \int d^{2} \boldsymbol{\alpha}\left(\prod_{n=1}^{N_{f}} e^{-\left(1-e^{i \tilde{\alpha}_{n}}\right) \alpha_{n}^{*} \alpha_{n}+\left(J_{n}^{*}-\xi_{n}^{*}\right) \alpha_{n}+\left(J_{n} e^{i \tilde{\alpha}_{n}}-\xi_{n}\right) \alpha_{n}^{*}}\right) \tag{3.4.26}
\end{align*}
$$

see Appendix 3.P.2. We will be focusing on performing the above integral w.r.t. $\boldsymbol{\alpha}$ in the following part. Since all terms appearing in the argument of the second integral of Eq. (3.4.26) commute, we can rewrite it as

$$
\begin{align*}
& \prod_{n=1}^{N_{f}} e^{-\left(1-e^{i \tilde{\alpha}(n)}\right) \alpha_{n}^{*} \alpha_{n}+\left(J_{n}^{*}-\xi_{n}^{*}\right) \alpha_{n}+\left(J_{n} e^{i \tilde{\alpha}(n)}-\xi_{n}\right) \alpha_{n}^{*}} \\
&=e^{\sum_{n=1}^{N_{f}}\left(-\left(1-e^{i \tilde{\alpha}(n)}\right) \alpha_{n}^{*} \alpha_{n}+\left(J_{n}^{*}-\xi_{n}^{*}\right) \alpha_{n}+\left(J_{n} e^{i \bar{\alpha}(n)}-\xi_{n}\right) \alpha_{n}^{*}\right)} . \tag{3.4.27}
\end{align*}
$$

Given a vector of Grassmann variables $\boldsymbol{\alpha}$, a fixed Grassmann vector $\boldsymbol{\xi}$ and an antisymmetric matrix $A$, the Gaussian Grassmann integral is given by [214]

$$
\begin{equation*}
\int d \boldsymbol{\alpha} e^{-\frac{1}{2} \boldsymbol{\alpha}^{T} A \boldsymbol{\alpha}+\xi^{T} \boldsymbol{\alpha}}=\operatorname{Pf}(A) e^{-\frac{1}{2} \xi^{T} A^{-1} \xi} \tag{3.4.28}
\end{equation*}
$$

where $\operatorname{Pf}(A)=\sqrt{\operatorname{det}(A)}$ denotes the Pfaffian of the matrix $A$ [215]. In order to apply Eq. (3.4.28) to the second integral in Eq. (3.4.27), we introduce the Grassmann vectors

$$
\overrightarrow{\boldsymbol{\alpha}}=\left(\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{N_{f}} \\
\alpha_{1}^{*} \\
\vdots \\
\alpha_{N_{f}}^{*}
\end{array}\right), \quad \overrightarrow{\boldsymbol{\xi}}=\left(\begin{array}{c}
J_{1}^{*}-\xi_{1}^{*} \\
\vdots \\
J_{N_{f}}^{*}-\xi_{N_{f}}^{*} \\
J_{1} e^{i \tilde{\alpha}_{1}}-\xi_{1} \\
\vdots \\
J_{N_{f}} e^{i \tilde{\alpha}_{N_{f}}}-\xi_{N_{f}}
\end{array}\right)
$$

where $\overrightarrow{\boldsymbol{\xi}}$ is chosen such that

$$
\begin{equation*}
\overrightarrow{\boldsymbol{\xi}}^{T} \boldsymbol{\vec { \alpha }}=\sum_{n=1}^{N_{f}}\left(\left(J_{n}^{*}-\xi_{n}^{*}\right) \alpha_{n}+\left(J_{n} e^{i \tilde{\alpha}(n)}-\xi_{n}\right) \alpha_{n}^{*}\right) \tag{3.4.29}
\end{equation*}
$$

and the form of $A$ is determined by the equation

$$
\begin{equation*}
-\frac{1}{2} \overrightarrow{\boldsymbol{\alpha}}^{T} A \overrightarrow{\boldsymbol{\alpha}}=-\sum_{n=1}^{N_{f}}\left(1-e^{i \tilde{\boldsymbol{\alpha}}(n)}\right) \alpha_{n}^{*} \alpha_{n} \tag{3.4.30}
\end{equation*}
$$

Eq. (3.4.30) leads to

$$
\begin{equation*}
A=\sigma \otimes \operatorname{diag}\left(1-e^{i \widetilde{\alpha}}\right) \tag{3.4.31}
\end{equation*}
$$

where $\sigma$ is defined in Eq. (3.3.11) and we defined the ( $N_{f} \times N_{f}$ )-diagonal matrix

$$
\operatorname{diag}\left(1 \pm e^{i \tilde{\alpha}}\right)=\left(\begin{array}{ccc}
1 \pm e^{i \tilde{\alpha}(1)} & &  \tag{3.4.32}\\
& \ddots & \\
& & 1 \pm e^{i \tilde{\alpha}\left(N_{f}\right)}
\end{array}\right)
$$

The matrix $A$ we used here has unfortunately the same letter as the vector of Majorana operators. Since the latter does not appear in this section and we merely use the matrix $A$ in an intermediate step, we do not change notation, sticking to the conventions used in the literature. We compute the determinant of the matrix $A$ next, using the property that for two square matrices $B, C$, of sizes $\left(m_{B} \times m_{B}\right)$ and $\left(m_{C} \times m_{C}\right)$ respectively, the determinant of the tensor product may be written as

$$
\begin{equation*}
\operatorname{det}(B \otimes C)=\operatorname{det}(B)^{m_{C}} \operatorname{det}(C)^{m_{B}} \tag{3.4.33}
\end{equation*}
$$

thus

$$
\begin{equation*}
\operatorname{det}(A)=\operatorname{det}(\sigma)^{N_{f}} \operatorname{det}\left(\operatorname{diag}\left(1-e^{i \tilde{\alpha}}\right)\right)^{2}=\prod_{j=1}^{N_{f}}\left(1-e^{i \tilde{\alpha}(j)}\right)^{2} \tag{3.4.34}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\sqrt{\operatorname{det}(A)}=\prod_{j=1}^{N_{f}}\left(1-e^{i \tilde{\alpha}(j)}\right) \tag{3.4.35}
\end{equation*}
$$

which is the prefactor in front of the exponential term in Eq. 3.4.28). Next, we compute the inverse of the matrix $A$, by using the property, that for any tensor product of two matrices $B$ and $C$ we have

$$
\begin{equation*}
(B \otimes C)^{-1}=B^{-1} \otimes C^{-1} \tag{3.4.36}
\end{equation*}
$$

The inverse of $\sigma$ is given by $\sigma^{-1}=-\sigma$, and we have

$$
\begin{equation*}
A^{-1}=\sigma^{-1} \otimes \operatorname{diag}\left(1-e^{i \tilde{\alpha}}\right)^{-1} \tag{3.4.37}
\end{equation*}
$$

We rewrite the argument of the exponential in Eq. (3.4.28),

$$
\begin{equation*}
-\frac{1}{2} \overrightarrow{\boldsymbol{\xi}}^{T} A^{-1} \overrightarrow{\boldsymbol{\xi}}=\sum_{k=1}^{N_{f}} \frac{J_{k}\left(J_{k}^{*}-\xi_{k}^{*}\right) e^{i \tilde{\alpha}(k)}-\xi_{k}\left(J_{k}^{*}-\xi_{k}^{*}\right)}{1-e^{i \tilde{\alpha}(k)}} \tag{3.4.38}
\end{equation*}
$$

Inserting Eqs. (3.4.35) and (3.4.38), with the replacement Eq. (3.4.27), into the second integral in Eq. (3.4.26) gives

$$
\begin{align*}
& \int d^{2} \boldsymbol{\alpha} e^{\sum_{n=1}^{N_{f}}\left(-\left(1-e^{i \tilde{\alpha}(n)}\right) \alpha_{n}^{*} \alpha_{n}+\left(J_{n}^{*}-\xi_{n}^{*}\right) \alpha_{n}+\left(J_{n} e^{i \tilde{\alpha}(n)}-\xi_{n}\right) \alpha_{n}^{*}\right)} \\
= & \left(\prod_{j=1}^{N_{f}}\left(1-e^{i \tilde{\alpha}(j)}\right)\right) e^{\sum_{k=1}^{N_{f}} \frac{J_{k} J_{k}^{*} e^{i \tilde{\alpha}(k)}-J_{k} \xi_{-}^{*} e^{i \tilde{\alpha}(k)}-\xi_{k} J_{k}^{J_{k}+\xi_{k} \xi_{k}^{*}}}{1-e^{i \alpha}(k)}} \tag{3.4.39}
\end{align*}
$$

which leads to

$$
\begin{align*}
\mathcal{A}_{j_{1}^{\dagger} \ldots j_{a}^{\dagger} k_{1} \ldots k_{a}}= & \left(\prod_{j=1}^{N_{f}}\left(1-e^{i \tilde{\alpha}(j)}\right)\right) \mathcal{F}_{J} e^{\sum_{k=1}^{N_{f}} \frac{J_{k} J_{k}^{*} e^{i \tilde{\alpha}(k)}}{1-e^{i \tilde{\alpha}}(k)}} \\
& \times \int d^{2} \boldsymbol{\xi} \chi(\boldsymbol{\xi}) e^{\sum_{k=1}^{N_{f}} \frac{-J_{k} \xi_{k}^{*} e^{i \bar{\alpha}(k)}-\xi_{k} J_{k}^{*}-\frac{1}{2} \xi_{k}^{*} \xi_{k}\left(1+e^{i \tilde{\alpha}(k)}\right)}{1-e^{\tilde{\alpha}(k)}}}, \tag{3.4.40}
\end{align*}
$$

which is identical to Eq. (D.6) in Ref. [41. Using the real Grassmann vectors $\boldsymbol{\xi}_{1}=\boldsymbol{\xi}^{*}+\boldsymbol{\xi}$, $\boldsymbol{\xi}_{2}=i\left(\boldsymbol{\xi}^{*}-\boldsymbol{\xi}\right)$, where $\boldsymbol{\xi}=\frac{1}{2}\left(\boldsymbol{\xi}_{1}+i \boldsymbol{\xi}_{2}\right), \boldsymbol{\xi}^{*}=\frac{1}{2}\left(\boldsymbol{\xi}_{1}-i \boldsymbol{\xi}_{2}\right)$, we want to perform a change of integration variables next. For a set of Grassmann variables $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{2 N_{f}}\right)$, a change of integration variables $\theta_{i}^{\prime}=\sum_{j=1}^{2 N_{f}} R_{i j} \theta_{j}$ is given by

$$
\begin{equation*}
\int d \boldsymbol{\theta} f(\boldsymbol{\theta})=\operatorname{det}(R) \int d \boldsymbol{\theta}^{\prime} f\left(\boldsymbol{\theta}^{\prime}\right) \tag{3.4.41}
\end{equation*}
$$

where $f(\boldsymbol{\theta})$ is a polynomial function of the Grassmann variables. In order to go from the set of Grassmann variables $\left(\boldsymbol{\xi}, \boldsymbol{\xi}^{*}\right)$ to $\left(\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}\right)$, we first find the explicit form of the rotation matrix $R$ from $\left(\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}\right)^{T}=R\left(\boldsymbol{\xi}, \boldsymbol{\xi}^{*}\right)^{T}$,

$$
\left(\begin{array}{c}
\xi_{1,1}  \tag{3.4.42}\\
\xi_{1,2} \\
\vdots \\
\xi_{1, N_{f}} \\
\xi_{2,1} \\
\xi_{2,2} \\
\vdots \\
\xi_{2, N_{f}}
\end{array}\right)=\left(\begin{array}{cccccccc}
1 & 0 & \ldots & 0 & 1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1 & 0 & 0 & \ldots & 1 \\
-i & 0 & \ldots & 0 & i & 0 & \ldots & 0 \\
0 & -i & \ldots & 0 & 0 & i & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & -i & 0 & 0 & \ldots & i
\end{array}\right)\left(\begin{array}{c}
\xi_{1} \\
\xi_{2} \\
\vdots \\
\xi_{N_{f}} \\
\xi_{1}^{*} \\
\xi_{2}^{*} \\
\vdots \\
\xi_{N_{f}}^{*}
\end{array}\right) .
$$

The determinant of $R$ can be simply derived by the following formula, which holds for square matrices $A, B, C, D$ of equal lengths with $[C, D]=0$,

$$
\operatorname{det}\left(\begin{array}{ll}
A & B  \tag{3.4.43}\\
C & D
\end{array}\right)=\operatorname{det}(A D-B C)
$$

which gives

$$
\begin{equation*}
\operatorname{det}(R)=(2 i)^{N} \tag{3.4.44}
\end{equation*}
$$

There is a crucial detail that can get lost in the calculation when performing the change of variables. To see this, note how the order of differentials in the integral of the right-hand side of Eq. 3.4.40) is ordered according to [4],

$$
\begin{equation*}
d^{2} \boldsymbol{\xi}=\int \prod_{j=1}^{N_{f}} d \xi_{j}^{*} d \xi_{j} \tag{3.4.45}
\end{equation*}
$$

while we have a different order in transformation matrix in Eq. (3.4.42). To reorder $\xi_{1}, \ldots, \xi_{N_{f}}, \xi_{1}^{*}, \ldots, \xi_{N_{f}}^{*}$ to $\xi_{1}^{*}, \xi_{1}, \xi_{2}^{*}, \xi_{2}, \ldots, \xi_{N_{f}}^{*}, \xi_{N_{f}}$, we pick up $N_{f}+\left(N_{f}-1\right)+\ldots+2+1=$ $N_{f}\left(N_{f}+1\right) / 2$ minus-signs, leading to an additional factor of $(-1)^{N_{f}\left(N_{f}+1\right) / 2}$, which leads to an overall phase factor $s_{N_{f}}$ which depends on whether $N_{f}$ is even or odd. More precisely, if $N_{f}$ is even, i.e. $N_{f}=2 M$ where $M \in \mathbb{N}$, we have

$$
\begin{equation*}
s_{N_{f}=\mathrm{even}}=(-1)^{\frac{N_{f}\left(N_{f}+1\right)}{2}}=(-1)^{\frac{N_{f}}{2}}, \tag{3.4.46}
\end{equation*}
$$

whereas if $N_{f}$ is odd, i.e. $N_{f}=2 M+1$, we have

$$
\begin{equation*}
s_{N_{f}=\mathrm{odd}}=(-1)^{\frac{N_{f}\left(N_{f}+1\right)}{2}}=(-1)^{\frac{N_{f}+1}{2}} . \tag{3.4.47}
\end{equation*}
$$

Rewriting the argument of the exponential inside the integral of Eq. 3.4.40 by substituting the new set of Grassmann variables gives

$$
\begin{align*}
& e^{\sum_{k=1}^{N_{f}} \frac{-J_{k} \xi_{k}^{*} e^{i \tilde{\alpha}(k)}-\xi_{k} J_{k}^{*}-\frac{1}{2} \xi_{k}^{*} \xi_{k}\left(1+e^{i \tilde{\alpha}(k)}\right)}{1-e^{\tilde{\alpha}(k)}}} \\
= & e^{\frac{1}{2} \sum_{k=1}^{N_{f}} \frac{-J_{k} \xi_{1 k} e^{i \tilde{\alpha}(k)}-i J_{k} \xi_{2 k} e^{i \tilde{\alpha}(k)}+J_{k}^{*} \xi_{1 k}-i J_{k}^{*} \xi_{2 k}-\frac{i}{2} \xi_{1 k} \xi_{2 k}\left(1+e^{i \tilde{\alpha}(k)}\right)}{1-e^{\tilde{\alpha}(k)}} .} . \tag{3.4.48}
\end{align*}
$$

In addition, we define two new sets of Grassmann variables

$$
\begin{equation*}
\eta_{k}=\frac{\xi_{k}}{\sqrt{1-e^{i \tilde{\alpha}(k)}}}, \eta_{k}^{*}=\frac{\xi_{k}^{*}}{\sqrt{1-e^{i \tilde{\alpha}(k)}}} \tag{3.4.49}
\end{equation*}
$$

where the determinant $\operatorname{det}\left(R^{\prime}\right)$ of the rotation matrix $\boldsymbol{\eta}=R^{\prime} \boldsymbol{\xi}$ gives a factor

$$
\begin{equation*}
\operatorname{det}\left(R^{\prime}\right)=\prod_{k=1}^{N_{f}} \frac{1}{1-e^{i \tilde{\alpha}(k)}} \tag{3.4.50}
\end{equation*}
$$

The characteristic function of Eq. 3.4.10 can be expressed in the new basis as

$$
\begin{equation*}
\chi(\boldsymbol{\eta})=e^{\frac{i}{8}\left(\boldsymbol{\eta}_{1}, \boldsymbol{\eta}_{2}\right) \operatorname{sgrt}\left(1-e^{i \bar{\alpha}}\right) \Gamma_{m} \operatorname{sqrt}\left(1-e^{i \bar{\alpha}}\right)\left(\boldsymbol{\eta}_{1}, \boldsymbol{\eta}_{2}\right)^{T}} \tag{3.4.51}
\end{equation*}
$$

where we defined the $\left(2 N_{f} \times 2 N_{f}\right)$ diagonal matrix

$$
\operatorname{sqrt}\left(1-e^{i \tilde{\alpha}}\right)=\mathbb{1}_{2} \otimes\left(\begin{array}{lll}
\sqrt{1-e^{i \tilde{\alpha}(1)}} & &  \tag{3.4.52}\\
& \ddots & \\
& & \sqrt{1-e^{i \tilde{\alpha}\left(N_{f}\right)}}
\end{array}\right)
$$

and we also define its square

$$
\begin{equation*}
\left(1-e^{i \tilde{\alpha}}\right)=\operatorname{sqrt}\left(1-e^{i \tilde{\alpha}}\right)^{2} \tag{3.4.53}
\end{equation*}
$$

The last equation in Eq (3.4.40) can be rewritten in terms of the new Grassmann variables as

$$
\begin{equation*}
\mathcal{A}_{j_{1}^{\dagger} \ldots j_{a}^{\dagger} k_{1} \ldots k_{a}}=\mathcal{F}_{J} e^{\sum_{k=1}^{N_{f}} \frac{J_{k} J_{k}^{*}}{1-e^{i \tilde{\alpha}}(k)}} \int d^{2} \boldsymbol{\eta} \chi(\boldsymbol{\eta}) e^{\sum_{k=1}^{N_{f}} \frac{-J_{k} \eta_{k}^{*} e^{i \tilde{\alpha}(k)}-\eta_{k} J_{k}^{*}}{\sqrt{1-e^{i \bar{\alpha}(k)}}-\frac{1}{2} \eta_{k}^{*} \eta_{k}\left(1+e^{i \tilde{\alpha}(k)}\right)} . . . .} \tag{3.4.54}
\end{equation*}
$$

# Efficiently computable approximate ground states for strongly 

We can write

$$
\begin{equation*}
-\frac{1}{2} \sum_{k=1}^{N_{f}} \eta_{k}^{*} \eta_{k}\left(1+e^{i \tilde{\alpha}(k)}\right)=-\frac{i}{4} \sum_{k=1}^{N_{f}} \eta_{1, k} \eta_{2, k}\left(1+e^{i \tilde{\alpha}(k)}\right) \tag{3.4.55}
\end{equation*}
$$

and analogous to Eq. 3.4.30), we want to find the matrix $B$ such that

$$
\begin{equation*}
-\frac{i}{8}\left(\boldsymbol{\eta}_{1}, \boldsymbol{\eta}_{2}\right) B\binom{\boldsymbol{\eta}_{1}}{\boldsymbol{\eta}_{2}}=-\frac{i}{4} \sum_{k=1}^{N_{f}} \eta_{1, k} \eta_{2, k}\left(1+e^{i \tilde{\alpha}(k)}\right) . \tag{3.4.56}
\end{equation*}
$$

By inspection, $B$ must have the form

$$
\begin{equation*}
B=\sigma \otimes \operatorname{diag}\left(1+e^{i \tilde{\alpha}}\right) \tag{3.4.57}
\end{equation*}
$$

Thus, using the results of Eqs. (3.4.51) and (3.4.56), one can write Eq. (3.4.54) as

$$
\begin{align*}
& \mathcal{A}_{j_{1}^{\dagger} \ldots j_{a}^{\dagger} k_{1} \ldots k_{a}}=\mathcal{F}_{J} e^{\sum_{k=1}^{N_{f}} \frac{J_{k} J_{k}^{*} e^{i \tilde{\alpha}(k)}}{1-e^{i \bar{\alpha}}(k)}} \int d^{2} \boldsymbol{\eta}^{\frac{i}{\overline{8}}\left(\boldsymbol{\eta}_{1}, \boldsymbol{\eta}_{2}\right)\left(\operatorname{sqrt}\left(1-e^{i \tilde{\alpha}}\right) \Gamma_{m} \operatorname{sqrt}\left(1-e^{i \tilde{\alpha}}\right)-\sigma \otimes \operatorname{diag}\left(1+e^{i \tilde{\alpha}}\right)\right)\left(\eta_{\eta_{1}}\right)} \\
& \times e^{\sum_{k=1}^{N_{f}} \frac{-J_{k} \eta_{k}^{*} e^{i \bar{\alpha}(k)}-\eta_{k} J_{k}^{*}}{\sqrt{1-e^{i \bar{\alpha}(k)}}}} \\
& =\mathcal{F}_{J} e^{\sum_{k=1}^{N_{f}} \frac{J_{k} J_{\overrightarrow{2}}^{*} e^{i \tilde{\alpha}(k)}}{1-e^{i \bar{\alpha}(k)}}} \int d^{2} \boldsymbol{\eta} e^{-\frac{1}{2}\left(\boldsymbol{\eta}_{1}, \boldsymbol{\eta}_{2}\right) B^{\prime}\left(\boldsymbol{\eta}_{1}\right)} e^{\sum_{k=1}^{N_{f}} \frac{-J_{k} \eta_{k}^{*} e^{i \bar{\alpha}(k)}-\eta_{k} J_{k}^{*}}{\sqrt{1-e^{i \tilde{\alpha}(k)}}}, ~} \tag{3.4.58}
\end{align*}
$$

where we introduce a couple of definition to cast the above equation into a more recognizable form, namely, we set

$$
\begin{equation*}
B^{\prime}=-\frac{i}{4} \operatorname{sqrt}\left(1-e^{i \tilde{\alpha}}\right) \Gamma_{m} \operatorname{sqrt}\left(1-e^{i \tilde{\alpha}}\right)+\frac{i}{4} \sigma \otimes \operatorname{diag}\left(1+e^{i \tilde{\alpha}}\right) . \tag{3.4.59}
\end{equation*}
$$

and defined the Grassmann vector $\boldsymbol{\eta}=\left(\boldsymbol{\eta}_{1}, \boldsymbol{\eta}_{2}\right)^{T}$, as well as

With these definition, Eq. (3.4.58) reads

$$
\begin{equation*}
\mathcal{A}_{j_{1}^{\dagger} \ldots j_{a}^{\dagger} k_{1} \ldots k_{a}}=\frac{s_{N_{f}}}{2^{N_{f}}} \mathcal{F}_{J} e^{\sum_{k=1}^{N_{f}} \frac{J_{k} J_{k}^{*} e^{i \tilde{\alpha}(k)}}{1-e^{i \alpha}(k)}} \operatorname{Pf}\left(\Gamma_{F}\right) e^{2 i \overrightarrow{\boldsymbol{K}}^{T} \Gamma_{F}^{-1} \overrightarrow{\boldsymbol{K}}}, \tag{3.4.61}
\end{equation*}
$$

see Appendix 3.P.3. We now reintroduce the dependence on $\tilde{\alpha}$ in the expressions. We defined the altered CM

$$
\begin{equation*}
\Gamma_{F}^{\tilde{\alpha}}=\operatorname{sqrt}\left(1-e^{i \tilde{\alpha}}\right) \Gamma_{m} \operatorname{sqrt}\left(1-e^{i \tilde{\alpha}}\right)-\sigma \otimes \operatorname{diag}\left(1+e^{i \tilde{\alpha}}\right) \tag{3.4.62}
\end{equation*}
$$

and summarized the sign factors of Eqs. (3.4.46) and (3.4.47) to

$$
s_{N_{f}}= \begin{cases}(-1)^{\frac{N_{f}}{2}}, & \text { if } N_{f} \text { is even }  \tag{3.4.63}\\ (-1)^{\frac{N_{f}+1}{2}}, & \text { if } N_{f} \text { is odd. }\end{cases}
$$

In order to recognize that our result of Eq. (3.4.61) is identical to Eq. (D.8) in Ref. [41], we define the $\left(2 N_{f} \times 2 N_{f}\right)$ matrix

$$
\sum_{F}^{\tilde{\alpha}}=\left(\begin{array}{cccccc}
\frac{e^{i \bar{\alpha}(1)}}{1-e^{i \bar{\alpha}(1)}} & & & \frac{-1}{1-e^{i \bar{\alpha}(1)}} & &  \tag{3.4.64}\\
& \ddots & & \ddots & \\
& & \frac{e^{i \bar{\alpha}\left(N_{f}\right)}}{1-e^{i \bar{\alpha}\left(N_{f}\right)}} & & & \frac{-1}{1-e^{i \bar{\alpha}\left(N_{f}\right)}} \\
\frac{-i \bar{\alpha}(1)}{1-e^{i \bar{\alpha}(1)}} & & & \frac{-i}{1-e^{i \bar{\alpha}(1)}} & & \\
& \ddots & & \ddots & \\
& & \frac{-i e^{i \tilde{\alpha}\left(N_{f}\right)}}{1-e^{\tilde{\alpha}\left(N_{f}\right)}} & & & \frac{-i}{1-e^{\dot{\alpha}\left(N_{f}\right)}}
\end{array}\right)
$$

as well as the $2 N_{f}$ Grassmann column vector

$$
\overrightarrow{\boldsymbol{J}}=\left(\begin{array}{c}
J_{1}  \tag{3.4.65}\\
\vdots \\
J_{N_{f}} \\
J_{1}^{*} \\
\vdots \\
J_{N_{f}}^{*}
\end{array}\right) .
$$

We further define the following quadratic polynomial of Grassmann variables,

$$
\begin{equation*}
X^{\tilde{\alpha}}=\sum_{k=1}^{N_{f}} \frac{J_{k}^{*} J_{k}}{1-e^{-i \tilde{\alpha}(k)}}-\frac{i}{2} \overrightarrow{\boldsymbol{J}}^{\dagger} \Sigma_{F}^{\tilde{\alpha} \dagger} \operatorname{sqrt}\left(1-e^{i \tilde{\alpha}}\right) \Gamma_{F}^{\tilde{\alpha}-1} \operatorname{sqrt}\left(1-e^{i \tilde{\alpha}}\right) \Sigma_{F}^{\tilde{\alpha}} \overrightarrow{\boldsymbol{J}} . \tag{3.4.66}
\end{equation*}
$$

With these definitions, the implicit formula for computing expressions as given in Eq. 3.3.27) is

$$
\begin{equation*}
\mathcal{A}_{j_{1}^{\ddagger} \ldots j_{a}^{\dagger} k_{1} \ldots k_{a}}^{\tilde{1}}=\mathcal{A}^{\tilde{\alpha}} \mathcal{F}_{J} e^{X^{\tilde{\alpha}}}, \tag{3.4.67}
\end{equation*}
$$

which is identical to Eq. (D.8) in Ref. [41. The first term in Eq. (3.4.67),

$$
\begin{equation*}
\mathcal{A}^{\tilde{\alpha}}=s_{N_{f}}\left(\frac{1}{2}\right)^{N_{f}} \operatorname{Pf}\left(\Gamma_{F}^{\tilde{\alpha}}\right), \tag{3.4.68}
\end{equation*}
$$

is identical to the zeroth-order expression in Eq (3.3.28).

### 3.4.2 Derivation of explicit expressions

In order to give explicit expressions for the expectation values of the form of Eq. (3.4.67), we define

$$
\begin{equation*}
\mathcal{G}^{\tilde{\alpha}}=\left(\Gamma_{m}+\Upsilon\right) \frac{1}{\mathbb{1}_{2 N_{f}}+\frac{1}{2}\left(1-e^{i \tilde{\alpha}}\right)\left(\Upsilon \Gamma_{m}-\mathbb{1}_{2 N_{f}}\right)}, \tag{3.4.69}
\end{equation*}
$$

that has the property of being anti-symmetric under transposition, $\left(\mathcal{G}^{\tilde{\alpha}}\right)^{T}=-\mathcal{G}^{\tilde{\alpha}}$, as shown in Appendix 3.E. 3 and which (along with $\mathcal{A}^{\tilde{\alpha}}$ as defined in Eq. (3.4.68) will play a central role in our work. As detailed in Appendix 3.E, for $p, q=1, \ldots, N_{f}$, the secondorder expectation values are given by

$$
\begin{align*}
\mathcal{A}_{p^{\dagger} q}^{\tilde{\alpha}} & =\frac{i}{4} e^{i \tilde{\alpha}(p)} \mathcal{A}^{\tilde{\alpha}} \mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{q}}^{\tilde{\alpha}},  \tag{3.4.70}\\
\mathcal{A}_{p^{\dagger} q^{\dagger}}^{\tilde{\alpha}} & =\frac{i}{4} e^{i \tilde{\alpha}(p)+\tilde{\alpha}(q))} \mathcal{A}^{\tilde{\alpha}} \mathcal{G}_{\mathbf{p}^{+} \mathbf{q}^{\dagger}}^{\tilde{\alpha}},  \tag{3.4.71}\\
\mathcal{A}_{p q}^{\tilde{\alpha}} & =\frac{i}{4} \mathcal{A}^{\tilde{\alpha}} \mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{q}^{\dagger}}^{\tilde{\alpha}}, \tag{3.4.72}
\end{align*}
$$

where we made use of the notation introduced in Section 3.2. This representation in terms of $\mathcal{G}^{\tilde{\alpha}}$ is preferable for numerical implementation, as it avoids divergency issues caused by numerical precision error when e.g. $\tilde{\alpha}$ contains only zeros ${ }^{6}$. Note that Eqs. (3.4.68) and (3.4.70) are identical to the expressions given in Ref. [41].

### 3.4.3 General explicit formula

Since for Grassmann variables, left differentiation is identical to integration and $X^{\tilde{\alpha}}$ in Eq. (3.4.67) is a quadratic polynomial, Wick's theorem applies, meaning that higher(-even)-order expressions can be calculated from second-order expressions as provided by Eqs. (3.4.70)-(3.4.72). For the general case, this leads to

$$
\begin{equation*}
\frac{\mathcal{A}_{j_{1}^{\dagger} \ldots \tilde{a}^{\tilde{\dagger}} k_{1} \ldots k_{a}}^{\tilde{\alpha}}}{\mathcal{A}^{\tilde{\alpha}}}=\sum_{i_{1}<\cdots<i_{2 a}}(-1)^{\mathcal{X}} \frac{\mathcal{A}_{i_{11} i_{2}}^{\tilde{\alpha}}}{\mathcal{A}^{\tilde{\alpha}}} \cdots \frac{\mathcal{A}_{i_{2 a-1} i_{2 a}}^{\tilde{\alpha}}}{\mathcal{A}^{\tilde{\alpha}}} \tag{3.4.73}
\end{equation*}
$$

where $\mathcal{X}$ is identical to the number of crossing contractions for each individual term and the indices $i_{1}, \ldots i_{2 a}$ can be any permutation of the combined indices $j_{1}^{\dagger}, \ldots j_{a}^{\dagger}$ and $k_{1}, \ldots, k_{a}$. For instance, as explicitly shown in Appendix 3.E.4, the fourth-order expression is given by

$$
\begin{equation*}
\frac{\mathcal{A}_{p^{\dagger}+}^{\tilde{+}}{ }^{\tilde{\alpha}}}{\mathcal{A}^{\tilde{\alpha}}}=\frac{\mathcal{A}_{p^{\dagger} s}^{\tilde{\alpha}}}{\mathcal{A}^{\tilde{\alpha}}} \frac{\mathcal{A}_{q^{\dagger} r}^{\tilde{\alpha}}}{\mathcal{A}^{\tilde{\alpha}}}-\frac{\mathcal{A}_{p^{\dagger} \dagger}^{\tilde{\alpha}}}{\mathcal{A}^{\tilde{\alpha}}} \frac{\mathcal{A}_{q^{\dagger} s}^{\tilde{\alpha}}}{\mathcal{A}^{\tilde{\alpha}}}+\frac{\mathcal{A}_{p^{\dagger} q^{\dagger}}^{\tilde{\alpha}}}{\mathcal{A}^{\tilde{\alpha}}} \frac{\mathcal{A}_{r s}^{\tilde{\alpha}}}{\mathcal{A}^{\tilde{\alpha}}}, \tag{3.4.74}
\end{equation*}
$$

and the sign is due to the number of crossing contractions, more specifically

We want to stress that Eq. (3.4.73) also holds for the special case $U_{\mathrm{FA}}=\mathbb{1}_{2^{N_{f}}}$, where the formula reduces to the well-known Wick factorization of a product of fermionic raising and lowering operators [3]. However, the indices $j_{p}$ and $k_{q}$ appearing in Eq. (3.4.73) do not need to be ordered (in the sense that e.g. $j_{p}<j_{p+1}$ ), which makes our formula especially useful.

By giving an explicit formula for the rotated Hamiltonian in Eq. (3.3.19) and providing an explicit for general expectation values in Eq. (3.4.73), we have presented all tools required to efficiently compute the variational energy $E(\xi, \omega)$ of Eq. 3.3.17) on a classical

[^35]computer. We will provide an explicit expressions for the energy expectation value using the findings of Sections 3.4.2, 3.4.3 in the following section. Using an optimization algorithm of one's choice, one can then search for the optimal set of values $\xi, \omega$ that minimize the energy. One has to be careful, however, since a generic minimization algorithm must not violate the symmetries of the matrices that describe the variational parameters.

Section 3.5

## Energy expectation value

Using Eq. (3.4.74) and inserting Eqs. (3.3.22)-(3.3.25) and Eqs. (3.4.70)-(3.4.72) into Eq. (3.3.29), we obtain a Wick-factorized expression of the energy expectation value w.r.t. the NGS, i.e. Eq. (3.3.29) can be written as

$$
\begin{equation*}
E(\xi, \omega)=E_{1}(\xi, \omega)+E_{2}(\xi, \omega) \tag{3.5.1}
\end{equation*}
$$

where we defined the one- and two-particle energy expectation values

$$
\begin{align*}
& E_{1}(\xi, \omega)=\frac{i}{4} \sum_{p, q=1}^{N_{f}} f_{p q} \mathcal{A}^{\alpha_{p q}^{\mathrm{FA}}} \mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{q}}^{\alpha_{\mathbf{q}}^{\mathrm{FA}}}  \tag{3.5.2}\\
& E_{2}(\xi, \omega)=-\frac{1}{32} \sum_{p, q, r, s=1}^{N_{f}} h_{p q r s} e^{i\left(\omega_{r s}-\omega_{p q}\right)} \mathcal{A}^{\mathcal{\beta}_{p q r s}^{\mathrm{FA}}}\left[2 \mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{s}} \mathcal{G}_{\mathbf{q}^{\dagger} \mathbf{r}}+\mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{q}^{\dagger}} \mathcal{G}_{\mathbf{r s}}\right]^{\mathcal{F}_{p q r s}^{\mathrm{FA}}} \tag{3.5.3}
\end{align*}
$$

and we used the notation introduced in Eq. (3.2.15).

## Section 3.6

# Minimizing THE ENERGY THROUGH IMAGINARY-TIME EVOLUTION 

The imaginary-time evolution, which was introduced in Section 1.4 is a method where the real time variable $t$ is replaced by an imaginary-time variable (which we will denote as $\tau$ ), known as a Wick rotation [61]. Given a certain quantum state $|\varphi(\tau)\rangle$, which can be expanded in terms of the eigenfunctions of the system Hamiltonian, its imaginary-time evolution follows

$$
\begin{equation*}
|\varphi(\tau)\rangle=\frac{e^{-H \tau}|\varphi(0)\rangle}{\sqrt{\langle\varphi(0)| e^{-2 H \tau}|\varphi(0)\rangle}} \tag{3.6.1}
\end{equation*}
$$

All eigenstate amplitudes will decay exponentially in time, however, all eigenstates possessing a higher energy than the ground state will decay exponentially faster than the ground state. Therefore, in the limit $\tau \rightarrow \infty,|\varphi(\tau)\rangle$ will end up in a ground state, provided that the overlap of the latter with the initial state $|\varphi(0)\rangle$ is non-zero [216]. Depending on the initial state, the imaginary-time evolution can get stuck in local minima, therefore one will have to repeat the minimization procedure with a number of distinct initial states $|\varphi(0)\rangle$.

Defining $d_{\tau}=d / d \tau$, the state given by Eq. 3.6.1) fulfills the differential equation

$$
\begin{equation*}
d_{\tau}|\varphi(\tau)\rangle=-(H-\langle\varphi(\tau)| H|\varphi(\tau)\rangle)|\varphi(\tau)\rangle \tag{3.6.2}
\end{equation*}
$$

We summarize all variational parameters appearing in the matrices $\xi$ and $\omega$ of the NGS Ansatz in Eq. (3.3.3) by flattening the two matrices to a vector $\theta=\theta_{1}, \theta_{2}, \ldots, \theta_{N_{\text {parms }}}$, where $N_{\text {parms }}$ is identical to the number of total variational parameters. By making all variational parameters time-dependent and identifying

$$
\begin{equation*}
|\varphi(\tau)\rangle=\left|\Psi_{\mathrm{NGS}}(\theta(\tau))\right\rangle \tag{3.6.3}
\end{equation*}
$$

one can derive from Eq. (3.6.2) a formula which describes how the variational parameters change in each step of the imaginary-time evolution [41],

$$
\begin{equation*}
d_{\tau} \theta_{j}=\sum_{k=1}^{N_{\text {var }}}\left(G^{-1}\right)_{j k}\left\langle\Psi_{k} \mid \mathbf{R}_{\Psi}\right\rangle . \tag{3.6.4}
\end{equation*}
$$

Eq. (3.6.4) follows from McLachlan's minimal error principal [217] as detailed in Ref. [218].

[^36]Here, we defined the states

$$
\begin{align*}
\left|\mathbf{R}_{\Psi}\right\rangle & =-(H-E)\left|\Psi_{\mathrm{NGS}}\right\rangle  \tag{3.6.5}\\
\left|\Psi_{j}\right\rangle & =d_{\theta_{j}}\left|\Psi_{\mathrm{NGS}}\right\rangle \tag{3.6.6}
\end{align*}
$$

as well as the Gram matrix

$$
\begin{equation*}
G_{j k}=\left\langle\Psi_{j} \mid \Psi_{k}\right\rangle \tag{3.6.7}
\end{equation*}
$$

and the variational energy $E$ is given by Eq. (3.3.17). In each time step, $\left\langle\Psi_{k} \mid \mathbf{R}_{\Psi}\right\rangle$ and the Gram matrix has to be computed. As pointed out in Ref. [41], in order for the Gram matrix to be invertible, it might be necessary to fix some of the parameters $\theta_{j}$ within a single time slice, in which case the number of parameters in Eq. (3.6.4) decreases.

As derived in Ref. [41] and detailed in Appendix 3.N. the imaginary-time evolution of the NGS Ansatz in Eq. (3.3.3) leads to an equation of motion of the CM through

$$
\begin{equation*}
\overline{d_{\tau} \Gamma_{m}}=-\bar{H}_{m}-\Gamma_{m} \bar{H}_{m} \Gamma_{m}+i\left[\Gamma_{m}, O_{m}\right], \tag{3.6.8}
\end{equation*}
$$

where $\bar{H}_{m}$ is the mean-field matrix of the rotated Hamiltonian and $O_{m}$ is the meanfield matrix of the NGS-dependent Ansatz, whose exact expressions for a general system Hamiltonian as given in Eq. (3.3.1) are presented in Sections 3.6.2 and 3.6.4, respectively. One can solve Eq. (3.6.8) numerically by means of a formal integration for small $\Delta t$,

$$
\begin{equation*}
\Gamma_{m}(t+\Delta t) \approx \exp \left(\left(\frac{1}{2}\left[\bar{H}_{m}, \Gamma_{m}\right]-i O_{m}\right) \Delta t\right) \Gamma_{m}(t) \exp \left(-\left(\frac{1}{2}\left[\bar{H}_{m}, \Gamma_{m}\right]-i O_{m}\right) \Delta t\right) \tag{3.6.9}
\end{equation*}
$$

Note that Eq. (3.6.8) reduces to the imaginary-time evolution of the CM as reported in Ref. [63] whenever $U_{\mathrm{FA}}=\mathbb{1}_{2^{N_{f}}}$, i.e. when only considering variational states restricted to the family of FGS.

While the time evolution of the Gaussian parameters $\xi_{i j}$ is contained in the CM on the left-hand side of Eq. (3.6.8), the time evolution of the NGS parameters $\omega_{i j}$ has to be computed at each time step $\Delta \tau$ through Eq. (3.6.4). We note that in order to apply said equation, the tuple-indexed variational parameters $\xi_{i j}$ and $\omega_{i j}$ need to be cast to a single index through flattening of the matrix into a vector.

Note that Eq. (3.6.8) in general still describes a beyond mean-field state even if the mean-field term $O_{m}=0$, since the NGS variational parameters are also contained in $\bar{H}_{m}$. In order to be able to compute Eq. (3.6.8) using Eq. (3.6.4), we derive general expressions for $G, \bar{H}_{m}$ and $O_{m}$ in the following subsections.

### 3.6.1 Computing the Gram matrix

In this section, we will compute the Gram matrix $G_{i j}=\left\langle\Psi_{i} \mid \Psi_{j}\right\rangle$ for a variational state Ansatz as given by Eq. (3.3.3), where $\left|\Psi_{j}\right\rangle=d_{\theta_{j}}\left|\Psi_{\mathrm{NGS}}\right\rangle$ is the derivative w.r.t. $\theta_{j}$ either being a Gaussian parameter (and therefor an element of the matrix $\xi$ ), or an non-Gaussian parameter (an element of the matrix $\omega$ ), which leads to three different types of matrix elements - the indices $i$ and $j$ can belong to Gaussian, non-Gaussian or mixed Gaussian and non-Gaussian parameters. We will derive in the following the individual state vectors whose overlaps need to be evaluated using the findings of Section 3.4 in order to be able to construct the Gram matrix.

Note, that one also has to compute expressions of the form $\left\langle\Psi_{k} \mid \mathbf{R}_{\Psi}\right\rangle$ in order to compute Eq.(3.6.4). These follow naturally from the results of the following two subsections and the definition of $\left|\mathbf{R}_{\Psi}\right\rangle$ in Eq. (3.6.5).

## Derivative of variational state w.r.t. Gaussian parameters

We consider the derivative of the variational state Ansatz w.r.t. a Gaussian parameter $\xi_{k l}$, which leads to

$$
\begin{equation*}
d_{\xi_{k l}}\left|\Psi_{\mathrm{NGS}}\right\rangle=U_{\mathrm{FA}}\left(d_{\xi_{k l}} U_{\mathrm{GS}}\right)|0\rangle \tag{3.6.10}
\end{equation*}
$$

since $d_{\xi_{k l}}$ does not affect the unitary $U_{\mathrm{FA}}$. Analogue to strategy that leads to Eq. (3.I.7), it follows that

$$
\begin{equation*}
d_{\xi_{k l}} U_{\mathrm{GS}}=\frac{1}{4} A^{T}\left(d_{\xi_{k l}} U_{m}\right) U_{m}^{T} A U_{\mathrm{GS}} \tag{3.6.11}
\end{equation*}
$$

Thus, Eq. (3.6.11) results in a quadratic polynomial of fermionic operators multiplied from the left to the Gaussian unitary $U_{\mathrm{GS}}$. One can evaluate $d_{\xi_{k l}} U_{m}=d_{\xi_{k l}} e^{i \xi}$ either using Wilcox's formula, or through diagonalization of the matrix $\xi[220]^{8}$, Let $d_{\xi_{1}}, \ldots d_{\xi_{2 N_{f}}}$ denote the eigenvalues of $\xi$, so that [221]

$$
e^{i \xi}=X_{\xi}\left(\begin{array}{ccc}
e^{i d \xi_{\xi_{1}}} & &  \tag{3.6.12}\\
& \ddots & \\
& & e^{i d_{\xi_{2 N_{f}}}}
\end{array}\right) X_{\xi}^{-1}
$$

where $X_{\xi}$ is an $\left(2 N_{f} \times 2 N_{f}\right)$-dimensional matrix whose $j$-th column vector belongs to the $j$-th eigenvalue $d_{j}$. Since $\xi$ is a structured matrix (it is anti-symmetric and Hermitian), the matrix derivative has to be altered, in order to ensure that $d_{\xi_{k l}} U_{m}=-d_{\xi_{l k}} U_{m}$ [222]. One can compute the derivative through

$$
\begin{equation*}
d_{\xi_{k l}} U_{m}=X_{\xi} V^{(k l)} X_{\xi}^{-1} \tag{3.6.13}
\end{equation*}
$$

where $V^{(k l)}$ is a $\left(2 N_{f} \times 2 N_{f}\right)$-dimensional matrix whose $(m, n)$-th entry is given by

$$
V_{m n}^{(k l)}=\frac{1}{2}\left(X_{\xi}^{-1}(|k\rangle\langle l|-|l\rangle\langle k|) X_{\xi}\right)_{m n} \times \begin{cases}\frac{e^{i d \xi_{m}}-e^{i d \xi_{n}}}{d_{\xi_{m}}-d_{\xi_{n}}} & , \text { if } m \neq n  \tag{3.6.14}\\ i e^{i d \xi_{m}} & , \text { if } m=n\end{cases}
$$

and $|k\rangle(\langle l|)$ is a column (row) vector of length $2 N_{f}$ with a 1 at its $k(l)$-th entry and 0 s everywhere else. In order to arrive at Eq. (3.6.13), we used that $\xi^{T}=-\xi$ and $d_{\xi_{k l}} e^{i \xi}=$ $-d_{\xi_{l k}} e^{i \xi}$. In the following, we bring Eq. (3.6.11) into a form that allows for the use of the analytical formula of Eq. (3.4.73). We define the matrix

$$
\begin{equation*}
\left(\tilde{U}_{m}^{\xi_{k l}}\right)_{p q}=\frac{1}{4} \sum_{r=1}^{2 N_{f}}\left(d_{\xi_{k l}} U_{m}\right)_{p r}\left(U_{m}^{T}\right)_{r q} \tag{3.6.15}
\end{equation*}
$$

Using the transformation $A=W_{m} C$ and the definitions from Eqs. (3.2.11)-(3.2.14), Eq. (3.6.11) can be written as

$$
\begin{equation*}
d_{\xi_{k l}} U_{\mathrm{GS}}=\sum_{p, q=1}^{N_{f}}\left[\left(\tilde{U}_{m}^{\xi_{k l}}\right)_{\mathbf{q} \mathbf{p}} c_{p}^{\dagger} c_{q}^{\dagger}+\left(\tilde{U}_{m}^{\xi_{k l}}\right)_{\mathbf{q}^{\dagger} \mathbf{p}} c_{p}^{\dagger} c_{q}+\left(\tilde{U}_{m}^{\xi_{k l}}\right)_{\mathbf{q p ^ { \dagger }}} c_{p} c_{q}^{\dagger}+\left(\tilde{U}_{m}^{\xi_{k l}}\right)_{\mathbf{q}^{\dagger} \mathbf{p}^{\dagger}} c_{p} c_{q}\right] U_{\mathrm{GS}} \tag{3.6.16}
\end{equation*}
$$

This form allows for a straightforward application of Eq. (3.4.73) for the evaluation of respective Gram matrix entries.

[^37]
## Derivative of variational state with respect to non-Gaussian parameters

We now consider the derivative w.r.t. a non-Gaussian variational parameter $\omega_{k l}$, which leads to

$$
\begin{equation*}
d_{\omega_{k l}}\left|\Psi_{\mathrm{NGS}}\right\rangle=\left(d_{\omega_{k l}} U_{\mathrm{FA}}\right) U_{\mathrm{GS}}|0\rangle \tag{3.6.17}
\end{equation*}
$$

Using the definition of Eq. (3.3.5), we get

$$
\begin{equation*}
d_{\omega_{k l}} U_{\mathrm{FA}}=\frac{i}{2}: n_{k} n_{l}: U_{\mathrm{FA}}=\frac{i}{2} U_{\mathrm{FA}}: n_{k} n_{l}: . \tag{3.6.18}
\end{equation*}
$$

This is a quartic monomial of fermionic operators multiplied from the left to the nonGaussian unitary $U_{\mathrm{FA}}$. The form of Eq. (3.6.17) allows for a straightforward application of Eq. 3.4.73) for the evaluation of respective Gram matrix entries.

### 3.6.2 Mean-field matrix of rotated Hamiltonian

In this section, we present an analytical form for $\bar{H}_{m}$ from Eq. (3.6.8) for a system of interacting fermions described by the general Hamiltonian $H$ in Eq. (3.3.1). From the derivation of the time-evolution of the CM in Appendix 3.N-which is based on the normal-ordering expansion of Majorana operators as introduced in Appendix 3.H- the mean-field matrix of the rotated Hamiltonian is defined as

$$
\begin{equation*}
\left(\bar{H}_{m}\right)_{i j}=4 \frac{d\langle\bar{H}\rangle_{\mathrm{GS}}}{d\left(\Gamma_{m}\right)_{i j}} \tag{3.6.19}
\end{equation*}
$$

which can be evaluated by inserting $E(\xi, \omega)=\langle\bar{H}\rangle_{\mathrm{GS}}$ from Eq. 3.5.1) and taking its derivative w.r.t. the CM, as explicitly shown in Appendix 3.G.2 and 3.G.3. We define9

$$
\begin{align*}
& \mathcal{L}^{\tilde{\alpha}}=\mathbb{1}_{2 N_{f}}-\frac{1}{2} \mathcal{G}^{\tilde{\alpha}}\left(1-e^{i \tilde{\alpha}}\right) \Upsilon  \tag{3.6.20}\\
& \mathcal{F}^{\tilde{\alpha}}=-\frac{1}{2} \operatorname{sqrt}\left(1-e^{i \tilde{\alpha}}\right)\left(\Gamma_{F}^{\tilde{\alpha}}\right)^{-1} \operatorname{sqrt}\left(1-e^{i \tilde{\alpha}}\right), \tag{3.6.21}
\end{align*}
$$

where $\left(1-e^{i \tilde{\alpha}}\right)$ is the $\left(2 N_{f} \times 2 N_{f}\right)$-diagonal matrix defined in Eq. (3.4.53) and $\Gamma_{F}^{\tilde{\alpha}}$ is the skew-symmetric $\left(2 N_{f} \times 2 N_{f}\right)$ CM defined in Eq. (3.4.62). By definition, $\mathcal{F}^{\tilde{\alpha}}$ is antisymmetric under transposition, $\left(\mathcal{F}^{\tilde{\alpha}}\right)^{T}=-\mathcal{F}^{\tilde{\alpha}}$. Using the results of Appendix 3.L and Eqs. (3.5.2)-(3.5.3), Eq. (3.6.19) can be evaluated through

$$
\begin{equation*}
\left(\bar{H}_{m}\right)_{i j}=\left(\bar{H}_{1, m}\right)_{i j}+\left(\bar{H}_{2, m}\right)_{i j} \tag{3.6.22}
\end{equation*}
$$

where we defined the one- and two-body terms

$$
\begin{align*}
\left(\bar{H}_{1, m}\right)_{i j}= & i \sum_{p, q=1}^{N_{f}} f_{p q} \mathcal{A}^{\alpha_{p q}^{\mathrm{FA}}}\left[\mathcal{F}_{i j} \mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{q}}+\frac{1}{2}\left(\mathcal{L}(|i\rangle\langle j|-|j\rangle\langle i|) \mathcal{L}^{T}\right)_{\mathbf{p}^{\dagger} \mathbf{q}}\right]^{\alpha_{p q}^{\mathrm{FA}}}  \tag{3.6.23}\\
\left(\bar{H}_{2, m}\right)_{i j}= & -\frac{1}{16} \sum_{p, q, r, s=1}^{N_{f}} h_{p q r s} e^{i\left(\omega_{r s}-\omega_{p q}\right)} \mathcal{A}^{\beta_{p q \mathrm{q}}^{\mathrm{FA} s}}\left[4 \mathcal{F}_{i j} \mathcal{G}_{\mathbf{p}^{\dagger \mathbf{s}}} \mathcal{G}_{\mathbf{q}^{\dagger \mathbf{r}}}+2 \mathcal{F}_{i j} \mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{q}^{\dagger}} \mathcal{G}_{\mathbf{r s}}\right. \\
& +4\left(\mathcal{L}(|i\rangle\langle j|-|j\rangle\langle i|) \mathcal{L}^{T}\right)_{\mathbf{p}^{\dagger} \mathbf{s}} \mathcal{G}_{\mathbf{q}^{\dagger \mathbf{r}}}+\left(\mathcal{L}(|i\rangle\langle j|-|j\rangle\langle i|) \mathcal{L}^{T}\right)_{\mathbf{p}^{\dagger} \mathbf{q}^{\dagger}} \mathcal{G}_{\mathbf{r s}} \\
& \left.+\mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{q}^{\dagger}}\left(\mathcal{L}(|i\rangle\langle j|-|j\rangle\langle i|) \mathcal{L}^{T}\right)_{\mathbf{r s}}\right]^{\beta_{p q \mathrm{q}}^{\mathrm{FA} s}} . \tag{3.6.24}
\end{align*}
$$

[^38]We made use of the notation introduced in Eq. (3.2.15) in both equations. The terms containing derivatives of $\mathcal{G}$ w.r.t. the CM can be rewritten as the $(i, j)$-th matrix element of the following matrices,

$$
\begin{align*}
& \left(\mathcal{L}(|i\rangle\langle j|-|j\rangle\langle i|) \mathcal{L}^{T}\right)_{\mathbf{p}^{\dagger} \mathbf{s}}=\langle i| \mathcal{L}^{T}\left(\binom{\mathbf{1}_{s}}{\mathbf{i}_{s}}\left(\mathbf{1}_{p}^{T},-\mathbf{i}_{p}^{T}\right)-\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}}\left(\mathbf{1}_{s}^{T}, \mathbf{i}_{s}^{T}\right)\right) \mathcal{L}|j\rangle,  \tag{3.6.25}\\
& \left(\mathcal{L}(|i\rangle\langle j|-|j\rangle\langle i|) \mathcal{L}^{T}\right)_{\mathbf{p}^{\dagger} \mathbf{q}^{\dagger}}=\langle i| \mathcal{L}^{T}\left(\binom{\mathbf{1}_{q}}{-\mathbf{i}_{q}}\left(\mathbf{1}_{p}^{T},-\mathbf{i}_{p}^{T}\right)-\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}}\left(\mathbf{1}_{q}^{T},-\mathbf{i}_{q}^{T}\right)\right) \mathcal{L}|j\rangle  \tag{3.6.26}\\
& \left(\mathcal{L}(|i\rangle\langle j|-|j\rangle\langle i|) \mathcal{L}^{T}\right)_{\mathbf{r s}}=\langle i| \mathcal{L}^{T}\left(\binom{\mathbf{1}_{s}}{\mathbf{i}_{s}}\left(\mathbf{1}_{r}^{T}, \mathbf{i}_{r}^{T}\right)-\binom{\mathbf{1}_{s}}{\mathbf{i}_{s}}\left(\mathbf{1}_{r}^{T}, \mathbf{i}_{r}^{T}\right)\right) \mathcal{L}|j\rangle \tag{3.6.27}
\end{align*}
$$

Eqs. (3.6.25)-(3.6.27) allow for a matrix representation of the mean-field matrix $\bar{H}_{m}$ and is therefore well-suited for numerical implementation. The rotated mean-field expression is anti-symmetric under transposition,

$$
\begin{equation*}
\left(\bar{H}_{m}\right)^{T}=-\bar{H}_{m} \tag{3.6.28}
\end{equation*}
$$

### 3.6.3 The role of the chemical potential

In numerical simulations, small numerical errors can cause the particle number to jump by even integers (parity is conserved in the Majorana picture, so one will not encounter odd integer jumps). In order to stabilize the numerical simulations one introduces a chemical potential

$$
\begin{equation*}
H_{\mu}=-\mu \sum_{i=1}^{N_{f}} c_{i}^{\dagger} c_{i} \tag{3.6.29}
\end{equation*}
$$

with $\mu \in \mathbb{R}$ being a free parameter to tune the chemical potential. The generalized canonical transformation through $U_{\mathrm{FA}}$ does not affect the chemical potential, $\bar{H}_{\mu}=H_{\mu}$. As we show in Appendix 3.A, the expectation value of the chemical potential (given in Majorana representation by Eq. (3.A.20) w.r.t. the FGS can be written as

$$
\begin{equation*}
\left\langle H_{\mu}\right\rangle_{\mathrm{GS}}=-\frac{\mu}{2}\left(N_{f}-\frac{1}{2} \operatorname{tr}\left(\Upsilon \Gamma_{m}\right)\right) \tag{3.6.30}
\end{equation*}
$$

i.e. it only depends upon the Gaussian parameters $\xi$, or equivalently its $\mathrm{CM} \Gamma_{m}$. The contributions to the mean-field matrix of the rotated Hamiltonian in Eq. (3.6.22) is thus given by

$$
\begin{equation*}
\left(\bar{H}_{\mu, m}\right)_{i j}=-\mu \Upsilon_{i j} \tag{3.6.31}
\end{equation*}
$$

and Eq. (3.6.22) will have to be adjusted to

$$
\begin{equation*}
\left(\bar{H}_{m}\right)_{i j}=\left(\bar{H}_{1, m}\right)_{i j}+\left(\bar{H}_{2, m}\right)_{i j}+\left(\bar{H}_{\mu, m}\right)_{i j} \tag{3.6.32}
\end{equation*}
$$

where the first and second term in Eq. (3.6.32) are given by Eqs. (3.6.23)-(3.6.24).

### 3.6.4 Mean-field matrix of NGS Ansatz

As derived in Appendix 3.J - and using the notation introduced in Eq. (3.3.9) - the mean-field matrix $O_{m}$ of the NGS-dependent Ansatz is given by

$$
\begin{align*}
O_{m}= & \frac{i}{4}\left(\left(\begin{array}{cc}
\mathbb{0}_{N_{f}} & \operatorname{diag}\left(\left(d_{\tau} \omega+d_{\tau} \bar{\omega}\right) g\right) \\
-\operatorname{diag}\left(\left(d_{\tau} \omega+d_{\tau} \bar{\omega}\right) g\right) & \mathbb{0}_{N_{f}}
\end{array}\right)\right. \\
& \left.+\left(d_{\tau} \Omega+d_{\tau} \bar{\Omega}\right) \odot\left(\begin{array}{cc}
-\mathcal{G}_{22} & \mathcal{G}_{\mathcal{Q 1}_{2}} \\
\mathcal{G}_{12} & -\mathcal{G}_{11}
\end{array}\right)\right), \tag{3.6.33}
\end{align*}
$$

where

$$
\begin{equation*}
d_{\tau} \bar{\omega}=\left(d_{\tau} \omega\right)^{T} \tag{3.6.34}
\end{equation*}
$$

and $\mathbb{0}_{N_{f}}$ is the $\left(N_{f} \times N_{f}\right)$-matrix containing only zeros. In addition,

$$
\begin{equation*}
g=\left(\left(\Gamma_{m}\right)_{1, N_{f}+1}+1, \ldots,\left(\Gamma_{m}\right)_{N_{f}, 2 N_{f}}+1\right)^{T} \tag{3.6.35}
\end{equation*}
$$

and $\operatorname{diag}\left(\left(d_{\tau} \omega\right) g\right)$ is a $\left(N_{f} \times N_{f}\right)$-diagonal matrix, where the $k$-th diagonal entry is given by

$$
\begin{equation*}
\left(\operatorname{diag}\left(\left(d_{\tau} \omega\right) g\right)\right)_{k k}=\sum_{l=1}^{N_{f}} d_{\tau} \omega_{k l}\left(\left(\Gamma_{m}\right)_{l, N_{f}+l}+1\right) \tag{3.6.36}
\end{equation*}
$$

The matrix $O_{m}$ is (just like $\bar{H}_{m}$ in Eq. (3.6.28)) anti-symmetric under transposition,

$$
\begin{equation*}
\left(O_{m}\right)^{T}=-O_{m} \tag{3.6.37}
\end{equation*}
$$

We validated the expression found for Eq. (3.7.11) in Appendix 3.M numerically by comparing it with Eq. (3.J.8).

### 3.6.5 Time evolution of the energy

As we stated at the end of Section 3.4, having a functional of the energy depending on $\omega$ and $\xi$ allows any optimization method to be used to find the energy minimum and thus the set of variational parameters which give an approximate ground state to the system Hamiltonian. In the following, we will compute the evolution of the energy as a function of the variational parameters and their respective time-derivatives. This will help us in deriving an analytical proof that both, the optimization method presented in Ref. [41] and the alternative method we suggest guarantee a monotonic decrease of the energy with time and builds the foundation of Section 3.7.

Since the energy depends on two sets of parameters, namely $\xi$ (or equivalently $\Gamma_{m}$ ) and $\omega$, the time-evolution of the energy expectation value is given by

$$
\begin{equation*}
d_{\tau} E(\xi, \omega)=\frac{1}{4} \sum_{i, j=1}^{2 N_{f}}\left(\bar{H}_{m}\right)_{i j} d_{\tau}\left(\Gamma_{m}\right)_{i j}+\sum_{k, l=1}^{N_{f}} \frac{d E}{d \omega_{k l}} d_{\tau} \omega_{k l} . \tag{3.6.38}
\end{equation*}
$$

As shown in Ref. [41, the energy decreases monotonically with time if the variational parameters follow an imaginary-time evolution, see Appendix 3.0.1. As detailed in Appendix 3.O.2, the above equation can be written as

$$
\begin{equation*}
d_{\tau} E(\xi, \omega)=\frac{1}{8} \operatorname{tr}\left(\left(\left[\bar{H}_{m}, \Gamma_{m}\right]-i O_{m}\right)^{2}\right)+\frac{1}{8} \operatorname{tr}\left(O_{m}^{2}\right)+\sum_{k, l=1}^{N_{f}} \frac{d E}{d \omega_{k l}} d_{\tau} \omega_{k l} . \tag{3.6.39}
\end{equation*}
$$

Since $i O_{m}, \Gamma_{m}, \bar{H}_{m}$ are real-valued anti-symmetric matrices, the first term on the righthand side of Eq. (3.6.39) contains the trace of the square of a skew-symmetric matrix, which is a symmetric negative semi-definite matrix and thus possessing only non-positive eigenvalues. Since the trace of a square matrix is identical to the sum of its eigenvalues, we have

$$
\begin{equation*}
\operatorname{tr}\left(\left(\left[\bar{H}_{m}, \Gamma_{m}\right]-i O_{m}\right)^{2}\right) \leq 0 \tag{3.6.40}
\end{equation*}
$$

However, the last two terms in Eq. (3.6.39) can become positive (if one does not choose $d_{\tau} \omega$ according to $\mathrm{Eq}(\widehat{3.6 .4})$ ), which means that the energy will in general not be monotonically decreasing in time.

When considering only FGS, i.e. the variational state is restricted to $\left|\Psi_{\mathrm{GS}}\right\rangle$ by setting $U_{\mathrm{FA}}=\mathbb{1}_{2^{N_{f}}}$, the energy is guaranteed to be monotonically decreasing within the respective time step $\Delta \tau$. In that case the VM reduces to generalized Hartree-Fock theory [63] and the equations of motions simplify to

$$
\begin{equation*}
d_{\tau} \Gamma_{m}=-\bar{H}_{m}-\Gamma_{m} \bar{H}_{m} \Gamma_{m}, \tag{3.6.41}
\end{equation*}
$$

which is identical to the equations of motion presented in Ref. [63] and in chapter 2. In the following, we will introduce an Ansatz to reach the minimum of the energy functional which is based on a combination of imaginary-time evolution and gradient descent and presents an alternative to Eq. (3.6.4) for choosing the NGS parameters (in particular, it avoids the computation of eight-order expectation value expressions as described in Section 3.6.1), while guaranteeing a monotonic decreases of the energy during the time evolution.

Section 3.7

# Minimizing THE EnERGY THROUGH A <br> HYBRID IMAGINARY-TIME- <br> GRADIENT-DESCENT ALGORITHM 

As we have seen in the previous section, one can minimize the energy expectation value by letting the variational parameters $\left(d_{\tau} \Gamma_{m}\right)_{i j}$ belonging to the FGS evolve following Eq. (3.6.8) and the variational parameters describing the NGS part by computing $d_{\tau} \omega_{i j}$ through Eq. (3.6.4). In said approach both sets of variational parameters are chosen following an imaginary-time evolution, where the energy is guaranteed to be monotonically decreasing in time, see Appendix 3.O.1.

However, there are many ways to choose the variational parameters. As we have stated before, any algorithm that minimizes the energy function on Eq. (3.5.1) while preserving the structure of the CM (e.g. $\Gamma_{m}^{2}=-\mathbb{1}_{2 N_{f}}$ at all times) and $\omega$ can be employed. In what follows, we present a hybrid Imaginary-Time-Gradient-Descent (HITGD) algorithm which evolves the CM following an imaginary-time evolution (i.e. Eq. (3.6.8)), while the time evolution of the NGS variational parameters $d_{\tau} \omega$ is chosen based on gradient descent. Since we mix imaginary-time evolution with gradient descent, we will show that the energy will in general no longer be monotonically decreasing. We overcome this issue by carefully designing the gradient descent-motivated Ansatz for $d_{\tau} \omega$.

This section is structured as follows. In Section 3.7.1 we motivate the gradient descent method. Section 3.7 .2 gives an explicit formula for the time evolution of the NGS parameters and Section 3.7 .3 includes the gradient of the energy function w.r.t. the NGS parameters, a key ingredient for our method.

### 3.7.1 Gradient descent

Given a real-valued differentiable function $f(\theta)$, where $\theta$ contains a set of time-dependent parameters $\theta_{1}, \theta_{2}, \ldots$, one can compute the time derivative through

$$
\begin{equation*}
d_{t} f(\theta)=\sum_{j} \frac{d f(\theta)}{d \theta_{j}} \frac{d \theta_{j}}{d t} \tag{3.7.1}
\end{equation*}
$$

If we want the function $f(\theta)$ to be monotonically decreasing in time, we can choose

$$
\begin{equation*}
\frac{d \theta_{j}}{d t}=-\frac{d f(\theta)}{d \theta_{j}} \tag{3.7.2}
\end{equation*}
$$

which will result in $d_{t} f(\theta) \leq 0$ as desired. This is known as gradient descent.

### 3.7.2 The HITGD Ansatz

By analogy one could assume that we simply set

$$
\begin{equation*}
d_{\tau} \omega_{i j}=-\frac{1}{\lambda_{i j}} \frac{d E}{d \omega_{i j}} \tag{3.7.3}
\end{equation*}
$$

for a gradient descent based method (where $\lambda_{i j} \in \mathbb{R}$ ), but this rather naïve choice can cause the energy to increase during the evolution. As detailed in Appendix 3.K we will present an Ansatz for the time evolution of the NGS variational parameters that will resolve this issue.

We will make use of the block-form representation of a special case of the matrix $\mathcal{G}^{\tilde{\alpha}}$ defined in Eq. (3.4.69),

$$
\mathcal{G}^{0}=\Gamma_{m}+\Upsilon=\left(\begin{array}{ll}
\mathcal{G}_{11}^{0} & \mathcal{G}_{12}^{0}  \tag{3.7.4}\\
\mathcal{G}_{21}^{0} & \mathcal{G}_{22}^{0}
\end{array}\right),
$$

where the 0 indicates that all phase factors $\tilde{\alpha}(j)$ are identical to zero and we have $\left(\mathcal{G}_{12}^{0}\right)^{T}=$ $-\mathcal{G}_{21}^{0}$. We denote with $M^{+}$the Moore-Penrose inverse of a $(m \times n)$-matrix $M$, which satisfies $M^{+} M M^{+}=M^{+}$and $M M^{+} M=M$. We define the $\left(N_{f} \times N_{f} \times N_{f} \times N_{f}\right)$-tensor $B$ with elements

$$
\begin{equation*}
B_{j k l m}=\frac{1}{4}\left(A_{k l}^{(m)} \delta_{m, j}+A_{j l}^{(k)} \delta_{m, k}+A_{k m}^{(l)} \delta_{l, j}+A_{j m}^{(k)} \delta_{l, k}\right), \tag{3.7.5}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{k l}^{(j)}=\frac{1}{4}\left(g g^{T}+D_{j}\right)_{k l} \tag{3.7.6}
\end{equation*}
$$

and $D_{j}$ are diagonal matrices defined as

$$
D_{j}=\left(\begin{array}{cccc}
D_{j, 1} & & &  \tag{3.7.7}\\
& D_{j, 2} & & \\
& & \ddots & \\
& & & D_{j, N_{f}}
\end{array}\right)
$$

with diagonal entries

$$
\begin{equation*}
D_{j, k}=\frac{1}{2}\left(\left(\mathcal{G}_{11}^{0}\right)_{j k}^{2}+\left(\mathcal{G}_{12}^{0}\right)_{j k}^{2}+\left(\mathcal{G}_{21}^{0}\right)_{j k}^{2}+\left(\mathcal{G}_{22}^{0}\right)_{j k}^{2}\right) \tag{3.7.8}
\end{equation*}
$$

Note that $g g^{T}$ in Eq. (3.7.6) is a matrix - it is the dyadic product of the column vector $g$ defined in Eq. (3.6.35). We can reshape the tensor $B$ into a $\left(N_{f}^{2} \times N_{f}^{2}\right)$-matrix and similarly reshape the $\left(N_{f} \times N_{f}\right)$-matrix $\omega$ into a column vector of length $N_{f}^{2}$. This procedure of reshaping is known in applied mathematics as matricization, flattening or unfolding of a tensor. Similarly, we can reshape the symmetric $\left(N_{f} \times N_{f}\right)$-matrix

$$
\frac{d E}{d \omega}=\left(\begin{array}{cccc}
\frac{d E}{d \omega_{11}} & \frac{d E}{d \omega_{12}} & \cdots & \frac{d E}{d \omega_{N}}  \tag{3.7.9}\\
\frac{d E}{d \omega_{21}} & \frac{d E}{d \omega_{22}} & \cdots & \frac{d E}{d \omega_{2 N_{f}}} \\
\vdots & \vdots & & \vdots \\
\frac{d E}{d \omega_{N_{f} 1}} & \frac{d E}{d \omega_{N_{f} 2}} & \cdots & \frac{d E}{d \omega_{N_{f} N_{f}}}
\end{array}\right)
$$

into a column vector of length $N_{f}^{2}$. Within this representation, as explicitly shown in Appendix 3.K, the choice

$$
\begin{equation*}
d_{\tau} \omega=-4 B^{+} \frac{d E}{d \omega} \tag{3.7.10}
\end{equation*}
$$

will guarantee $d_{\tau} E \leq 0$ for the HITGD approach. The most important point of this section is to understand that the main difference between the purely imaginary-time evolution of the variational parameters as proposed in Ref. [41] and the HITGD method is the replacement of the updating rule for the NGS parameters at each time step $\Delta \tau$, i.e. Eq. (3.6.4) is replaced by Eq. (3.7.10).

At the end of Appendix $3 . \mathrm{K}$ we present the naïve Ansatz of Eq. (3.7.3), which avoids the computation of the Moore-Penrose inverse of the tensor $B$ at the cost of the energy no longer being required to be monotonic decreasing in time.

### 3.7.3 Computing the energy gradient w.r.t. the NGS variational parameters

Central to the HITGD approach is the ability to evaluate the energy gradient in Eq. (3.7.10). This can be achieved-using the results of Section 3.6.1-by computing the commutator of the rotated Hamiltonian with the normal-ordered product of two number operators,

$$
\begin{align*}
\frac{d E}{d \omega_{i j}} & =\frac{d}{d \omega_{i j}}\left\langle U_{\mathrm{FA}}^{\dagger} H U_{\mathrm{FA}}\right\rangle_{\mathrm{GS}} \\
& =-\frac{i}{2}\left\langle\left[\bar{H}, c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}\right]\right\rangle_{\mathrm{GS}} . \tag{3.7.11}
\end{align*}
$$

As detailed in Appendix 3.M and using the definition given in Eq. (3.3.19), the energy gradient in Eq. 3.7.11) can be computed through

$$
\begin{align*}
\frac{d E}{d \omega_{i j}}= & \Im\left\{\sum_{p=1}^{N_{f}} f_{i p}^{\mathrm{FA}}\left\langle e^{i \sum_{k} \alpha_{i p}^{\mathrm{FA}}(k) n_{k}^{f}} c_{i}^{\dagger} c_{j}^{\dagger} c_{j} c_{p}\right\rangle_{\mathrm{GS}}\right\}+\Im\{(i \leftrightarrow j)\} \\
& +2 \Im\left\{\sum_{p=1}^{N_{f}} \sum_{q<r} h_{i p q r}^{\mathrm{FA}}\left\langle e^{i \sum_{k} \beta_{i p q r}^{\mathrm{FA}}(k) n_{k}^{f}} c_{j}^{\dagger} c_{i}^{\dagger} c_{p}^{\dagger} c_{j} c_{q} c_{r}\right\rangle_{\mathrm{GS}}\right\}+2 \Im\{(i \leftrightarrow j)\} \\
& +2 \Im\left\{\sum_{p<q}^{N_{f}} h_{i j p q}^{\mathrm{FA}}\left\langle e^{i \sum_{k} \beta^{\mathrm{FA}} \mathrm{Fipq}(k) n_{k}^{f}} c_{i}^{\dagger} c_{j}^{\dagger} c_{p} c_{q}\right\rangle_{\mathrm{GS}}\right\} \tag{3.7.12}
\end{align*}
$$

where $\Im\{x\}=\left(x-x^{*}\right) /(2 i)$ denotes the imaginary part of a complex number $x$ and the symbol $(i \leftrightarrow j)$ is a placeholder for an expression similar to the preceding one where the roles of the indices $i$ and $j$ are interchanged. Note that Eq. 3.7.12) always produces a real number, in accordance with the requirement that the energy is real-valued. We validated the expression found for Eq. (3.7.11) in Appendix 3.M using OpenFermion [223] and Eq. (3.7.12) by comparing it with the finite difference of the expectation value $E$ in Eq. 3.5.1).

Note that the added chemical potential $H_{\mu}$ discussed in Section 3.6.3 does not affect the time evolution of the NGS parameters when using the HITGD method, since $\left\langle\left[\bar{H}_{\mu}, c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}\right]\right\rangle_{\mathrm{GS}}=0$, which implies that Eq. (3.7.9) is unaffected by an added chemical potential.

Section 3.8

# Efficient implementation of The non-Gaussian state Ansatz on a QUANTUM COMPUTER 

Once the classical computation has produced a final set of parameters $\xi, \omega$, one can implement the corresponding quantum state (described by Eq. (3.3.3)) on a quantum computer, serving as an initial state for quantum algorithms. A short sketch on how this implementation can be realized is given in Fig. 3.8.1, the objective of this section is to detail how the black box circuits elements for $U_{\mathrm{GS}}(\xi)$ and $U_{\mathrm{FA}}(\omega)$ can be realized in experiment.

In order to generate the $\mathrm{FGS}\left|\Psi_{\mathrm{GS}}\right\rangle=U_{\mathrm{GS}}|0\rangle$, one can rotate the system Hamiltonian of Eq. (3.3.1) into the eigenbasis of the CM through orbital rotations, where the initial state is a single Slater determinant

$$
\begin{equation*}
\left|\Psi_{\mathrm{GS}}\right\rangle=\tilde{c}_{k_{1}}^{\dagger} \cdots \tilde{c}_{k_{N_{f}}}^{\dagger}|0\rangle \tag{3.8.1}
\end{equation*}
$$

where $\tilde{c}_{k_{j}}^{\dagger}$ are the rotated fermionic operators. Alternatively, one can rotate the state into the original basis of the system Hamiltonian through Givens rotations. The second approach is advantageous when much of the sparsity of the original system Hamiltonian would be lost and a Gaussian state preparation through $\binom{N_{f}}{2}$ Givens rotations would be advantageous, whereas the first approach comes at the cost of a larger number of measurements, since the number of terms in the system Hamiltonian generally increases. Construction methods to implement FGS on a quantum computer are well-known 166169, 172] and open source software is already available to transform $U_{\mathrm{GS}}$ into quantum gates [223].

In order to realize the non-Gaussian unitary $U_{\mathrm{FA}}(\omega)$ on a quantum computer, one has to first map the fermionic operators onto the spin qubit operators, for instance by means of the Jordan-Wigner transformation [18, 149]. This leads to

$$
\begin{equation*}
U_{\mathrm{FA}}(\omega)=e^{\frac{i}{8} \sum_{j \neq k} \omega_{j k}} \prod_{j} e^{-\frac{i}{4} \sum_{k} \omega_{j k} \sigma_{j}^{z}} \prod_{j<k} e^{\frac{i}{4} \omega_{j k} \sigma_{j}^{z} \sigma_{k}^{z}}, \tag{3.8.2}
\end{equation*}
$$

where we defined the Pauli- $Z$ spin-operator

$$
\sigma^{z}=\left(\begin{array}{cc}
1 & 0  \tag{3.8.3}\\
0 & -1
\end{array}\right)
$$

The first two terms in Eq. (3.8.2) give rise to a global phase and are thus irrelevant when evaluating the expectation value of the energy. The other terms give rise to simple commuting single- and two qubit gates, with the latter being identical to Ising-type interactions, native to Josephson flux qubits [224, 225] or inductively coupled Josephson charge qubits [226].

In Fig. 3.8.2, we give an explicit quantum circuit that is equivalent to $U_{\mathrm{FA}}$ and requires $N_{f}$ single-qubit $\sigma^{z}$-rotations and $N_{f}\left(N_{f}+1\right) / 2$ two-qubit Ising-type $\sigma_{j}^{z} \sigma_{k}^{z}$ interactions,


Figure 3.8.1: This sketch captures the strategy on how to use the VM method e.g. through a purely imaginary-time evolution of the variational parameters, or using the HITGD method-to find a final set of variational parameters $\xi, \omega$ (blue box) which are then used to initialize the quantum computer in the initial state $\left|\Psi_{\text {init }}\right\rangle=\left|\Psi_{\text {NGS }}\right\rangle$ (red box).
whose rotation angles are given by the arguments in Eq. (3.8.2). The number of gates in this circuit are fixed, however, one can make use of the fact that all gates appearing in Eq. (3.8.2) commute with each other and follow various strategies to lower the circuit depth, which will scale as $O\left(\log \left(N_{f}\right)\right)$. An additional SWAP-gate overhead appears, if the qubit layout does not allow for all-to-all connectivity, which is the case for most quantum architectures today. We will leave the task of optimizing the above quantum circuit to appropriate software [223, 227].


Figure 3.8.2: Explicit quantum circuit which produces the non-Gaussian unitary operator $U_{\mathrm{GS}}$ using $N_{f}$ single-qubit $\sigma^{z}$-rotations and $N_{f}\left(N_{f}+1\right) / 2$ Ising-type two-qubit interactions (both types of gates highlighted in red). The rotation angles are determined by the final set of variational parameters $\omega_{i j}$ obtained from a classical minimization of the energy functional in Eq. (3.3.29). Qubits which are not affected by an individual two-qubit gate are indicated by bended circuit lines (a single passing circuit line is highlighted in green). The overall phase factor present in Eq. (3.8.2) is omitted.

## Section 3.9

## SUMMARY AND OUTLOOK

In this chapter, we have presented an in-depth discussion of a newly proposed method to study strongly interacting fermionic systems. This method offers a way to approximate the ground state of a system of interacting fermions going beyond prior mean-field approaches by introducing non-factorizable correlations, yet remaining efficient to compute on classical processors. We contribute to the original work of Ref. [41] by adding extensive analytical formulas for all required expressions and by presenting an alternative algorithm for updating the non-Gaussian variational parameters and show analytically, that the energy monotonically decreases during the time evolution. We propose that the VM is an ideal candidate for implementing an initial/reference state on a quantum computer and provide an explicit quantum circuit. We have not assumed any prior knowledge about underlying properties of the studied fermionic systems, which makes our work applicable to all fermionic systems.

While we have numerically validated our analytical expressions-i.a. thorough OpenFermion [223]-future work will require numerical experiments in order to study if and by how much the VM will improve the ground state over a generalized Hartree-Fock approach for a variety of fermionic systems. Within such studies, one should compare the minimization method which purely relies on imaginary time evolution with the HITGD method and study their respective performances. In addition, the VM's performance should be benchmarked to other numerical methods (e.g. Monte-Carlo simulations).

A closing remark: The VM has been suggested to be an ideal candidate for studying fractional quantum Hall systems, which we encountered in Section 2. So far, all methods (not based on adiabatic state creation) used to create better initial states that go beyond mean-field require an error-corrected quantum computer due to the large coherence time requirements of the respective state-generation algorithm. The simplicity of the quantum circuit that initializes the NGS was the main motivation that lead us to study this method in the first place.

## Appendix

## Section 3.A

## System Hamiltonian and chemical POTENTIAL

We consider a system containing $N_{\mathrm{el}}$ interacting electrons in a system of $N_{f}$ fermionic modes. The system Hamiltonian is of the general form [2]

$$
\begin{equation*}
H=\sum_{p, q=1}^{N_{f}} f_{p q} c_{p}^{\dagger} c_{q}+\frac{1}{2} \sum_{p, q, r, s=1}^{N_{f}} h_{p q r s} c_{p}^{\dagger} c_{q}^{\dagger} c_{r} c_{s} \tag{3.A.1}
\end{equation*}
$$

where $f_{p q}$ are one-body integrals and $h_{p q r s}$ are two-body integrals, given by

$$
\begin{align*}
f_{p q} & =\int d \mathbf{r} \psi_{p}^{*} T(\mathbf{r}) \psi_{q}(\mathbf{r})  \tag{3.A.2}\\
h_{p q r s} & =\frac{1}{4}\left(v_{p q r s}-v_{q p r s}+v_{q p s r}-v_{p q s r}\right)  \tag{3.A.3}\\
v_{p q r s} & =\iint d \mathbf{r}_{1} d \mathbf{r}_{2} \psi_{p}^{*}\left(\mathbf{r}_{1}\right) \psi_{q}^{*}\left(\mathbf{r}_{2}\right) V\left(r_{12}\right) \psi_{s}\left(\mathbf{r}_{1}\right) \psi_{r}\left(\mathbf{r}_{2}\right), \tag{3.A.4}
\end{align*}
$$

where $T(\mathbf{r})$ describes the single-particle Hamiltonian terms (such as the kinetic energy), $V\left(r_{12}\right)=1 /\left(\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|\right)$ describes the Coulomb interaction of two particles located at $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ and $\psi_{p}(\mathbf{r})$ is the $p$-th single particle basis. Due to the fermionic statistics, one can always bring the Hamiltonian in a form where the two-body integrals possess the symmetry $h_{p q r s}=-h_{q p r s}=-h_{p q s r}=h_{q p s r}$.

One can write the Hamiltonian in the Majorana representation via the transformation $C=W_{m}^{-1} A$. We can represent the one-particle terms in the Majorana basis as follows,

$$
\begin{equation*}
\sum_{p, q=1}^{N_{f}} f_{p q} c_{p}^{\dagger} c_{q}=\sum_{p, q=1}^{N_{f}} \sum_{i, j=1}^{2 N_{f}} f_{p q}\left(W_{m}^{-1}\right)_{N+p, i}\left(W_{m}^{-1}\right)_{q, j} A_{i} A_{j}=\sum_{i, j=1}^{2 N_{f}} f_{i j}^{(m)} A_{i} A_{j} \tag{3.A.5}
\end{equation*}
$$

where the indices $i, j \in\left\{1, \ldots, 2 N_{f}\right\}$ and $p, q \in\left\{1, \ldots, N_{f}\right\}$ and

$$
\begin{equation*}
f_{i j}^{(m)}=\sum_{p, q=1}^{N_{f}}\left(W_{m}^{-1}\right)_{i, N+p}^{T} f_{p q}\left(W_{m}^{-1}\right)_{q, j} . \tag{3.A.6}
\end{equation*}
$$

Similarly, we obtain

$$
\begin{equation*}
\sum_{p, q, r, s=1}^{N_{f}} h_{p q r s} c_{p}^{\dagger} c_{q}^{\dagger} c_{r} c_{s}=\sum_{i, j, k, l=1}^{2 N_{f}} h_{i j k l}^{(m)} A_{i} A_{j} A_{k} A_{l} \tag{3.A.7}
\end{equation*}
$$

where we defined

$$
\begin{equation*}
h_{i j k l}^{(m)}=\sum_{p, q, r, s=1}^{N_{f}}\left(W_{m}^{-1}\right)_{i, N+p}^{T}\left(W_{m}^{-1}\right)_{j, N+q}^{T} h_{p q r s}\left(W_{m}^{-1}\right)_{r, k}\left(W_{m}^{-1}\right)_{s, l} . \tag{3.A.8}
\end{equation*}
$$

Therefore, the Hamiltonian in Eq. 3.3.1 can be written as

$$
\begin{equation*}
H=\sum_{i, j=1}^{2 N_{f}} f_{i j}^{(m)} A_{i} A_{j}+\frac{1}{2} \sum_{i, j, k, l=1}^{2 N_{f}} h_{i j k l}^{(m)} A_{i} A_{j} A_{k} A_{l} \tag{3.A.9}
\end{equation*}
$$

We define the following set of coefficients that will help us simplify the expression of the Hamiltonian when rewriting it as an ordered sum,

$$
\begin{equation*}
\tilde{f}_{i j}^{(m)}=f_{i j}^{(m)}-f_{j i}^{(m)} \tag{3.A.10}
\end{equation*}
$$

We can write the first sum in Eq. (3.A.9) as

$$
\begin{equation*}
\sum_{i, j=1}^{2 N_{f}} f_{i j}^{(m)} A_{i} A_{j}=\sum_{i<j}^{2 N_{f}} \tilde{f}_{i j}^{(m)} A_{i} A_{j}+\sum_{i=1}^{2 N_{f}} f_{i i}^{(m)} \mathbb{1}_{2 N_{f}} \tag{3.A.11}
\end{equation*}
$$

and the second sum as

$$
\begin{equation*}
\frac{1}{2} \sum_{i, j, k, l=1}^{2 N_{f}} h_{i j k l}^{(m)} A_{i} A_{j} A_{k} A_{l}=\frac{1}{2} \sum_{i<j<k<l}^{2 N_{f}} \tilde{h}_{i j k l} A_{i} A_{j} A_{k} A_{l}+\sum_{i<j} \bar{g}_{i j} A_{i} A_{j}+\bar{E}_{c} \mathbb{1}_{2 N_{f}}, \tag{3.A.12}
\end{equation*}
$$

where we defined

$$
\begin{align*}
\tilde{h}_{i j k l} & =-\bar{h}_{i k j l}+\bar{h}_{i l j k}+\bar{h}_{i j k l}+\bar{h}_{j k i l}-\bar{h}_{j l i k}+\bar{h}_{k l i j},  \tag{3.A.13}\\
\bar{h}_{i j k l} & =h_{i j k l}^{(m)}-h_{j i k l}^{(m)}-h_{i j l k}^{(m)}+h_{j i l k}^{(m)}  \tag{3.A.14}\\
\bar{g}_{i j} & =\frac{1}{2} \sum_{k=1}^{2 N_{f}}\left(\bar{h}_{i k k j}-\bar{h}_{j k k i}+h_{i j k k}^{(m)}-h_{j i k k}^{(m)}\right),  \tag{3.A.15}\\
\tilde{g}_{i j} & =\bar{g}_{i j}+\tilde{f}_{i j}^{(m)},  \tag{3.A.16}\\
\bar{E}_{c} & =\frac{1}{2}\left(\sum_{i, j=1}^{2 N_{f}} h_{i i j j}^{(m)}+\sum_{i<j}^{2 N_{f}} \bar{h}_{j i i j}\right),  \tag{3.A.17}\\
\tilde{E}_{c} & =\bar{E}_{c}+\sum_{i=1}^{2 N_{f}} f_{i i}^{(m)} \tag{3.A.18}
\end{align*}
$$

Therefore, the Hamiltonian (3.A.9) can be written as an ordered sum of Majorana operators via

$$
\begin{equation*}
H=\tilde{E}_{c} \mathbb{1}_{N_{f}}+\sum_{i<j}^{2 N_{f}} \tilde{g}_{i j} A_{i} A_{j}+\frac{1}{2} \sum_{i<j<k<l} \tilde{h}_{i j k l} A_{i} A_{j} A_{k} A_{l} \tag{3.A.19}
\end{equation*}
$$

Such a representation of ordered indices is needed when one wants to use Wick's theorem as for instance in Ref. [3]. For applying the VM, however, such an index ordering is not needed when evaluating the emerging expectation values.

Since Majorana operators only conserve parity, it will be crucial to include a chemical potential to enforce particle conservation in numerical studies, since small numerical errors can cause the simulation to violate particle conservation [63]. We define the number operator $\hat{N}=\sum_{j=1}^{N_{f}} c_{j}^{\dagger} c_{j}$, so that the chemical potenital is given by

$$
\begin{equation*}
H_{\mu}=-\mu \hat{N}=-\mu\left(\frac{N_{f}}{2}+\frac{i}{2} \sum_{j<k} \Upsilon_{j k} A_{j} A_{k}\right) \tag{3.A.20}
\end{equation*}
$$

in the Dirac fermion basis and Majorana basis, respectively.

## Section 3.B

## WICK'S THEOREM

We define normal ordering of a product of fermionic creation and annihilation operators $C_{j}$ as the product where all annihilation operators are moved (anti-commuted) to the right-hand side of that expression and we will indicate a normal-ordered expression $*$ by : * :. The vacuum expectation value of a normal-ordered product of fermionic operators vanishes. This can be immediately understood by considering a simple example. We cast the operator $c_{p} c_{q} c_{r}^{\dagger} c_{s}^{\dagger}$ into its normal-ordered form by successively applying the canonical anti-commutation relations. For our example, one possible way to normal order said operator is given by

$$
\begin{equation*}
c_{p} c_{q} c_{r}^{\dagger} c_{s}^{\dagger}=c_{r}^{\dagger} c_{s}^{\dagger} c_{p} c_{q}-c_{r}^{\dagger} c_{q} \delta_{p, s}+c_{r}^{\dagger} c_{p} \delta_{q, s}+c_{s}^{\dagger} c_{q} \delta_{r, p}-\delta_{q, s} \delta_{r, p}-c_{s}^{\dagger} c_{p} \delta_{r, q}+\delta_{p, s} \delta_{r, q}, \tag{3.B.1}
\end{equation*}
$$

where the terms that only contain delta-functions are called full contractions. They are the only terms that do not vanish when computing the vacuum expectation value. This example can be generalized to

$$
\begin{equation*}
\langle 0| C_{1} \cdots C_{n}|0\rangle=\sum_{\text {full contractions }}: C_{1} \cdots C_{n}: \tag{3.B.2}
\end{equation*}
$$

where the sum runs over all full-contracted terms, so only those terms containing products of delta functions and not fermionic operators. Wick's theorem states that given a product of fermionic creation and annihilation operators $C_{1} \cdots C_{n}$, the following identity holds [199]

$$
\begin{equation*}
C_{1} \cdots C_{n}=: C_{1} \cdots C_{n}:+\sum_{\text {all contractions }}: C_{1} \cdots C_{n}:, \tag{3.B.3}
\end{equation*}
$$

where the crucial difference in the sums of the right-hand sides of Eqs. (3.B.2) and (3.B.3) is, that the latter runs over all possible contractions, whereas the former only runs over full contractions.

We now consider the product of two Majorana operators $A_{p} A_{q}$. Normal ordering is only well defined for fermionic (and bosonic) creation and annihilation operators, but by means of linear extension, it can also be defined for Majorana operators. Let us assume that $p \in\left\{1, \ldots, N_{f}\right\}$ and $q \in\left\{N_{f}+1, \ldots, 2 N_{f}\right\}$ and we denote a contraction as

$$
\begin{equation*}
c_{p}^{\#} c_{q}^{\#}=c_{p}^{\#} c_{q}^{\#}-: c_{p}^{\#} c_{q}^{\#}: \tag{3.B.4}
\end{equation*}
$$

where $\# \in\{\}, \dagger\}$, in which case we get

$$
\left.\begin{array}{rl}
A_{p} A_{q} & =i\left(: c_{p}^{\dagger} c_{q}^{\dagger}:+\bar{c}_{p}^{\dagger} c_{q}^{\dagger}\right)-i\left(: c_{p}^{\dagger} c_{q}:+c_{p}^{\dagger} c_{q}\right)+i\left(: c_{p} c_{q}^{\dagger}:+{ }_{c} c_{q}^{\dagger}\right.
\end{array}\right)-i\left(: c_{p} c_{q}:+{ }_{p} c_{q}\right)
$$

where by linear extension we have

$$
\begin{align*}
&: A_{p} A_{q}:=i: c_{p}^{\dagger} c_{q}^{\dagger}:-i: c_{p}^{\dagger} c_{q}:+i: c_{p} c_{q}^{\dagger}:-i: c_{p} c_{q}:  \tag{3.B.6}\\
&  \tag{3.B.7}\\
& A_{p} A_{q}=i c_{p}^{\dagger} c_{q}^{\dagger}-i c_{p}^{\dagger} c_{q}+i c_{p} c_{q}^{\dagger}-i c_{p} c_{q}=\langle 0| A_{p} A_{q}|0\rangle
\end{align*}
$$

where the last expression follows from Eq. (3.B.2). This approach can be extended similarly to other cases and ultimately to larger products of Majorana operators. In general, however, one should keep in mind that applying Wick's theorem is sensitive to the indices. For a generic Majorana expectation value w.r.t. some FGS $\left|\Psi_{\mathrm{GS}}\right\rangle$, we have

$$
\begin{equation*}
\left\langle\Psi_{\mathrm{GS}}\right| A_{p_{1}} A_{p_{2}} \cdots A_{p_{2 k}}\left|\Psi_{\mathrm{GS}}\right\rangle=(-i)^{k} \operatorname{Pf}\left(\left.\Gamma_{m}\right|_{p_{1}, \ldots, p_{2 k}}\right) \tag{3.B.8}
\end{equation*}
$$

for $k=1, \ldots, N_{f}$ and $1 \leq p_{1}<p_{2}<\cdots<p_{2 k} \leq 2 N_{f}$, where $\left.\Gamma_{m}\right|_{p_{1}, \ldots, p_{2 k}}$ is the $(2 k \times 2 k)$ submatrix of $\Gamma_{m}$ [3]. The factor of $(-i)^{k}$ is a result of the definition of the CM in Eq. (3.3.8). With the definition of a normal-ordered product of Majorana operators in mind, we now apply Wick's theorem (3.B.3) to expand an operator of the form $A_{p} A_{q} A_{r} A_{s}$ to second order in the Majorana operators,

$$
\begin{align*}
A_{p} A_{q} A_{r} A_{s}= & \langle 0| A_{p} A_{q} A_{r} A_{s}|0\rangle+\langle 0| A_{p} A_{q}|0\rangle: A_{r} A_{s}:-\langle 0| A_{p} A_{r}|0\rangle: A_{q} A_{s}: \\
& +\langle 0| A_{p} A_{s}|0\rangle: A_{q} A_{r}:+\langle 0| A_{q} A_{r}|0\rangle: A_{p} A_{s}:-\langle 0| A_{q} A_{s}|0\rangle: A_{p} A_{r}: \\
& +\langle 0| A_{r} A_{s}|0\rangle: A_{p} A_{q}:+\mathcal{O}\left(A^{4}\right) \tag{3.B.9}
\end{align*}
$$

where the sum over all full contractions is just the vacuum expectation value of $A_{p} A_{q} A_{r} A_{s}$ (see Eq. $(3 . \mathrm{B.2})$ ) and the fourth-order term is in our case simply given by the normalordered product : $A_{p} A_{q} A_{r} A_{s}$ :. We want to express the large middle term in the above equation in terms of the derivative of the vacuum expectation value w.r.t. the CM, which is given by

$$
\begin{align*}
\frac{d\langle 0| A_{p} A_{q} A_{r} A_{s}|0\rangle}{d\langle 0| A_{i} A_{j}|0\rangle}= & \delta_{i p} \delta_{j q}\langle 0| A_{r} A_{s}|0\rangle+\delta_{i r} \delta_{j s}\langle 0| A_{p} A_{q}|0\rangle-\delta_{i p} \delta_{j r}\langle 0| A_{q} A_{s}|0\rangle \\
& -\delta_{i q} \delta_{j s}\langle 0| A_{p} A_{r}|0\rangle+\delta_{i p} \delta_{j s}\langle 0| A_{q} A_{r}|0\rangle+\delta_{i q} \delta_{j r}\langle 0| A_{p} A_{s}|0\rangle \tag{3.B.10}
\end{align*}
$$

By comparing Eq. (3.B.9) with Eq. (3.B.10), we can expand $A_{p} A_{q} A_{r} A_{s}$ in normal ordering to second order as

$$
\begin{equation*}
A_{p} A_{q} A_{r} A_{s}=\langle 0| A_{p} A_{q} A_{r} A_{s}|0\rangle+\sum_{i, j} \frac{d\langle 0| A_{p} A_{q} A_{r} A_{s}|0\rangle}{d\langle 0| A_{i} A_{j}|0\rangle}: A_{i} A_{j}:+\mathcal{O}\left(A^{4}\right) \tag{3.B.11}
\end{equation*}
$$

Since Wick's theorem holds for any even and pure FGS, we can generalize Eq. 3.B.11,

$$
\begin{align*}
U_{\mathrm{GS}}^{\dagger} A_{p} A_{q} A_{r} A_{s} U_{\mathrm{GS}}= & \left\langle\Psi_{\mathrm{GS}}\right| A_{p} A_{q} A_{r} A_{s}\left|\Psi_{\mathrm{GS}}\right\rangle \\
& +i \sum_{i, j, k, l=1}^{2 N_{f}}: A_{k}\left(U_{m}^{T}\right)_{k i}\left(\frac{d\left\langle A_{p} A_{q} A_{r} A_{s}\right\rangle_{\mathrm{GS}}}{d \Gamma_{m}}\right)_{i j}\left(U_{m}\right)_{j l} A_{l}:+\mathcal{O}\left(A^{4}\right), \tag{3.B.12}
\end{align*}
$$

where we used Eq. (3.3.7) to move the left Gaussian unitary past the Majorana operator. This lead to a new linear expression of the form as in Eq. (3.B.11). We can generalize the result of Eq. (3.B.12) to arbitrary sums of products of Majorana operators, which constitute elements of the Clifford algebra [3].

Section 3.C

## CANONICAL TRANSFORMATION THROUGH FLUX ATTACHMENT OPERATOR

For a Majorana operator $A_{j}$, we can compute the canonical transformation in Eq. (3.3.15) using the Baker-Campbell-Hausdorff-expansion for two operators $X$ and $Y$,

$$
\begin{equation*}
e^{X} Y e^{-X}=Y+[X, Y]+\frac{1}{2!}[X,[X, Y]]+\ldots \tag{3.C.1}
\end{equation*}
$$

By substituting $X=\frac{i}{2} \sum_{i, j} \omega_{i j} c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}$ and $Y=c_{k}$, we compute the commutators of Eq. (3.C.1) with the help of the commutator relations

$$
\begin{align*}
& {\left[n_{j}^{f}, c_{p}\right]=-\delta_{j, p} c_{p}}  \tag{3.C.2}\\
& {\left[n_{j}^{f}, c_{p}^{\dagger}\right]=\delta_{j, p} c_{p}^{\dagger}} \tag{3.C.3}
\end{align*}
$$

and obtain for the first commutator

$$
\begin{equation*}
[X, Y]=i \sum_{j} \omega_{j k} n_{j}^{f} c_{k} . \tag{3.C.4}
\end{equation*}
$$

and for the second commutator we get

$$
\begin{equation*}
[X,[X, Y]]=-\sum_{i, l} \omega_{i k} \omega_{l k} n_{l}^{f} n_{i}^{f} c_{k} . \tag{3.C.5}
\end{equation*}
$$

Continuing in this manner gives the relation in Eq. (3.3.15).

## Section 3.D

## Deriving the rotated Hamiltonian

We now study the action of the Hamiltonian of Eq. (3.3.1) on the non-Gaussian state $\left|\Psi_{\mathrm{NGS}}\right\rangle$ of Eq. (3.3.3). First, we introduce the rotated Hamiltonian $\bar{H}=U_{\mathrm{FA}}^{\dagger} H U_{\mathrm{FA}}$ which allows us to write

$$
\begin{equation*}
H\left|\Psi_{\mathrm{NGS}}\right\rangle=U_{\mathrm{FA}} \bar{H}\left|\Psi_{\mathrm{GS}}\right\rangle \tag{3.D.1}
\end{equation*}
$$

The transformation acts as

$$
\begin{equation*}
\bar{H}(C)=H\left(\bar{C}_{\mathrm{FA}}\right), \tag{3.D.2}
\end{equation*}
$$

where we define

$$
\begin{equation*}
\bar{C}_{\mathrm{FA}}=U_{\mathrm{FA}}^{\dagger} C U_{\mathrm{FA}}, \tag{3.D.3}
\end{equation*}
$$

which are vectors of rotated spin orbitals given by

$$
\begin{align*}
\bar{C}_{\mathrm{FA}} & =\left(\bar{c}_{\mathrm{FA}}, \bar{c}_{\mathrm{FA}}^{\dagger}\right)^{T},  \tag{3.D.4}\\
\bar{c}_{\mathrm{FA}} & =\bar{c}_{\mathrm{c}_{\mathrm{FA}}}, \bar{c}_{2 \mathrm{FA}}, \ldots, \bar{c}_{N_{f_{\mathrm{FA}}}}, \tag{3.D.5}
\end{align*}
$$

with elements

$$
\begin{align*}
\bar{c}_{j_{\mathrm{FA}}} & =e^{-\frac{i}{2} \sum_{i, j} \omega_{i j}: n_{i}^{f} n_{j}^{f}}: c_{j} e^{\frac{i}{2} \sum_{i, j} \omega_{i j}: n_{i}^{f} n_{j}^{f}:} \\
& =e^{i \sum_{i} \omega_{i j} n_{i}^{f}} c_{j}, \tag{3.D.6}
\end{align*}
$$

where the last equations follows from Eq. (3.3.15). To compute the rotated Hamiltonian $\bar{H}$, we compute the commutator of the unitary rotated number operator w.r.t. the raising and lowering operators using Eq. (3.3.16). Given the second quantized system Hamiltonian of Eq. (3.3.1), by commuting all terms containing exponentials of number operators, the rotated Hamiltonian $\bar{H}_{\mathrm{FA}}=H\left(\bar{C}_{\mathrm{FA}}\right)$ takes the form given by Eq. (3.3.19).

## Section 3.E

## Calculation of expectation values

In this section, we will provide explicit expressions for the expectation values appearing in Eq. (3.3.27). Since we are computing the above expressions from the derivative of an exponential term given by Eq. (3.4.67), we can expand the latter through

$$
\begin{equation*}
\exp (X)=1+X+X^{2} /(2!)+\ldots \tag{3.E.1}
\end{equation*}
$$

The argument $X=X\left(J, J^{*}\right)$ is defined in Eq. 3.E.16) and is a homogeneous second degree polynomial, which is evaluated at zero in the Grassmann variables $J_{1}, \ldots, J_{N_{f}}$ and $J_{1}^{*}, \ldots, J_{N_{f}}^{*}$ after taking the derivatives via $\mathcal{F}_{j}$. We mostly ignore the superscript $\tilde{\alpha}$ in the notation throughout this section, as we are considering only a single expression.

Since $\mathcal{F}_{J}$ is acting on the exponential, the only non-vanishing term in the exponential expansion of Eq. (3.E.1) that survives is the $a$-th power of $X$, where $a$ corresponds to the number of creation operators in Eq. 3.3.27) (which is identical to the number of annihilation operators since we assume $a=b$ ). Therefore, we can write

$$
\begin{equation*}
\mathcal{A}_{j_{1}^{\dagger} \ldots j_{a}^{\dagger} k_{1} \ldots k_{a}}=s_{N_{f}}\left(\frac{1}{2}\right)^{N_{f}} \operatorname{Pf}\left(\Gamma_{F}\right) \frac{1}{a!} \mathcal{F}_{J} X^{a} . \tag{3.E.2}
\end{equation*}
$$

We define the $\left(2 N_{f} \times 2 N_{f}\right)$-matrix

$$
\begin{equation*}
\mathcal{M}=\Sigma_{F}^{\dagger} \operatorname{sqrt}\left(1-e^{i \tilde{\alpha}}\right) \Gamma_{F}^{-1} \operatorname{sqrt}\left(1-e^{i \widetilde{\alpha}}\right) \Sigma_{F} \tag{3.E.3}
\end{equation*}
$$

and we rewrite Eq. (3.4.62) as

$$
\begin{equation*}
\Gamma_{F}=\operatorname{sqrt}\left(1-e^{i \tilde{\alpha}}\right)\left(\Gamma_{m}-\frac{1+e^{i \tilde{\alpha}}}{1-e^{i \tilde{\alpha}}} \Upsilon\right) \operatorname{sqrt}\left(1-e^{i \tilde{\alpha}}\right) \tag{3.E.4}
\end{equation*}
$$

where we defined the $\left(2 N_{f} \times 2 N_{f}\right)$-diagonal matrix

$$
\frac{1+e^{i \tilde{\alpha}}}{1-e^{i \tilde{\alpha}}}=\mathbb{1}_{2} \otimes\left(\begin{array}{ccc}
\frac{1+e^{i \tilde{\alpha}_{1}}}{1-e^{i \alpha_{1}}} & &  \tag{3.E.5}\\
& \ddots & \\
& & \frac{1+e^{i \tilde{\alpha}_{N_{f}}}}{1-e^{i \alpha_{N_{f}}}}
\end{array}\right)
$$

We insert Eq. (3.E.4) into Eq. (3.E.3), which leads to

$$
\begin{equation*}
\mathcal{M}=\Sigma_{F}^{\dagger} \Gamma_{H}^{-1} \Sigma_{F}, \tag{3.E.6}
\end{equation*}
$$

where we set

$$
\begin{equation*}
\Gamma_{H}=\Gamma_{m}-\frac{1+e^{i \tilde{\alpha}}}{1-e^{i \tilde{\alpha}}} \Upsilon \tag{3.E.7}
\end{equation*}
$$

and we will use the following short-hand notation for $\Sigma_{F}$ and its adjoint $\Sigma_{F}^{\dagger}$ (which we defined in Eq. (3.4.64)),

The block entries are the $\left(N_{f} \times N_{f}\right)$-matrices as given in Eq. (3.4.64). Note that in what follows, we will make extensive use of the notation introduced in Section 3.2.

## 3.E. 1 Matrix elements of $\mathcal{M}$

In this section, we will study the properties of the matrix elements of $\mathcal{M}$ defined in Eq. 3.E.6), as they will be extensively used when computing $\mathcal{A}_{j_{1}^{\dagger} \ldots j_{a}^{\dagger} k_{1} \ldots k_{a}}$.
$\mathcal{M}$ is a $\left(2 N_{f} \times 2 N_{f}\right)$-matrix of four equal sized blocks and we are going to compute the matrix elements in each of the four blocks. Setting $p, q \in\left\{1,2, \ldots, N_{f}\right\}$, we first compute $\mathcal{M}_{q, p}$, which is restricted to the upper-left block of $\mathcal{M}$,

$$
\begin{align*}
\mathcal{M}_{q, p} & =\left(\mathbf{1}_{q}^{T}, \mathbf{0}^{T}\right) \Sigma_{F}^{\dagger} \Gamma_{H}^{-1} \Sigma_{F}\binom{\mathbf{1}_{p}}{\mathbf{0}}=\mathbf{1}_{q}^{T}\left(\frac{-1}{1-e^{i \alpha}}, \frac{-i}{1-e^{i \bar{\alpha}}}\right) \Gamma_{H}^{-1}\left(\begin{array}{c}
\frac{e^{i \bar{\alpha}}}{1-e^{i \alpha}} \\
\frac{-i e^{i \bar{i}}}{1-e^{\tilde{\alpha}}}
\end{array} \mathbf{1}_{p}\right. \\
& =\frac{-1}{1-e^{i \tilde{\alpha}_{q}}} \frac{e^{i \tilde{\alpha}_{p}}}{1-e^{i \tilde{\alpha}_{p}}}\left(\mathbf{1}_{q}^{T}, \mathbf{i}_{q}^{T}\right) \Gamma_{H}^{-1}\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}} . \tag{3.E.9}
\end{align*}
$$

Note that the first two factors in the last line of the above equation are complex numbers. In an analogous manner, we compute the matrix element $\mathcal{M}_{p+N_{f}, q+N_{f}}$ of the lower-right block of $\mathcal{M}$, giving

$$
\begin{equation*}
\mathcal{M}_{p+N_{f}, q+N_{f}}=\left(\mathbf{0}^{T}, \mathbf{1}_{p}^{T}\right) \Sigma_{F}^{\dagger} \Gamma_{H}^{-1} \Sigma_{F}\binom{\mathbf{0}}{\mathbf{1}_{q}}=\frac{e^{i \tilde{\alpha}_{p}}}{1-e^{i \tilde{\alpha}_{p}}} \frac{-1}{1-e^{i \tilde{\alpha}_{q}}}\left(\mathbf{1}_{p}^{T},-\mathbf{i}_{p}^{T}\right) \Gamma_{H}^{-1}\binom{\mathbf{1}_{q}}{\mathbf{i}_{q}} . \tag{3.E.10}
\end{equation*}
$$

Since $\mathcal{M}_{p+N_{f}, q+N_{f}}$ is a number (if you want, consider it to be a ( $1 \times 1$ )-matrix), it is equal to its transpose, $\mathcal{M}_{p+N_{f}, q+N_{f}}=\mathcal{M}_{p+N_{f}, q+N_{f}}^{T}$, therefore we can write Eq. 3.E.10) as

$$
\begin{align*}
\mathcal{M}_{p+N_{f}, q+N_{f}} & =\frac{e^{i \tilde{\alpha}_{p}}}{1-e^{i \tilde{\alpha}_{p}}} \frac{-1}{1-e^{i \tilde{\alpha}_{q}}}\left(\mathbf{1}_{q}^{T}, \mathbf{i}_{q}^{T}\right)\left(\Gamma_{H}^{-1}\right)^{T}\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}} \\
& =\frac{e^{i \tilde{\alpha}_{p}}}{1-e^{i \tilde{\alpha}_{p}}} \frac{1}{1-e^{i \widetilde{\alpha}_{q}}}\left(\mathbf{1}_{q}^{T}, \mathbf{i}_{q}^{T}\right) \Gamma_{H}^{-1}\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}} \\
& =-\mathcal{M}_{q, p}, \tag{3.E.11}
\end{align*}
$$

where the second line follows from the fact that $\Gamma_{H}$ is a skew-symmetric matrix and as such its inverse is also skew-symmetric, in other words $\left(\Gamma_{H}^{-1}\right)^{T}=-\Gamma_{H}^{-1}$.

We now turn to the cross terms $\mathcal{M}_{q, p+N_{f}}$ and $\mathcal{M}_{p+N, q}$. The upper right matrix elements of the block matrix $\mathcal{M}$ are given by

$$
\begin{align*}
\mathcal{M}_{q, p+N_{f}} & =\frac{1}{\left(1-e^{i \tilde{\alpha}_{q}}\right)\left(1-e^{i \tilde{\alpha}_{p}}\right)}\left(\mathbf{1}_{q}^{T}, \mathbf{i}_{q}^{T}\right) \Gamma_{H}^{-1}\binom{\mathbf{1}_{p}}{\mathbf{i}_{p}} \\
& =-\mathcal{M}_{p, q+N_{f}} \tag{3.E.12}
\end{align*}
$$

while the elements of the lower left block matrix are

$$
\begin{align*}
\mathcal{M}_{p+N_{f}, q} & =\frac{1}{\left(1-e^{-i \tilde{\alpha}_{p}}\right)\left(1-e^{-i \tilde{\alpha}_{q}}\right)}\left(\mathbf{1}_{p}^{T},-\mathbf{i}_{p}^{T}\right) \Gamma_{H}^{-1}\binom{\mathbf{1}_{q}}{-\mathbf{i}_{q}} \\
& =-\mathcal{M}_{q+N_{f}, p} . \tag{3.E.13}
\end{align*}
$$

## 3.E. 2 Zeroth order

Using Eqs. (3.4.67) and (3.E.2), Eq. (3.3.28) is simply given by

$$
\begin{equation*}
\mathcal{A}=s_{N_{f}}\left(\frac{1}{2}\right)^{N_{f}} \operatorname{Pf}\left(\Gamma_{F}\right), \tag{3.E.14}
\end{equation*}
$$

since only the constant survives in Eq. (3.E.1) when $X$ is evaluated at zero. The result in Eq. (3.E.14) is identical to Eq. (D.10) in Ref. [41.

## 3.E. 3 Second order

We evaluate

$$
\begin{equation*}
\mathcal{A}_{p^{\dagger} q}=\mathcal{A} \mathcal{F}_{J} X \tag{3.E.15}
\end{equation*}
$$

where

$$
\begin{align*}
X= & -\frac{i}{2} \sum_{v, w=1}^{N_{f}}\left(J_{v}^{*} \mathcal{M}_{v, w} J_{w}+J_{v}^{*} \mathcal{M}_{v, w+N_{f}} J_{w}^{*}+J_{v} \mathcal{M}_{v+N_{f}, w} J_{w}+J_{v} \mathcal{M}_{v+N_{f}, w+N_{f}} J_{w}^{*}\right) \\
& +\sum_{k=1}^{N_{f}} \frac{J_{k}^{*} J_{k}}{1-e^{-i \tilde{\alpha}_{k}}} \tag{3.E.16}
\end{align*}
$$

is the argument inside the exponential in Eq. (3.4.67). We need to reorder the Grassmann variables, since we use the definition of Grassmann differentiation "from the left" [4]. The first derivative is given by $\delta /\left(\delta J_{q}^{*}\right)$, therefore all conjugate Grassmann variables need to be moved to the left. Once the term in Eq. (3.E.16) is reordered, we can take the derivative $\mathcal{F}_{J}$ as defined in Eq. (3.4.25). Using the findings of Section 3.E.1 after performing the derivative in Eq. (3.E.15) - leads to

$$
\begin{equation*}
\mathcal{F}_{J} X=\left(\frac{\delta_{p q}}{1-e^{-i \overline{\alpha_{q}}}}-i \mathcal{M}_{q, p}\right) . \tag{3.E.17}
\end{equation*}
$$

We now insert Eqs. (3.E.9) into Eq. (3.E.17) to get an expression for the second-order expression of Eq. 3.E.15),

$$
\begin{equation*}
\mathcal{A}_{p^{\dagger} q}=\mathcal{A}\left(\frac{\delta_{p q}}{1-e^{-i \tilde{\alpha}_{q}}}+\frac{i e^{i \tilde{\alpha}_{p}}}{\left(1-e^{i \tilde{\alpha}_{p}}\right)\left(1-e^{i \tilde{\alpha}_{q}}\right)}\left(\mathbf{1}_{q}^{T}, \mathbf{i}_{q}^{T}\right) \Gamma_{H}^{-1}\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}}\right) \tag{3.E.18}
\end{equation*}
$$

Eq. (3.E.18) should coincide with Eq. (D.11) in Ref. [41], which states that

$$
\begin{equation*}
\mathcal{A}_{p^{\dagger} q}=\mathcal{A} \underset{4}{i} e^{i \tilde{\alpha}_{p}}\left(\mathbf{1}_{q}^{T}, \mathbf{i}_{q}^{T}\right) \mathcal{G}\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}}, \tag{3.E.19}
\end{equation*}
$$

where $\mathcal{G}$ is identical to Eq. (3.4.69) and the $\left(2 N_{f} \times 2 N_{f}\right)$-matrix $\left(1-e^{i \tilde{\alpha}}\right)$ is defined in Eq. (3.4.53). In the rest of this subsection, we will show that the expressions in Eq. (3.E.18) and Eq. (3.E.19) are equivalent. To achieve this, we first rewrite the denominator of on the right-hand side of Eq. (3.4.69) as

$$
\begin{equation*}
\mathbb{1}_{2 N_{f}}+\frac{1}{2}\left(1-e^{i \tilde{\alpha}}\right)\left(\Upsilon \Gamma_{m}-\mathbb{1}_{2 N_{f}}\right)=\frac{1}{2}\left(1-e^{i \tilde{\alpha}}\right) \Upsilon \Gamma_{H} \tag{3.E.20}
\end{equation*}
$$

where we used that

$$
\begin{equation*}
\left[\Upsilon, \frac{1+e^{i \tilde{\alpha}}}{1-e^{i \tilde{\alpha}}}\right]=0 \tag{3.E.21}
\end{equation*}
$$

and $\Upsilon^{2}=-\mathbb{1}_{2 N_{f}}$. Using the above identity, $\mathcal{G}^{\tilde{\alpha}}$ can be written as

$$
\begin{equation*}
\mathcal{G}^{\tilde{\alpha}}=2\left(\Gamma_{m}+\Upsilon\right)\left(\left(1-e^{i \tilde{\alpha}}\right) \Upsilon \Gamma_{H}\right)^{-1}=2\left(-\Upsilon \frac{1}{1-e^{i \tilde{\alpha}}}+\frac{2}{1-e^{i \widetilde{\alpha}}} \Upsilon \Gamma_{H}^{-1} \Upsilon^{-1} \frac{1}{1-e^{i \tilde{\alpha}}}\right) . \tag{3.E.22}
\end{equation*}
$$

For any $\tilde{\alpha}, \mathcal{G}^{\tilde{\alpha}}$ will be anti-symmetric under transposition, which is proven below,

$$
\begin{align*}
\left(\mathcal{G}^{\tilde{\alpha}}\right)^{T} & =-\left[\mathbb{1}_{2 N_{f}}+\frac{1}{2}\left(\Gamma_{m} \Upsilon-\mathbb{1}_{2 N_{f}}\right)\left(1-e^{i \tilde{\alpha}}\right)\right]^{-1}\left(\Gamma_{m}+\Upsilon\right) \\
& =-\left(\Gamma_{m}+\Upsilon\right)\left[\mathbb{1}_{2 N_{f}}+\frac{1}{2}\left(1-e^{i \tilde{\alpha}}\right)\left(\Upsilon \Gamma_{m}-\mathbb{1}_{2 N_{f}}\right)\right]^{-1} \\
& =-\mathcal{G}^{\tilde{\alpha}} . \tag{3.E.23}
\end{align*}
$$

We insert Eq. 3.E.22) into Eq. (3.E.19) and note that $\left(\mathbf{1}_{q}^{T}, \mathbf{i}_{k}^{T}\right)$ and $\left(\mathbf{1}_{q}, \mathbf{i}_{k}\right)^{T}$ are eigenvectors of $\Upsilon$ and therefore also of its inverse, resulting in

$$
\begin{align*}
\mathcal{A}_{p^{\dagger} q} & =\mathcal{A} \frac{i}{2} e^{i \tilde{\alpha}_{p}}\left(\mathbf{1}_{q}^{T}, \mathbf{i}_{q}^{T}\right)\left(-\Upsilon \frac{1}{1-e^{i \tilde{\alpha}}}+\frac{2}{1-e^{i \tilde{\alpha}}} \Upsilon \Gamma_{H}^{-1} \Upsilon^{-1} \frac{1}{1-e^{i \tilde{\alpha}}}\right)\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}} \\
& =\mathcal{A}\left(\frac{\delta_{p q}}{1-e^{-i \tilde{\alpha}_{q}}}+\frac{i e^{i \tilde{\alpha}_{p}}}{\left(1-e^{i \tilde{\alpha}_{p}}\right)\left(1-e^{i \tilde{\alpha}_{q}}\right)}\left(\mathbf{1}_{q}^{T}, \mathbf{i}_{q}^{T}\right) \Gamma_{H}^{-1}\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}}\right), \tag{3.E.24}
\end{align*}
$$

which is identical to Eq. 3.E.18), and therefore our result is in exact agreement with Eq. (D.11) in Ref. [41]. An alternative expression for $\mathcal{A}_{p^{\dagger} q}$ in terms of the matrix elements $\mathcal{M}$ is given by

$$
\begin{equation*}
\mathcal{A}_{p^{\dagger} q}=\mathcal{A}\left(\frac{\delta_{p q}}{1-e^{-i \tilde{\alpha}_{q}}}-i \mathcal{M}_{q, p}\right) . \tag{3.E.25}
\end{equation*}
$$

The representation in Eq. 3.E.25) in terms of $\mathcal{M}$ will be useful for finding underlying symmetries, while the representation in terms of $\mathcal{G}$ as in Eq. (3.E.19) gives a desirable form for numerical implementation which becomes critical whenever $\widetilde{\alpha}(j)=0$.

We now turn to the terms $\mathcal{A}_{p^{\dagger} q^{\dagger}}$ and $\mathcal{A}_{p q}$. Using Eq. (3.E.2), we compute for the first term

$$
\begin{equation*}
\lim _{J \rightarrow 0} \frac{d}{d J_{p}} \frac{d}{d J_{q}} X=i \mathcal{M}_{p+N_{f}, q}, \tag{3.E.26}
\end{equation*}
$$

and for the second term

$$
\begin{equation*}
\lim _{J \rightarrow 0} \frac{d}{d J_{p}^{*}} \frac{d}{d J_{q}^{*}} X=i \mathcal{M}_{p, q+N_{f}} \tag{3.E.27}
\end{equation*}
$$

This leads to

$$
\begin{align*}
\mathcal{A}_{p^{\dagger} q^{\dagger}} & =-i \mathcal{A} \mathcal{M}_{q+N_{f}, p}=\frac{-i \mathcal{A}}{\left(1-e^{-i \tilde{\alpha}_{p}}\right)\left(1-e^{-i \tilde{\alpha}_{q}}\right)}\left(\mathbf{1}_{q}^{T},-\mathbf{i}_{q}^{T}\right) \Gamma_{H}^{-1}\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}}  \tag{3.E.28}\\
\mathcal{A}_{p q} & =-i \mathcal{A} \mathcal{M}_{q, p+N_{f}}=\frac{-i \mathcal{A}}{\left(1-e^{i \tilde{\alpha}_{q} q}\right)\left(1-e^{i \tilde{\alpha}_{p}}\right)}\left(\mathbf{1}_{q}^{T}, \mathbf{i}_{q}^{T}\right) \Gamma_{H}^{-1}\binom{\mathbf{1}_{p}}{\mathbf{i}_{p}} \tag{3.E.29}
\end{align*}
$$

We first turn to Eq. (3.E.28). Using Eq. (3.E.13) and Eq. (3.E.22), we compute

$$
\begin{align*}
\left(\mathbf{1}_{q}^{T},-\mathbf{i}_{q}^{T}\right) \mathcal{G}\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}}= & 2\left(\mathbf{1}_{q}^{T},-\mathbf{i}_{q}^{T}\right)\left(-\Upsilon \frac{1}{1-e^{i \tilde{\alpha}}}+\frac{2}{1-e^{i \tilde{\alpha}}} \Upsilon \Gamma_{H}^{-1} \Upsilon^{-1} \frac{1}{1-e^{i \tilde{\alpha}}}\right)\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}} \\
= & \frac{2 i}{1-e^{i \tilde{\alpha}}}\left(\mathbf{1}_{q}^{T},-\mathbf{i}_{q}^{T}\right)\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}} \\
& -\frac{4}{\left(1-e^{i \tilde{\alpha}_{q}}\right)\left(1-e^{i \tilde{\alpha}_{p}}\right)}\left(\mathbf{1}_{q}^{T},-\mathbf{i}_{q}^{T}\right) \Gamma_{H}^{-1}\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}}, \tag{3.E.30}
\end{align*}
$$

which (since the first term gives zero for all choices $p, q$ ) leads to

$$
\begin{equation*}
\left(\mathbf{1}_{q}^{T},-\mathbf{i}_{q}^{T}\right) \mathcal{G}\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}}=\frac{-4 e^{-i\left(\tilde{\alpha}_{p}+\tilde{\alpha}_{q}\right)}}{\left(1-e^{-i \tilde{\alpha}_{q}}\right)\left(1-e^{-i \tilde{\alpha}_{p}}\right)}\left(\mathbf{1}_{q}^{T},-\mathbf{i}_{q}^{T}\right) \Gamma_{H}^{-1}\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}} . \tag{3.E.31}
\end{equation*}
$$

By comparing the result of Eq 3.E.31 with Eq. 3.E.28, we arrive at the following expression,

$$
\begin{equation*}
\mathcal{A}_{p^{\dagger} q^{\dagger}}=\frac{i}{4} \mathcal{A} e^{i\left(\tilde{\alpha}_{p}+\tilde{\alpha}_{q}\right)}\left(\mathbf{1}_{q}^{T},-\mathbf{i}_{q}^{T}\right) \mathcal{G}\binom{\mathbf{1}_{p}}{-\mathbf{i}_{p}} . \tag{3.E.32}
\end{equation*}
$$

Analogously, we compute

$$
\begin{equation*}
\left(\mathbf{1}_{q}^{T}, \mathbf{i}_{q}^{T}\right) \mathcal{G}\binom{\mathbf{1}_{p}}{\mathbf{i}_{p}}=\frac{-4}{\left(1-e^{-i \tilde{\alpha}_{p}}\right)\left(1-e^{-i \tilde{\alpha}_{q}}\right)}\left(\mathbf{1}_{q}^{T}, \mathbf{i}_{q}^{T}\right) \Gamma_{H}^{-1}\binom{\mathbf{1}_{p}}{\mathbf{i}_{p}} \tag{3.E.33}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\mathcal{A}_{p q}=\frac{i}{4} \mathcal{A}\left(\mathbf{1}_{q}^{T}, \mathbf{i}_{q}^{T}\right) \mathcal{G}\binom{\mathbf{1}_{p}}{\mathbf{i}_{p}} . \tag{3.E.34}
\end{equation*}
$$

## 3.E. 4 Fourth order

In the same vein as in the previous subsection, we evaluate

$$
\begin{equation*}
\mathcal{A}_{p^{\dagger} q^{\dagger} r s}=\mathcal{A} \frac{1}{2!} \mathcal{F}_{J} X^{2} \tag{3.E.35}
\end{equation*}
$$

by first computing $X^{2}$, where $X$ is given in Eq. (3.E.16). Since the derivative operator $\mathcal{F}_{J}$ will only give non-zero contributions to terms where the number $b=a(=2)$ of nonconjugated Grassmann variables equals the number $a(=2)$ of conjugated variables, we can drop all other terms. The derivatives are ordered in such a way that the conjugated Grassmann variables are acted on first. Therefore, we reorder the remaining terms, simplifying the relevant part of the squared expression $X^{2}$ (by using the symmetry properties of Eqs. (3.E.11-(3.E.13) derived in Section 3.E.1) to

$$
\begin{align*}
& \sum_{k, l=1}^{N_{f}} \frac{-J_{k}^{*} J_{l}^{*} J_{k} J_{l}}{\left(1-e^{-i \tilde{\alpha}_{k}}\right)\left(1-e^{-i \tilde{\alpha}_{l}}\right)}+i \sum_{k, v, w=1}^{N_{f}} \frac{J_{k}^{*} J_{v}^{*} J_{k} J_{w} \mathcal{M}_{v, w}-J_{k}^{*} J_{w}^{*} J_{k} J_{v} \mathcal{M}_{v+N_{f}, w+N_{f}}}{1-e^{-i \tilde{\alpha}_{k}}} \\
& +\sum_{k, l, v, w=1}^{N_{f}} J_{k}^{*} J_{v}^{*} J_{l} J_{w} \mathcal{M}_{k, l} \mathcal{M}_{v, w}-\frac{1}{2} \sum_{k, l, v, w=1}^{N_{f}} J_{k}^{*} J_{l}^{*} J_{v} J_{w} \mathcal{M}_{k, l+N_{f}} \mathcal{M}_{v+N_{f}, w} \tag{3.E.36}
\end{align*}
$$

where only the non-vanishing terms of $X^{2}$ under the action of $\mathcal{F}_{J}$ are displayed. For the fourth-order expression, the derivative operator has the form

$$
\begin{equation*}
\mathcal{F}_{J}=\lim _{J \rightarrow 0} \frac{\delta}{\delta J_{p}} \frac{\delta}{\delta J_{q}} \frac{\delta}{\delta J_{r}^{*}} \frac{\delta}{\delta J_{s}^{*}} \tag{3.E.37}
\end{equation*}
$$

The derivative $\mathcal{F}_{J}$ acts "from the left" and the derivative w.r.t. a product of Grassmann variables is simply given by

$$
\begin{equation*}
\frac{\delta}{\delta \alpha_{n}} \alpha_{j} \alpha_{k}=\delta_{n j} \alpha_{k}-\delta_{n k} \alpha_{j}, \tag{3.E.38}
\end{equation*}
$$

from which one can derive the following useful relations

$$
\begin{align*}
\frac{\delta^{2}\left(\alpha_{j} \alpha_{k}\right)}{\delta \alpha_{m} \delta \alpha_{n}} & =\delta_{n j} \delta_{m k}-\delta_{n k} \delta_{m j},  \tag{3.E.39}\\
\frac{\delta^{4}\left(\alpha_{i}^{*} \alpha_{j}^{*} \alpha_{k} \alpha_{l}\right)}{\delta \alpha_{p} \delta \alpha_{q} \delta \alpha_{r}^{*} \delta \alpha_{s}^{*}} & =\delta_{s i} \delta_{r j} \delta_{q k} \delta_{p l}-\delta_{s i} \delta_{r j} \delta_{q l} \delta_{p k}-\delta_{s j} \delta_{r i} \delta_{q k} \delta_{p l}+\delta_{s j} \delta_{r i} \delta_{q l} \delta_{p k} . \tag{3.E.40}
\end{align*}
$$

Applying $\mathcal{F}_{J}$ on $X^{2}$, the only non-vanishing part that needs to be considered is displayed in Eq. (3.E.36). We will list the results for each of the four sums below. The derivative contributions from the first sum result in

$$
\begin{equation*}
\mathcal{F}_{J} \sum_{k, l=1}^{N_{f}} \frac{-J_{k}^{*} J_{l}^{*} J_{k} J_{l}}{\left(1-e^{-i \tilde{\alpha}_{k}}\right)\left(1-e^{-i \tilde{\alpha}_{l}}\right)}=\frac{2\left(\delta_{p s} \delta_{q r}-\delta_{q s} \delta_{p r}\right)}{\left(1-e^{-i \tilde{\alpha}_{q}}\right)\left(1-e^{-i \tilde{\alpha}_{p}}\right)}, \tag{3.E.41}
\end{equation*}
$$

the derivative on the second sum in Eq. (3.E.36) gives

$$
\begin{align*}
& i \mathcal{F}_{J} \sum_{k, v, w=1}^{N_{f}} \frac{J_{k}^{*} J_{v}^{*} J_{k} J_{w} \mathcal{M}_{v, w}-J_{k}^{*} J_{w}^{*} J_{k} J_{v} \mathcal{M}_{v+N_{f}, w+N_{f}}}{1-e^{-i \tilde{\alpha}_{k}}} \\
& =\frac{2 i\left(\delta_{q s} \mathcal{M}_{r, p}-\delta_{q r} \mathcal{M}_{s, p}\right)}{1-e^{-i \tilde{\alpha}_{q}}}-\frac{2 i\left(\delta_{p s} \mathcal{M}_{r, q}-\delta_{p r} \mathcal{M}_{s, q}\right)}{1-e^{-i \tilde{\alpha}_{p}}} . \tag{3.E.42}
\end{align*}
$$

By applying the derivatives $\mathcal{F}_{J}$ w.r.t. the Grassmann variables on the third and fourth terms of Eq. (3.E.36), we end up with the following expression,

$$
\begin{align*}
& \mathcal{F}_{J} \sum_{k, l, v, w=1}^{N_{f}} J_{k}^{*} J_{v}^{*} J_{l} J_{w} \mathcal{M}_{k, l} \mathcal{M}_{v, w}-\frac{1}{2} \mathcal{F}_{J} \sum_{k, l, v, w=1}^{N_{f}} J_{k}^{*} J_{l}^{*} J_{v} J_{w} \mathcal{M}_{k, l+N_{f}} \mathcal{M}_{v+N_{f}, w} \\
= & 2\left(\mathcal{M}_{r, p} \mathcal{M}_{s, q}-\mathcal{M}_{r, q} \mathcal{M}_{s, p}-\mathcal{M}_{s, r+N_{f}} \mathcal{M}_{q+N_{f}, p}\right) . \tag{3.E.43}
\end{align*}
$$

Inserting the results of Eqs. (3.E.41)-(3.E.43) into Eq. (3.E.35), we get

$$
\begin{align*}
\mathcal{A}_{p^{\dagger} q^{\dagger} r s}= & \mathcal{A}\left(\frac{\left(\delta_{p s} \delta_{q r}-\delta_{q s} \delta_{p r}\right)}{\left(1-e^{-i \tilde{\alpha}_{q}}\right)\left(1-e^{-i \tilde{\alpha}_{p}}\right)}+\frac{i \delta_{q s}}{1-e^{-i \tilde{\alpha}_{q}}} \mathcal{M}_{r, p}-\frac{i \delta_{p s}}{1-e^{-i \tilde{\alpha}_{p}}} \mathcal{M}_{r, q}-\frac{i \delta_{q r}}{1-e^{-i \tilde{\alpha}_{q}}} \mathcal{M}_{s, p}\right. \\
& \left.+\frac{i \delta_{p r}}{1-e^{-i \tilde{\alpha}_{p}}} \mathcal{M}_{s, q}+\mathcal{M}_{r, p} \mathcal{M}_{s, q}-\mathcal{M}_{r, q} \mathcal{M}_{s, p}-\mathcal{M}_{s, r+N_{f}} \mathcal{M}_{q+N_{f}, p}\right) \\
= & \mathcal{A}\left(\left(\frac{\delta_{p s}}{1-e^{-i \tilde{\alpha}_{p}}}-i \mathcal{M}_{s, p}\right)\left(\frac{\delta_{q r}}{1-e^{-i \tilde{\alpha}_{q}}}-i \mathcal{M}_{r, q}\right)\right. \\
& \left.-\left(\frac{\delta_{p r}}{1-e^{-i \tilde{\alpha}_{p}}}-i \mathcal{M}_{r, p}\right)\left(\frac{\delta_{q s}}{1-e^{-i \tilde{\alpha}_{q}}}-i \mathcal{M}_{s, q}\right)+(-i)^{2} \mathcal{M}_{q+N_{f}, p} \mathcal{M}_{s, r+N_{f}}\right) \tag{3.E.44}
\end{align*}
$$

Eq. (3.E.44) was written in order to highlight the factorization of the fourth-order expression into second-order expressions. We know that the expectation value w.r.t. some Gaussian state (indicated by the lower script GS') of a quartic fermionic operator transforms due to Wick's theorem as

$$
\begin{equation*}
\left\langle c_{p}^{\dagger} c_{q}^{\dagger} c_{r} c_{s}\right\rangle_{\mathrm{GS}^{\prime}}=\left\langle c_{p}^{\dagger} c_{s}\right\rangle_{\mathrm{GS}^{\prime}}\left\langle c_{q}^{\dagger} c_{r}\right\rangle_{\mathrm{GS}^{\prime}}-\left\langle c_{p}^{\dagger} c_{r}\right\rangle_{\mathrm{GS}^{\prime}}\left\langle c_{q}^{\dagger} c_{s}\right\rangle_{\mathrm{GS}^{\prime}}+\left\langle c_{p}^{\dagger} c_{q}^{\dagger}\right\rangle_{\mathrm{GS}^{\prime}}\left\langle c_{r} c_{s}\right\rangle_{\mathrm{GS}^{\prime}} \tag{3.E.45}
\end{equation*}
$$

identical to the splitting in the second line of Eq. 3.E.44 w.r.t. the the second-order monomials as given in Eq. (3.E.25), i.e.

$$
\begin{equation*}
\frac{\mathcal{A}_{p^{\dagger} q^{\dagger} r s}}{\mathcal{A}}=\left(\frac{\mathcal{A}_{p^{\dagger} s}}{\mathcal{A}} \frac{\mathcal{A}_{q^{\dagger} r}}{\mathcal{A}}-\frac{\mathcal{A}_{p^{\dagger} r}}{\mathcal{A}} \frac{\mathcal{A}_{q^{\dagger} s}}{\mathcal{A}}+\frac{\mathcal{A}_{p^{\dagger} q^{\dagger}}}{\mathcal{A}} \frac{\mathcal{A}_{r s}}{\mathcal{A}}\right) \tag{3.E.46}
\end{equation*}
$$

Section 3.F

## SYMMETRY PROPERTIES OF THE FERMIONIC EXPECTATION VALUES

So far, we have neglected the superscript $\tilde{\alpha}$, which in our case are most commonly of the form $\alpha_{p q}^{\mathrm{FA}}(k)$ and $\beta_{p q r s}^{\mathrm{FA}}(k)$. We will also use the symmetry properties of $f_{p q}^{\mathrm{FA}}$ and $h_{p q r s}^{\mathrm{FA}}$, all defined in Eqs. (3.3.22)-(3.3.25). By definition, we have

$$
\begin{equation*}
\alpha_{p q}^{\mathrm{FA}}(k)=-\alpha_{q p}^{\mathrm{FA}}(k) \tag{3.F.1}
\end{equation*}
$$

and

$$
\begin{gather*}
\beta_{p q r s}^{\mathrm{FA}}(k)=\beta_{q p r s}^{\mathrm{FA}}(k)=\beta_{p q s r}^{\mathrm{FA}}(k)=\beta_{q p s r}^{\mathrm{FA}}(k) \\
=-\beta_{s r q p}^{\mathrm{FA}}(k)=-\beta_{r s q p}^{\mathrm{FA}}(k)=-\beta_{s r p q}^{\mathrm{FA}}(k)=-\beta_{r s p q}^{\mathrm{FA}}(k) . \tag{3.F.2}
\end{gather*}
$$

Given the definition of the second-order expressions in Eq. (3.3.28),

$$
\begin{equation*}
\mathcal{A}_{p^{\dagger} q}^{\tilde{\alpha}}=\left\langle e^{i \sum_{j} \tilde{\alpha}(j) n_{j}^{f}} c_{p}^{\dagger} c_{q}\right\rangle_{\mathrm{GS}}, \tag{3.F.3}
\end{equation*}
$$

we compute its adjoint,

$$
\begin{equation*}
\left(\mathcal{A}_{p^{\dagger} q}^{\tilde{\alpha}}\right)^{*}=\left\langle c_{q}^{\dagger} c_{p} e^{-i \sum_{j} \tilde{\alpha}(j) n_{j}^{f}}\right\rangle_{\mathrm{GS}}, \tag{3.F.4}
\end{equation*}
$$

where we always assume that $\tilde{\alpha}(j)^{*}=\tilde{\alpha}(j)$, which holds for all expressions we encounter in this work, see e.g. Eqs. (3.3.24)-(3.3.25). We can move the exponential expression past the quadratic fermionic operator by means of Eq. (3.3.16), such that Eq. (3.F.4) can be written as

$$
\begin{equation*}
\left(\mathcal{A}_{p^{\dagger} q}^{\tilde{\alpha}}\right)^{*}=e^{i(\tilde{\alpha}(q)-\tilde{\alpha}(p))}\left\langle e^{-i \sum_{j} \tilde{\alpha}(j) n_{j}^{f}} c_{q}^{\dagger} c_{p}\right\rangle_{\mathrm{GS}} . \tag{3.F.5}
\end{equation*}
$$

Similarly, we obtain

$$
\begin{equation*}
\left(\mathcal{A}_{p^{\dagger} q^{\dagger} r s}^{\tilde{\alpha}}\right)^{*}=e^{i(\tilde{\alpha}(s)+\tilde{\alpha}(r)-\tilde{\alpha}(q)-\tilde{\alpha}(p))}\left\langle e^{-i \sum_{j} \tilde{\alpha}(j) n_{j}} c_{s}^{\dagger} c_{r}^{\dagger} c_{q} c_{p}\right\rangle . \tag{3.F.6}
\end{equation*}
$$

## 3.F. 1 Expectation values belonging to one-body terms

Here, we consider one-body terms of the form $f_{p q}^{\mathrm{FA}} \mathcal{A}_{p^{f} q}^{\mathrm{q}_{\mathrm{pq}}^{\mathrm{FA}}}$ which appear in Eq. 3.3.29). For such terms, the phase factors in Eq. (3.F.5) are given by Eq. (3.3.24) and we have

$$
\begin{equation*}
\mathcal{A}_{p^{\dagger} q}^{\alpha_{p}^{\mathrm{FA}}}=\left\langle e^{i \sum_{j} \alpha_{p q}^{\mathrm{FA}}(j) n_{j}^{f}} c_{p}^{\dagger} c_{q}\right\rangle_{\mathrm{GS}} . \tag{3.F.7}
\end{equation*}
$$

Computing the adjoint of the above expression using Eqs. (3.F.1) and (3.F.5) yields

$$
\begin{equation*}
\left(\mathcal{A}_{p^{\top} q}^{\alpha_{q}^{\mathrm{FA}}}\right)^{*}=e^{i\left(\alpha_{p q}^{\mathrm{FA}}(q)-\alpha_{p q}^{\mathrm{FA}}(p)\right)}\left\langle e^{-i \sum_{j} \tilde{\alpha}_{p q}^{\mathrm{FA}}(j) n_{j}^{f}} c_{q}^{\dagger} c_{p}\right\rangle_{\mathrm{GS}}=e^{-i\left(\omega_{p q}+\omega_{q p}\right)}\left\langle e^{i \sum_{j} \tilde{\alpha}_{q p}^{\mathrm{FA}}(j) n_{j}^{f}} c_{q}^{\dagger} c_{p}\right\rangle_{\mathrm{GS}} . \tag{3.F.8}
\end{equation*}
$$

We now compute the adjoint of the rotated fermionic one-body integrals, since $f_{p q}^{*}=f_{q p}$,

$$
\begin{equation*}
\left(f_{p q}^{\mathrm{FA}}\right)^{*}=f_{p q} e^{i\left(\omega_{p q}\right)} \tag{3.F.9}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\left(f_{p q}^{\mathrm{FA}}\right)^{*}\left(\mathcal{A}_{p^{\ddagger} q}^{\alpha_{p}^{\mathrm{FA}}}\right)^{*}=f_{q p}^{\mathrm{FA}} \mathcal{A}_{q^{\dagger} p}^{\alpha_{q}^{\mathrm{FA}}} . \tag{3.F.10}
\end{equation*}
$$

## 3.F. 2 Expectation values belonging to quartic terms

 Eqs. (3.F.2) and (3.F.6), we get

$$
\begin{align*}
& \left(h_{p q r s}^{\mathrm{FA}}\right)^{*}\left(\mathcal{A}_{p^{\dagger} q^{\dagger} r s}^{\beta_{p}^{\mathrm{FA}}}\right)^{*}=e^{i\left(\beta_{p q r s}^{\mathrm{FA}}(s)+\beta_{p q r s}^{\mathrm{FA}}(r)-\beta_{p q r s}^{\mathrm{FA}}(q)-\beta_{\text {Fqrs }}^{\mathrm{FA}}(p)\right.}\left\langle e^{-i \sum_{j} \beta_{p q r s}^{\mathrm{FA}}(j) n_{j}} c_{s}^{\dagger} c_{r}^{\dagger} c_{q} c_{p}\right\rangle \\
& =h_{s r q p}^{\mathrm{FA}} \mathcal{A}_{s^{\prime} r^{\top} \uparrow q p}^{\beta_{q-}^{\mathrm{FA}}} . \tag{3.F.11}
\end{align*}
$$

Section 3.G

# Derivatives of $\mathcal{A}$ and $\mathcal{G}$ w.r.t. the COVARIANCE MATRIX $\Gamma_{m}$ AND VARIATIONAL PARAMETERS $\omega$ 

Throughout this section, we will again ignore the superscript $\tilde{\alpha}$, since we are only looking at a single expression. The purpose of the following subsections is to present the matrix derivatives of $\mathcal{A}$ and $\mathcal{G}$ w.r.t. all variational parameters, as they are useful for the VM, HITGD, and other approaches.

## 3.G. 1 Computing the gradient of a Pfaffian

We compute the gradient of the Pfaffian of a $(2 n \times 2 n)$-non-singular, skew-symmetric Matrix $A$ and use that that the square of the Pfaffian yields the determinant of the respective matrix,

$$
\begin{equation*}
\operatorname{Pf}(A)^{2}=\operatorname{det}(A) \tag{3.G.1}
\end{equation*}
$$

Since the Pfaffian is just a number, we can compute the gradient of the above equation to be

$$
\begin{equation*}
2 \operatorname{Pf}(A) \frac{d}{d A_{i j}} \operatorname{Pf}(A)=\frac{d}{d A_{i j}} \operatorname{det}(A)=\operatorname{det}(A) \operatorname{tr}\left[A^{-1} \frac{d}{d A_{i j}} A\right] . \tag{3.G.2}
\end{equation*}
$$

We consider the trace expression,

$$
\begin{equation*}
\operatorname{tr}\left[A^{-1} \frac{d}{d A_{i j}} A\right]=\sum_{p, q} A_{p q}^{-1}\left(\frac{d}{d A_{i j}} A\right)_{q p}=\sum_{p, q}\left(A^{-1}\right)_{p q} \delta_{q i} \delta_{p j}=\left(A^{-1}\right)_{j i} . \tag{3.G.3}
\end{equation*}
$$

Inserting Eq. (3.G.3) into Eq. (3.G.2) and using Eq. (3.G.1) gives

$$
\begin{equation*}
\frac{d}{d A_{i j}} \operatorname{Pf}(A)=\frac{1}{2} \operatorname{Pf}(A)\left(A^{-1}\right)_{j i} . \tag{3.G.4}
\end{equation*}
$$

Since the matrix $\Gamma_{F}$ as defined in Eq. (3.4.62) - which is the argument of the Pfaffian in $\mathcal{A}$-is anti-symmetric, we can use Eq. (3.G.4).

## 3.G. 2 Derivative of $\mathcal{A}$ with respect to the covariance matrix $\Gamma_{m}$

The matrix-derivative on the inverse of a square matrix $Y$ is given by

$$
\begin{equation*}
\frac{\partial Y^{-1}}{\partial X_{i j}}=-Y^{-1} \frac{\partial Y}{\partial X_{i j}} Y^{-1} \tag{3.G.5}
\end{equation*}
$$

which follows from $Y Y^{-1}=\mathbb{1}$. We are interested in the derivative

$$
\begin{equation*}
\frac{d \mathcal{A}}{\left(d \Gamma_{m}\right)_{i j}}=s_{N_{f}}\left(\frac{1}{2}\right)^{N_{f}} \frac{d}{\left(d \Gamma_{m}\right)_{i j}} \operatorname{Pf}\left(\Gamma_{F}\right), \tag{3.G.6}
\end{equation*}
$$

where the derivative of the Pfaffian can be computed using the results from Appendix 3.G.1,

$$
\begin{align*}
\frac{d \operatorname{Pf}\left(\Gamma_{F}\right)}{d\left(\Gamma_{m}\right)_{i j}} & =\sum_{l, m=1}^{2 N_{f}}\left(\frac{d \operatorname{Pf}\left(\Gamma_{F}\right)}{d\left(\Gamma_{F}\right)_{l m}}\right)\left(\frac{d\left(\Gamma_{F}\right)_{l m}}{d\left(\Gamma_{m}\right)_{i j}}\right) \\
& =\frac{1}{2} \operatorname{Pf}\left(\Gamma_{F}\right)\left(\Gamma_{F}^{-1}\right)_{j i} \sqrt{1-e^{i \tilde{\alpha}_{i i}}} \sqrt{1-e^{i \tilde{\alpha}_{j j}}} \tag{3.G.7}
\end{align*}
$$

which leads to

$$
\begin{equation*}
\frac{d \mathcal{A}}{d\left(\Gamma_{m}\right)_{i j}}=\frac{1}{2} \mathcal{A}\left(\Gamma_{F}^{-1}\right)_{j i} \sqrt{1-e^{i \tilde{\alpha}_{i i}}} \sqrt{1-e^{i \tilde{\alpha}_{j j}}} . \tag{3.G.8}
\end{equation*}
$$

We note that since $\Gamma_{F}^{T}=-\Gamma_{F}$ and-using its definition in Eq. (3.6.21) - we can rewrite Eq. (3.G.8) as

$$
\begin{equation*}
\frac{d \mathcal{A}}{d\left(\Gamma_{m}\right)_{i j}}=\mathcal{F}_{i, j} \mathcal{A} \tag{3.G.9}
\end{equation*}
$$

which leads to following anti-symmetry

$$
\begin{equation*}
\frac{d \mathcal{A}}{d\left(\Gamma_{m}\right)_{j i}}=-\frac{d \mathcal{A}}{d\left(\Gamma_{m}\right)_{i j}}, \tag{3.G.10}
\end{equation*}
$$

a property that will be of particular interest for Appendix 3.L.

## 3.G. 3 Derivative of $\mathcal{G}$ with respect to the covariance matrix $\Gamma_{m}$

In the following, we simplify notation by defining

$$
\begin{equation*}
\mathcal{D}=\mathbb{1}_{2 N_{f}}+\frac{1}{2}\left(1-e^{i \tilde{\alpha}}\right)\left(\Upsilon \Gamma_{m}-\mathbb{1}_{2 N_{f}}\right) \tag{3.G.11}
\end{equation*}
$$

which is the denominator $\mathcal{G}$. By using the product rule of differentiation, we get

$$
\begin{equation*}
\left(\frac{d}{d\left(\Gamma_{m}\right)_{i j}} \mathcal{G}\right)_{k l}=\left(\left[\frac{d}{d\left(\Gamma_{m}\right)_{i j}}\left(\Gamma_{m}+\Upsilon\right)\right] \mathcal{D}^{-1}\right)_{k l}+\left(\left[\Gamma_{m}+\Upsilon\right] \frac{d}{d\left(\Gamma_{m}\right)_{i j}} \mathcal{D}^{-1}\right)_{k l} \tag{3.G.12}
\end{equation*}
$$

The first term on the right-hand side of Eq. (3.G.12) gives

$$
\begin{equation*}
\left(\left[\frac{d}{d\left(\Gamma_{m}\right)_{i j}}\left(\Gamma_{m}+\Upsilon\right)\right] \mathcal{D}^{-1}\right)_{k l}=\delta_{i k}\left(\mathcal{D}^{-1}\right)_{j l}, \tag{3.G.13}
\end{equation*}
$$

while the second term can be computed using Eq. (3.G.5),

$$
\begin{equation*}
\left(\frac{d \mathcal{D}^{-1}}{d\left(\Gamma_{m}\right)_{i j}}\right)_{p l}=-\frac{1}{2}\left(\mathcal{D}^{-1}\left(1-e^{i \tilde{\alpha}}\right) \Upsilon\right)_{p i}\left(\mathcal{D}^{-1}\right)_{j l} \tag{3.G.14}
\end{equation*}
$$

Inserting Eqs. (3.G.13) and (3.G.14) into Eq. (3.G.12) gives

$$
\begin{equation*}
\left(\frac{d \mathcal{G}}{d\left(\Gamma_{m}\right)_{i j}}\right)_{k l}=\delta_{i k}\left(\mathcal{D}^{-1}\right)_{j l}-\frac{1}{2}\left(\mathcal{G}\left(1-e^{i \tilde{\alpha}}\right) \Upsilon\right)_{k i}\left(\mathcal{D}^{-1}\right)_{j l} \tag{3.G.15}
\end{equation*}
$$

By using the definition of $\mathcal{L}$ in Eq. (3.6.20) and

$$
\begin{equation*}
\mathcal{R}=\mathcal{D}^{-1}=\left(\mathbb{1}_{2 N_{f}}+\frac{1}{2}\left(1-e^{i \tilde{\alpha}}\right)\left(\Upsilon \Gamma_{m}-\mathbb{1}_{2 N_{f}}\right)\right)^{-1} \tag{3.G.16}
\end{equation*}
$$

which depends on the variational parameters $\xi$ and $\omega$, we can simplify Eq. 3.G.15 to

$$
\begin{equation*}
\left(\frac{d \mathcal{G}}{d\left(\Gamma_{m}\right)_{i j}}\right)_{k l}=\mathcal{L}_{k i} \mathcal{R}_{j l} . \tag{3.G.17}
\end{equation*}
$$

Thus, we have

$$
\begin{equation*}
\frac{d \mathcal{G}}{d\left(\Gamma_{m}\right)_{i j}}=\mathcal{L}|i\rangle\langle j| \mathcal{R} \tag{3.G.18}
\end{equation*}
$$

Note that these results can also be obtained by using the relation $d \Gamma_{m} /\left(d \Gamma_{m}\right)_{k l}=e_{k} e_{l}^{T}$, where $e_{k}=\left(0_{1}, \ldots, 1_{k}, \ldots, 0_{2 N_{f}}\right)^{T}$.

Using the definitions of Eqs. (3.6.20) and (3.G.16), Eq. (3.E.20) and Eq. (3.4.69), we will derive an important identity relating $\mathcal{L}$ with $\mathcal{R}$. First, we compute the transpose of the latter, resulting in

$$
\begin{equation*}
\mathcal{R}^{T}=-\left(\frac{1}{2}\left(1-e^{i \tilde{\alpha}}\right)\right)^{-1} \Upsilon \Gamma_{H}^{-1} \tag{3.G.19}
\end{equation*}
$$

We then rewrite

$$
\begin{equation*}
\mathcal{L}=\left(\Gamma_{H}-\Gamma_{m}-\Upsilon\right) \Gamma_{H}^{-1}=-\left(\frac{1+e^{i \tilde{\alpha}}}{1-e^{i \tilde{\alpha}}}+1\right) \Upsilon \Gamma_{H}^{-1} \tag{3.G.20}
\end{equation*}
$$

which by comparison with Eq. 3.G.19) leads to

$$
\begin{equation*}
\mathcal{L}=\mathcal{R}^{T} \tag{3.G.21}
\end{equation*}
$$

The above identity is motivation for rewriting the matrix derivative of the matrix $\mathcal{G}$ w.r.t. the CM $\Gamma_{m}$ that was presented in Appendix 3.G.3. By using the skew-symmetry of the CM and understanding the matrix $\mathcal{G}=\mathcal{G}\left(\Gamma_{m}\right)$ in Eq. (3.4.69) as a function of the CM $\Gamma_{m}$ (and of course of the parameters $\tilde{\alpha}$, which are however irrelevant in the following consideration), the following identity holds,

$$
\begin{equation*}
\mathcal{G}\left(\Gamma_{m}\right)=\frac{1}{2}\left(\mathcal{G}\left(\Gamma_{m}\right)+\mathcal{G}\left(-\Gamma_{m}^{T}\right)\right) . \tag{3.G.22}
\end{equation*}
$$

From Eq. (3.G.18) and due the property of Eq. 3.G.21), we know that the derivative of the first term on the right-hand side of Eq. (3.G.22) is given by

$$
\begin{equation*}
\frac{d \mathcal{G}\left(\Gamma_{m}\right)_{k l}}{d\left(\Gamma_{m}\right)_{i j}}=\mathcal{L}_{k i} \mathcal{L}_{l j} . \tag{3.G.23}
\end{equation*}
$$

Similarly, one can show that the derivative of the second term on the right-hand side of Eq. (3.G.22) is given by

$$
\begin{equation*}
\frac{d \mathcal{G}\left(-\Gamma_{m}^{T}\right)_{k l}}{d\left(\Gamma_{m}\right)_{i j}}=-\mathcal{L}_{l i} \mathcal{L}_{k j} . \tag{3.G.24}
\end{equation*}
$$

## EfFICIENTLY COMPUTABLE APPROXIMATE GROUND STATES FOR STRONGLY Interacting fermionic systems beyond Gaussian states

Inserting Eqs. (3.G.23)-(3.G.24) in combination with Eq. (3.G.22) leads to

$$
\begin{equation*}
\frac{d \mathcal{G}\left(\Gamma_{m}\right)_{k l}}{d\left(\Gamma_{m}\right)_{i j}}=\frac{1}{2}\left(\mathcal{L}_{k i} \mathcal{L}_{l, j}-\mathcal{L}_{l i} \mathcal{L}_{k j}\right), \tag{3.G.25}
\end{equation*}
$$

or, in matrix representation

$$
\begin{equation*}
\frac{d \mathcal{G}\left(\Gamma_{m}\right)}{d\left(\Gamma_{m}\right)_{i j}}=\frac{1}{2} \mathcal{L}(|i\rangle\langle j|-|j\rangle\langle i|) \mathcal{L}^{T} . \tag{3.G.26}
\end{equation*}
$$

From the anti-symmetry inherent to Eq. (3.G.26), it follows that

$$
\begin{equation*}
\frac{d \mathcal{G}\left(\Gamma_{m}\right)}{d\left(\Gamma_{m}\right)_{j i}}=-\frac{d \mathcal{G}\left(\Gamma_{m}\right)}{d\left(\Gamma_{m}\right)_{i j}} \tag{3.G.27}
\end{equation*}
$$

We note that taking the representation on the right-hand side of Eq. (3.G.22) is necessary, since we are dealing with the derivative of a structured matrix. Alternatively one could also take the left-hand side of Eq. (3.G.22, but would then have to use a differential operator which takes into account the structure of the respective matrix.

## 3.G. 4 Derivative of $\mathcal{A}$ with respect to the NGS variational parameters $\omega$

We are interested in the derivative

$$
\begin{equation*}
\frac{d \mathcal{A}}{d \omega_{i j}}=s_{N_{f}}\left(\frac{1}{2}\right)^{N_{f}} \frac{d \operatorname{Pf}\left(\Gamma_{F}\right)}{d \omega_{i j}} . \tag{3.G.28}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\frac{d \operatorname{Pf}\left(\Gamma_{F}\right)}{d \omega_{i j}}=\sum_{l, m=1}^{2 N_{f}}\left(\frac{d \operatorname{Pf}\left(\Gamma_{F}\right)}{d\left(\Gamma_{F}\right)_{l m}}\right)\left(\frac{d\left(\Gamma_{F}\right)_{l m}}{d \omega_{i j}}\right) \tag{3.G.29}
\end{equation*}
$$

As mentioned in the main text, the explicit form of the parameters $\tilde{\alpha}(j)$ depends on whether the term at hand belongs to one- or two-body terms in Eq. (3.3.29). For the one-body (two-body) terms $H_{1}\left(H_{2}\right)$, the coefficients $\tilde{\alpha}(j)$ are given by Eq. (3.3.24) (Eq. 3.3.25), i.e. $\alpha_{p q}^{\mathrm{FA}}\left(\beta_{p q r s}^{\mathrm{FA}}\right)$. We first look at the last term in Eq. 3.G.29,

$$
\begin{equation*}
\frac{d\left(\Gamma_{F}\right)_{l m}}{d \omega_{i j}}=\sum_{k=1}^{N_{f}} \frac{d\left(\Gamma_{F}\right)_{l m}}{d \tilde{\alpha}(k)} \frac{d \tilde{\alpha}(k)}{d \omega_{i j}}, \tag{3.G.30}
\end{equation*}
$$

where

$$
\begin{align*}
\frac{d\left(\Gamma_{F}\right)_{l m}}{d \tilde{\alpha}(k)}= & -\frac{i e^{i \tilde{\alpha}(k)}}{2 \sqrt{1-e^{i \alpha(k)}}}\left(\Gamma_{m}\right)_{l, m}\left[\left(\delta_{l, k}+\delta_{l, k+N_{f}}\right) \sqrt{1-e^{i \tilde{\alpha}(m)}}\right. \\
& \left.+\left(\delta_{m, k}+\delta_{m, k+N_{f}}\right) \sqrt{1-e^{i \tilde{\alpha}(l)}}\right]-i\left(\sigma \otimes e^{i \tilde{\alpha}}\right)_{l m} \tag{3.G.31}
\end{align*}
$$

and we defined

$$
e^{i \tilde{\alpha}}=\left(\begin{array}{ccc}
e^{i \tilde{\alpha}(1)} & &  \tag{3.G.32}\\
& \ddots & \\
& & e^{i \tilde{\alpha}\left(N_{f}\right)}
\end{array}\right)
$$

Turning now to the second term in Eq. (3.G.30) using Eqs. (3.3.24) and (3.3.25),

$$
\frac{d \tilde{\alpha}(k)}{d \omega_{i j}}= \begin{cases}\delta_{k, i} \delta_{q, j}-\delta_{k, i} \delta_{p, j}, & \left(H_{1}\right)  \tag{3.G.33}\\ \delta_{k, i} \delta_{r, j}+\delta_{k, i} \delta_{s, j}-\delta_{k, i} \delta_{p, j}-\delta_{k, i} \delta_{q, j}, & \left(H_{2}\right)\end{cases}
$$

where $\left(H_{1}\right)$ refers to the case $\tilde{\alpha}(k)=\alpha_{p q}^{\mathrm{FA}}(k)$ and $\left(H_{2}\right)$ refers to $\tilde{\alpha}(k)=\beta_{p q r s}^{\mathrm{FA}}(k)$. The first term on the right-hand side of Eq. 3.G.29) is given by the findings of Section 3.G.1.

$$
\begin{equation*}
\frac{d \operatorname{Pf}\left(\Gamma_{F}\right)}{d\left(\Gamma_{F}\right)_{l m}}=\frac{1}{2} \operatorname{Pf}\left(\Gamma_{F}\right)\left(\Gamma_{F}^{-1}\right)_{m l} . \tag{3.G.34}
\end{equation*}
$$

Eqs. 3.G.31, 3.G.33 and (3.G.34 give the derivative of $\mathcal{A}$ w.r.t. the variational parameters $\omega_{i j}$ of Eq. (3.G.28).

## 3.G. 5 Derivative of $\mathcal{G}$ with respect to the NGS variational parameters $\omega_{i j}$

In this subsection, we will compute

$$
\begin{equation*}
\left(\frac{d \mathcal{G}}{d \omega_{i j}}\right)_{k l}=\sum_{m=1}^{2 N_{f}}\left(\Gamma_{m}+\Upsilon\right)_{k m}\left(\frac{d}{d \omega_{i j}} \mathcal{D}^{-1}\right)_{m l} \tag{3.G.35}
\end{equation*}
$$

where $\mathcal{D}$ was defined in Eq. (3.G.11) and the derivative of its inverse can be computed from Eq. (3.G.5),

$$
\begin{equation*}
\left(\frac{d \mathcal{D}^{-1}}{d \omega_{i j}}\right)_{m l}=-\sum_{v, w=1}^{2 N_{f}}\left(\mathcal{D}^{-1}\right)_{m v}\left(\frac{d \mathcal{D}}{d \omega_{i j}}\right)_{v w}\left(\mathcal{D}^{-1}\right)_{w l} \tag{3.G.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\left(\frac{d \mathcal{D}}{d \omega_{i j}}\right)_{v w}=\sum_{n=1}^{N_{f}}\left(\frac{d \mathcal{D}}{d \tilde{\alpha}(n)}\right)_{v w} \frac{d \tilde{\alpha}(n)}{d \omega_{i j}} . \tag{3.G.37}
\end{equation*}
$$

We compute

$$
\begin{equation*}
\left(\frac{d \mathcal{D}}{d \tilde{\alpha}(n)}\right)_{v w}=-\frac{i}{2} e^{i \tilde{\alpha}(n)}\left(\delta_{n, v}+\delta_{n+N_{f}, v}\right)\left(\Upsilon \Gamma_{m}-\mathbb{1}_{2 N_{f}}\right)_{v w} \tag{3.G.38}
\end{equation*}
$$

Inserting Eqs.(3.G.33) and (3.G.38) into Eq. (3.G.37) leads to two expressions, depending on whether case $\left(H_{1}\right)$ or $\left(H_{2}\right)$ applies. For terms belonging to case $\left(H_{1}\right)$, we have

$$
\begin{equation*}
\left(\frac{d \mathcal{D}}{d \omega_{i j}}\right)_{v w}=-\frac{i}{2} \sum_{n=1}^{N_{f}} e^{i \tilde{\alpha}(n)}\left(\delta_{n, v}+\delta_{n+N_{f}, v}\right)\left(\Upsilon \Gamma_{m}-\mathbb{1}_{2 N_{f}}\right)_{v w}\left(\delta_{n, i} \delta_{q, j}-\delta_{n, i} \delta_{p, j}\right) \tag{3.G.39}
\end{equation*}
$$

We obtain a similar expression for case $\left(H_{2}\right)$. Inserting Eqs. 3.G.37)- 3.G.39 into Eq. (3.G.36) and using Eq. (3.G.33), we obtain

$$
\begin{align*}
& \left(\frac{d \mathcal{D}^{-1}}{d \omega_{i j}}\right)_{m l} \\
= & \left\{\begin{array}{l}
\frac{i}{2} e^{i \tilde{\alpha}(i)}\left[\left(D^{-1}\right)_{m, i}\left(\left(\Upsilon \Gamma_{m}-\mathbb{1}\right) \mathcal{D}^{-1}\right)_{i, l}+\left(D^{-1}\right)_{m, i+N_{f}}\left(\left(\Upsilon \Gamma_{m}-\mathbb{1}\right) \mathcal{D}^{-1}\right)_{i+N_{f}, l}\right]\left(\delta_{q, j}-\delta_{p, j}\right) \\
\text { for case }\left(H_{1}\right)_{,} \\
\frac{i}{2} e^{i \tilde{\alpha}(i)}\left[\left(D^{-1}\right)_{m, i}\left(\left(\Upsilon \Gamma_{m}-\mathbb{1}\right) \mathcal{D}^{-1}\right)_{i, l}+\left(D^{-1}\right)_{m, i+N_{f}}\left(\left(\Upsilon \Gamma_{m}-\mathbb{1}\right) \mathcal{D}^{-1}\right)_{i+N_{f}, l}\right] \\
\times\left(\delta_{r, j}+\delta_{s, j}-\delta_{p, j}-\delta_{q, j}\right) \text { for case }\left(H_{2}\right) .
\end{array}\right. \tag{3.G.40}
\end{align*}
$$

Inserting the results of Eq. 3.G.40 into Eq. 3.G.35) leads to the following expression for the derivative of $\mathcal{G}$ w.r.t. the variational parameters $\omega$,

$$
\begin{align*}
\left(\frac{d \mathcal{G}}{d \omega_{i j}}\right)_{k l}= & \frac{i}{2} e^{i \tilde{\alpha}_{i}}\left(\mathcal{G}_{k, i}(\Upsilon \mathcal{G})_{i, l}+\mathcal{G}_{k, i+N_{f}}(\Upsilon \mathcal{G})_{i+N_{f}, l}\right) \\
& \times\left\{\begin{array}{l}
\left(\delta_{q, j}-\delta_{p, j}\right) \text { for case }\left(H_{1}\right), \\
\left.\left(\delta_{r, j}+\delta_{s, j}-\delta_{p, j}-\delta_{q, j}\right) \text { for case ( } H_{2}\right),
\end{array}\right. \tag{3.G.41}
\end{align*}
$$

where we used the definition of $\mathcal{G}$ and the fact that $\Upsilon^{2}=-\mathbb{1}$.

Section 3.H

## Normal-ORDER EXPANSION OF A PRODUCT of Majorana operators

A sum of products of an even numbers of Majorana operators are elements of the Clifford algebra [3]. Let $\Xi$ denote such an (otherwise arbitrary) operator. Following the convention in [41], we define the $\left(2 N_{f} \times 2 N_{f}\right)$-matrix

$$
\begin{equation*}
\left(\Xi_{m}\right)_{i j}=4 \frac{d\langle\Xi\rangle_{\mathrm{GS}}}{d\left(\Gamma_{m}\right)_{i j}} . \tag{3.H.1}
\end{equation*}
$$

By the arguments of Appendix 3.B and more specifically, by Eq. (3.B.12), we can perform a normal-ordered expansion of $\Xi$ to quadratic order in the Majorana operators through

$$
\begin{equation*}
U_{\mathrm{GS}}^{\dagger} \Xi U_{\mathrm{GS}}=\langle\Xi\rangle_{\mathrm{GS}}+\frac{i}{4}: A^{T} U_{m}^{T} \Xi \Xi_{m} U_{m} A:+\delta \Xi, \tag{3.H.2}
\end{equation*}
$$

where $\delta \Xi$ denotes polynomials of Majorana operators of order four or higher. This normalordered expansion will be used for the derivation of the equations of motion of the CM in the following sections.

Section 3.I

## Computations for equations of motion UNDER IMAGINARY-TIME EVOLUTION

This section contains calculations needed to derive the equations of motion of the CM under imaginary-time evolution and is necessary for the ensuing Section 3.N.

## 3.I. 1 Moving the non-Gaussian operator to the left-hand side

In the following, we will pursue the strategy to move the non-Gaussian operator $U_{\mathrm{FA}}$ all the way to the left-hand side, more specifically, we write

$$
\begin{equation*}
d_{\tau}\left|\Psi_{\mathrm{NGS}}\right\rangle=U_{\mathrm{FA}}\left(\left(d_{\tau} U_{\mathrm{GS}}\right) U_{\mathrm{GS}}^{-1}+U_{\mathrm{FA}}^{-1} d_{\tau} U_{\mathrm{FA}}\right) U_{\mathrm{GS}}|0\rangle=U_{\mathrm{FA}}\left(u_{\mathrm{L}}+O\right)\left|\Psi_{\mathrm{GS}}\right\rangle \tag{3.I.1}
\end{equation*}
$$

where we defined

$$
\begin{align*}
u_{\mathrm{L}} & =\left(d_{\tau} U_{\mathrm{GS}}\right) U_{\mathrm{GS}}^{-1}  \tag{3.I.2}\\
O & =U_{\mathrm{FA}}^{-1} d_{\tau} U_{\mathrm{FA}} . \tag{3.I.3}
\end{align*}
$$

We will derive explicit expressions for Eqs. (3.I.2) and (3.I.3) in Sections 3.I.1 and 3.I.1.

## Computing the operator $u_{\text {L }}$

Independently of the form of the NGS Ansatz used, one can compute the operator $u_{\mathrm{L}}$ as defined in Eq. (3.I.2), by using the following identity that holds for any operator $J(\tau)$ [228]

$$
\begin{align*}
d_{\tau} e^{J(\tau)} & =\int_{0}^{1} d u e^{u J(\tau)}\left(d_{\tau} J(\tau)\right) e^{(1-u) J(\tau)} \\
& =\int_{0}^{1} d u e^{(1-u) J(\tau)}\left(d_{\tau} J(\tau)\right) e^{u J(\tau)} \tag{3.I.4}
\end{align*}
$$

We compute the time derivative of the Gaussian unitary operator

$$
\begin{align*}
d_{\tau} U_{\mathrm{GS}} & =\frac{i}{4} \int_{0}^{1} d u e^{\frac{i}{4} u A^{T} \xi A} A^{T}\left(d_{\tau} \xi\right) A e^{\frac{i}{4}(1-u) A^{T} \xi A} \\
& =\frac{i}{4} \int_{0}^{1} d u e^{\frac{i}{4} u A^{T} \xi A} A^{T}\left(d_{\tau} \xi\right) A e^{-\frac{i}{4} u A^{T} \xi A} U_{\mathrm{GS}} . \tag{3.I.5}
\end{align*}
$$

Similarly to Eq. (3.3.7), the following relation holds for Majorana operators

$$
\begin{equation*}
e^{\frac{i}{4} u A^{T} \xi A} A_{j} e^{-\frac{i}{4} u A^{T} \xi A}=\sum_{k=1}^{2 N_{f}}\left(e^{-i u \xi}\right)_{j k} A_{k}=\left(e^{-i u \xi} A\right)_{j} . \tag{3.I.6}
\end{equation*}
$$

Inserting Eq. (3.I.6) into Eq. (3.I.1) and using the anti-symmetry of the matrix $\xi$ yields

$$
\begin{equation*}
d_{\tau} U_{\mathrm{GS}}=\frac{1}{4} A^{T}\left(d_{\tau} U_{m}\right) U_{m}^{T} A U_{\mathrm{GS}}, \tag{3.I.7}
\end{equation*}
$$

as detailed in Appendix 3.P.4. We can insert the result of Eq. 3.I.7 back into the expression for $u_{\mathrm{L}}$ in Eq. (3.I.2), where the unitary Gaussian operators cancel to give

$$
\begin{equation*}
u_{\mathrm{L}}=\frac{1}{4} A^{T}\left(d_{\tau} U_{m}\right) U_{m}^{T} A \tag{3.I.8}
\end{equation*}
$$

## Computing the operator $O$

We turn to the second operator in Eq. (3.I.3), which will depend on the specific form of the non-Gaussian Ansatz chosen ${ }^{10}$. We will follow the same strategy as in Appendix 3.I.1, moving the operator to the left-hand side,

$$
\begin{equation*}
d_{\tau} U_{\mathrm{FA}}=\frac{i}{2} \sum_{i, j=1}^{N_{f}}\left(d_{\tau} \omega_{i j}\right): n_{i}^{f} n_{j}^{f}: U_{\mathrm{FA}}=U_{\mathrm{FA}} \frac{i}{2} \sum_{i, j=1}^{N_{f}}\left(d_{\tau} \omega_{i j}\right): n_{i}^{f} n_{j}^{f}: . \tag{3.I.9}
\end{equation*}
$$

By inserting Eq. (3.I.9) into Eq. (3.I.3), we observe that the two unitary operators cancel, resulting in

$$
\begin{equation*}
O=\frac{i}{2} \sum_{i, j=1}^{N_{f}}\left(d_{\tau} \omega_{i j}\right): n_{i}^{f} n_{j}^{f}: . \tag{3.I.10}
\end{equation*}
$$

## 3.I. 2 Compute the Gaussian transformation of $u_{L}$ and $O$

We start by rewriting the left-hand side of Eq. (3.I.1) to explicitly include the Gaussian unitary,

$$
\begin{equation*}
d_{\tau}\left|\Psi_{\mathrm{NGS}}\right\rangle=U_{\mathrm{FA}}\left(u_{\mathrm{L}}+O\right) U_{\mathrm{GS}}|0\rangle . \tag{3.I.11}
\end{equation*}
$$

The objective of this section is to move the Gaussian unitary $U_{\mathrm{GS}}$ right next to the entangling unitary $U_{\mathrm{FA}}$, such that

$$
\begin{equation*}
d_{\tau}\left|\Psi_{\mathrm{NGS}}\right\rangle=U_{\mathrm{FA}} U_{\mathrm{GS}} U_{\mathrm{L}}|0\rangle, \tag{3.I.12}
\end{equation*}
$$

with an operator $U_{\mathrm{L}}$ that acts on the fermionic vacuum state $|0\rangle$, given by

$$
\begin{equation*}
U_{\mathrm{L}}=U_{\mathrm{GS}}^{\dagger}\left(u_{\mathrm{L}}+O\right) U_{\mathrm{GS}} . \tag{3.I.13}
\end{equation*}
$$

The expressions for $u_{\mathrm{L}}$ and $O$ for the NGS Ansatz are given by Eqs. 3.I.8) and (3.I.10). In the next two subsections, we will compute the two terms appearing in Eq. (3.I.13) to get an expression for $U_{\mathrm{L}}$. We will make extensive use of the normal-ordered expansion of Gaussian-transformed operators of Eq. (3.H.2) in both, Appendices 3.I.2 and 3.I.2.

## Computing the Gaussian-transformed $u_{L}$

We express the first term on the right-hand side of Eq. (3.I.13) in normal order using Eq. (3.H.2) as

$$
\begin{equation*}
U_{\mathrm{GS}}^{\dagger} u_{\mathrm{L}} U_{\mathrm{GS}}=\left\langle u_{\mathrm{L}}\right\rangle_{\mathrm{GS}}+\frac{i}{4}: A^{T} U_{m}^{T} u_{\mathrm{L} m} U_{m} A: \tag{3.I.14}
\end{equation*}
$$

where higher order corrections $\delta u_{\mathrm{L}}$ do not appear since $u_{\mathrm{L}}$ only contains quadratic terms. The expression $u_{\mathrm{L} m}$ can be obtained by replacing $\Xi$ in Eq. (3.H.1) with $u_{\mathrm{L}}$. We can compute the expectation value w.r.t. the Gaussian state using the definition of the CM in Eq. (3.3.8), giving

$$
\begin{equation*}
\left\langle u_{\mathrm{L}}\right\rangle_{\mathrm{GS}}=\frac{i}{4} \operatorname{tr}\left[\left(d_{\tau} U_{m}\right) U_{m}^{T} \Gamma_{m}\right], \tag{3.I.15}
\end{equation*}
$$

[^39]see Appendix 3.P.5. We compute the $i$-th row and $j$-th column entry of the matrix $u_{\mathrm{L} m}$ by first writing the trace operation as a sum and then taking the derivative of Eq. (3.I.15) w.r.t. the CM,
\[

$$
\begin{equation*}
\left(u_{\mathrm{L} m}\right)_{i j}=i\left(\frac{d}{d \Gamma_{m}} \sum_{p, q, r=1}^{2 N_{f}}\left(d_{\tau} U_{m}\right)_{p q}\left(U_{m}^{T}\right)_{q r}\left(\Gamma_{m}\right)_{r p}\right)_{i j}=i \sum_{q=1}^{2 N_{f}}\left(d_{\tau} U_{m}\right)_{j q}\left(U_{m}^{T}\right)_{q i}, \tag{3.I.16}
\end{equation*}
$$

\]

which, using the orthogonality property of $U_{m}$, eventually leads to

$$
\begin{equation*}
U_{\mathrm{GS}}^{\dagger} u_{\mathrm{L}} U_{\mathrm{GS}}=\frac{i}{4} \operatorname{tr}\left[d_{\tau} U_{m} U_{m}^{T} \Gamma_{m}\right]+\frac{1}{4}: A^{T} U_{m}^{T}\left(d_{\tau} U_{m}\right) A: \tag{3.I.17}
\end{equation*}
$$

Computing the Gaussian-transformed $u_{L}$ and $U_{L}$
We express the second term on the right-hand side of Eq. (3.I.13) in normal order using Eq. (3.H.2) as

$$
\begin{equation*}
U_{\mathrm{GS}}^{\dagger} O U_{\mathrm{GS}}=\langle O\rangle_{\mathrm{GS}}+\frac{i}{4}: A^{T} U_{m}^{T} O_{m} U_{m} A:+\delta O . \tag{3.I.18}
\end{equation*}
$$

The time-evolution of the non-Gaussian variational parameters, $d_{\tau} \omega_{k l}$, has to be computed in each time step $\Delta \tau$ using Eqs. (3.6.4) or (3.7.10). Therefore, we can write the operator $u_{\mathrm{L}}$ appearing in Eq. (3.I.13) as

$$
\begin{equation*}
U_{\mathrm{L}}=\frac{i}{4} \operatorname{tr}\left[\left(d_{\tau} U_{m}\right) U_{m}^{T} \Gamma_{m}\right]+\langle O\rangle_{\mathrm{GS}}+\frac{1}{4}: A^{T} U_{m}^{T}\left(\left(d_{\tau} U_{m}\right)+i O_{m} U_{m}\right) A:+\delta O \tag{3.I.19}
\end{equation*}
$$

The specific form of $O_{m}$ is given in Appendix 3.J

Section 3.J

## Derivation of THE MEAN-FIELD NGS MATRIX

The explicit expression of $O_{m}$ in Eq. (3.I.19) can be obtained by replacing $\Xi$ in Eq. (3.H.1) with $O$, more specifically,

$$
\begin{equation*}
\left(O_{m}\right)_{i j}=-2 i \sum_{k, l=1}^{N_{f}}\left(d_{\tau} \omega_{k l}\right) \frac{d\left\langle c_{k}^{\dagger} c_{c}^{\dagger} c_{k} c_{l}\right\rangle_{\mathrm{GS}}}{d\left(\Gamma_{m}\right)_{i j}} \tag{3.J.1}
\end{equation*}
$$

where the last expectation value can be expressed in terms of the $\mathrm{CM} \Gamma_{m}$ (or, alternatively $\Gamma_{f}$ defined in Section 3.3.2) using Eq. (3.4.73). It is important to note, that we assume $k \neq l$ in the above sum, since we set the diagonal entries $\omega_{k k}=0$ for $k=1, \ldots, N_{f}$. First, we compute

$$
\begin{equation*}
\frac{\left\langle c_{k}^{\dagger} c_{l}^{\dagger} c_{k} c_{l}\right\rangle_{\mathrm{GS}}}{\mathcal{A}}=\left(\frac{\mathcal{A}_{k^{\dagger} l}}{\mathcal{A}} \frac{\mathcal{A}_{l^{\dagger} k}}{\mathcal{A}}-\frac{\mathcal{A}_{k^{\dagger} k}}{\mathcal{A}} \frac{\mathcal{A}_{l^{\dagger} l}}{\mathcal{A}}+\frac{\mathcal{A}_{k^{\dagger} l^{\dagger}}}{\mathcal{A}} \frac{\mathcal{A}_{k l}}{\mathcal{A}}\right) \tag{3.J.2}
\end{equation*}
$$

as a special case of Eq. (3.4.73), where we have set $\tilde{\alpha}(k)=0$ for all entries in the following (we will omit the phase factor entirely in what follows). This simplifies the expressions, since we can expression of Eq. (3.4.69) to

$$
\begin{equation*}
\mathcal{G}=\Gamma_{m}+\Upsilon \tag{3.J.3}
\end{equation*}
$$

and of Eq. (3.4.62) to

$$
\begin{equation*}
\Gamma_{F}=-2 \sigma \otimes \mathbb{1}_{N_{f}} . \tag{3.J.4}
\end{equation*}
$$

In order to compute $\mathcal{A}$ for $\tilde{\alpha}_{k}=0$, we have to compute the Pfaffian of Eq. (3.J.4),

$$
\begin{align*}
\operatorname{Pf}\left(\Gamma_{F}\right) & =(-2 i)^{N_{f}} \operatorname{Pf}\left(-i \sigma \otimes \mathbb{1}_{N_{f}}\right) \\
& =(-2 i)^{N_{f}}(-i)^{N_{f}^{2}} \tag{3.J.5}
\end{align*}
$$

We will now compute $\mathcal{A}$ of Eq. 3.4.68 for the two distinct cases, $N_{f}$ being an even $\left(N_{f}=2 n\right)$ or odd $\left(N_{f}=2 n+1\right)$ integer,

$$
\mathcal{A}=s_{N_{f}}\left(\frac{1}{2}\right)^{N_{f}} \operatorname{Pf}\left(\Gamma_{F}\right)=\left\{\begin{array}{l}
(-1)^{n}\left(\frac{1}{2}\right)^{2 n}(-2 i)^{2 n}(-i)^{4 n^{2}}  \tag{3.J.6}\\
(-1)^{\frac{N_{f}+1}{2}}\left(\frac{1}{2}\right)^{N_{f}}(-2 i)^{N_{f}}(-i)^{N_{f}^{2}}
\end{array}=1 .\right.
$$

Since $\mathcal{G}^{T}=-\mathcal{G}$, Eq. (3.J.2) reduces to

$$
\begin{equation*}
\left\langle c_{k}^{\dagger} c_{l}^{\dagger} c_{k} c_{l}\right\rangle_{\mathrm{GS}}=-\frac{1}{16}\left(\mathcal{G}_{\mathbf{k}^{\dagger} \mathbf{1}} \mathcal{G}_{1^{\dagger} \mathbf{k}}-\mathcal{G}_{\mathbf{k}^{\dagger} \mathbf{k}} \mathcal{G}_{\mathbf{l}^{\dagger 1}}+\mathcal{G}_{\mathbf{k}^{\dagger} \mathbf{1}^{\dagger}} \mathcal{G}_{\mathbf{k} \mathbf{l}}\right) \tag{3.J.7}
\end{equation*}
$$

Using Eq. (3.G.26) and noting that here, $\mathcal{L}=\mathbb{1}_{2 N_{f}}($ since $\tilde{\alpha}(k)=0$ ), we insert Eq. (3.J.7) into Eq. 3.J.1), resulting in

$$
\begin{align*}
& \left(O_{m}\right)_{i j}=i \frac{1}{16} \sum_{k, l=1}^{N_{f}}\left(d_{\tau} \omega_{k l}\right)\left[(|i\rangle\langle j|-|j\rangle\langle i|)_{\mathbf{k}^{\dagger 1}} \mathcal{G}_{\mathbf{l}^{\dagger} \mathbf{k}}+\mathcal{G}_{\mathbf{k}^{\dagger 1}}(|i\rangle\langle j|-|j\rangle\langle i|)_{\mathbf{1}^{\dagger} \mathbf{k}}\right. \\
& -(|i\rangle\langle j|-|j\rangle\langle i|)_{\mathbf{k}^{\dagger} \mathbf{k}} \mathcal{G}_{\mathbf{1}^{\dagger} \mathbf{1}}-\mathcal{G}_{\mathbf{k}^{\dagger} \mathbf{k}}(|i\rangle\langle j|-|j\rangle\langle i|)_{\mathbf{l}^{\dagger} \mathbf{1}} \\
& \left.+(|i\rangle\langle j|-|j\rangle\langle i|)_{\mathbf{k}^{\dagger} \mathbf{1}^{\dagger}} \mathcal{G}_{\mathbf{k l}}+\mathcal{G}_{\mathbf{k}^{\dagger} \mathbf{1}^{\dagger}}(|i\rangle\langle j|-|j\rangle\langle i|)_{\mathbf{k l}}\right] . \tag{3.J.8}
\end{align*}
$$

The following parts of this appendix are dedicated to simplifying the above expression.

## 3.J. 1 Second line simplification

The matrix $\mathcal{G}$ has block-form which we denote as

$$
\mathcal{G}=\left(\begin{array}{ll}
\mathcal{G}_{11} & \mathcal{G}_{12}  \tag{3.J.9}\\
\mathcal{G}_{21} & \mathcal{G}_{22}
\end{array}\right) .
$$

Due to the specific form of Eq. (3.J.3), we have $\mathcal{G}_{1^{\dagger} 1}=-2 i \mathcal{G}_{l, N_{f}+l}$. Looking at the third and fourth terms of Eq. (3.J.8), we get

$$
\begin{align*}
& -\frac{i}{16} \sum_{k, l=1}^{N_{f}}\left(d_{\tau} \omega\right)_{k l}\left[(|i\rangle\langle j|-|j\rangle\langle i|)_{\mathbf{k}^{\dagger} \mathbf{k}} \mathcal{G}_{\mathbf{l}^{\dagger}}+\mathcal{G}_{\mathbf{k}^{\dagger} \mathbf{k}}(|i\rangle\langle j|-|j\rangle\langle i|)_{\mathbf{l}^{+1}}\right] \\
= & \frac{i}{4} \sum_{k=1}^{N_{f}}\left(\left[\left(d_{\tau} \omega\right)_{i k}+\left(d_{\tau} \omega\right)_{k i}\right] \delta_{j, N_{f}+i}-\left[\left(d_{\tau} \omega\right)_{j k}+\left(d_{\tau} \omega\right)_{k j}\right] \delta_{i, N_{f}+j}\right)\left(\mathcal{G}_{12}\right)_{k k} . \tag{3.J.10}
\end{align*}
$$

For a vector $v$ of length $N_{f}$, we define $\operatorname{diag}(v)$ to be a $\left(N_{f} \times N_{f}\right)$-diagonal matrix, where $(\operatorname{diag}(v))_{i i}=v_{i}$ and $(\operatorname{diag}(v))_{i j}=0$ for $i \neq j$. This allows us to recast Eq. 3.J.10) into a matrix form,

$$
\begin{align*}
& \frac{i}{4} \sum_{k=1}^{N_{f}}\left(\left[\left(d_{\tau} \omega\right)_{i k}+\left(d_{\tau} \omega\right)_{k i}\right] \delta_{j, N_{f}+i}-\left[\left(d_{\tau} \omega\right)_{j k}+\left(d_{\tau} \omega\right)_{k j}\right] \delta_{i, N_{f}+j}\right)\left(\mathcal{G}_{12}\right)_{k k} \\
= & \frac{i}{4}\left(\begin{array}{cc}
\mathbb{0} & \operatorname{diag}\left(\left(d_{\tau} \omega+d_{\tau} \bar{\omega}\right) g\right) \\
-\operatorname{diag}\left(\left(d_{\tau} \omega+d_{\tau} \bar{\omega}\right) g\right) & \mathbb{0}
\end{array}\right)_{i j} \tag{3.J.11}
\end{align*}
$$

We defined the column vector $g$ containing the diagonal entries of the upper-right block matrix elements of $\mathcal{G}$,

$$
\begin{equation*}
g=\left(\mathcal{G}_{1, N_{f}+1}, \mathcal{G}_{2, N_{f}+2}, \ldots, \mathcal{G}_{N_{f}, 2 N_{f}}\right)^{T}=\left(\left(\mathcal{G}_{12}\right)_{11},\left(\mathcal{G}_{12}\right)_{22}, \ldots,\left(\mathcal{G}_{12}\right)_{N_{f} N_{f}}\right)^{T} \tag{3.J.12}
\end{equation*}
$$

## 3.J. 2 First and third line simplifications

For two real and anti-symmetric $\left(2 N_{f} \times 2 N_{f}\right)$-matrices $A$ and $B$, we have the following general property (again, using our notation introduced in Section 3.2 and letting $k, l=$ $1, \ldots, N_{f}$ )

$$
\begin{align*}
& A_{\mathbf{k}^{\dagger} 1} B_{1^{\dagger} \mathbf{k}}+A_{\mathbf{k}^{\dagger} \dagger} B_{\mathbf{k l}^{\prime}}+A_{\mathbf{1}^{\dagger} \mathbf{k}} B_{\mathbf{k}^{\dagger} 1}+A_{\mathbf{k} 1} B_{\mathbf{k}^{\dagger} \mathbf{l}^{\dagger}} \\
= & 4\left(A_{k, l} B_{N_{f}+l, N_{f}+k}-A_{k, N_{f}+l} B_{l, N_{f}+k}-A_{N_{f}+k, l} B_{N_{f}+l, k}+A_{N_{f}+k, N_{f}+l} B_{l, k}\right) . \tag{3.J.13}
\end{align*}
$$

The above identity can be proven by multiplying out the products and using the antisymmetry $\mathcal{G}^{T}=-\mathcal{G}$. The first and third line of Eq. (3.J.8) is given by

$$
\begin{align*}
& \sum_{k, l=1}^{N_{f}} \frac{i\left(d_{\tau} \omega\right)_{k l}}{16}\left[(|i\rangle\langle j|-|j\rangle\langle i|)_{\mathbf{k}^{\dagger} \mathbf{1}} \mathcal{G}_{\mathbf{l}^{\dagger} \mathbf{k}}+\mathcal{G}_{\mathbf{k}^{+1}}(|i\rangle\langle j|-|j\rangle\langle i|)_{\mathbf{l}^{\dagger} \mathbf{k}}\right. \\
& \left.+(|i\rangle\langle j|-|j\rangle\langle i|)_{\mathbf{k}^{\dagger} \mathbf{1}^{\dagger}} \mathcal{G}_{\mathbf{k l}^{1}}+\mathcal{G}_{\mathbf{k}^{\dagger} \mathbf{1}^{\dagger}}(|i\rangle\langle j|-|j\rangle\langle i|)_{\mathbf{k} \mathbf{l}}\right] . \tag{3.J.14}
\end{align*}
$$

By substituting $A=|i\rangle\langle j|-|j\rangle\langle i|$ and $B=\mathcal{G}$ (where $\mathcal{G}$ is here given by Eq. (3.J.3) -in the main text, this special case is denoted by $\mathcal{G}^{0}$ ), we can make use of Eq. (3.J.13) to write

$$
\begin{align*}
& \sum_{k, l=1}^{N_{f}} \frac{i\left(d_{\tau} \omega\right)_{k l}}{16}\left[(|i\rangle\langle j|-|j\rangle\langle i|)_{\mathbf{k}^{\dagger} \mathbf{1}} \mathcal{G}_{\mathbf{1}^{\dagger} \mathbf{k}}+\mathcal{G}_{\mathbf{k}^{\dagger 1}}(|i\rangle\langle j|-|j\rangle\langle i|)_{\mathbf{1}^{\dagger} \mathbf{k}}\right. \\
& \left.+(|i\rangle\langle j|-|j\rangle\langle i|)_{\mathbf{k}^{\dagger} \mathbf{1}^{\dagger}} \mathcal{G}_{\mathbf{k} \mathbf{l}}+\mathcal{G}_{\mathbf{k}^{\dagger} \mathbf{l}^{\dagger}}(|i\rangle\langle j|-|j\rangle\langle i|)_{\mathbf{k} \mathbf{l}}\right] \\
= & \sum_{k, l=1}^{N_{f}} \frac{i\left(d_{\tau} \omega\right)_{k l}}{4}\left[\left(\delta_{i, k} \delta_{j, l}-\delta_{j, k} \delta_{i, l}\right) \mathcal{G}_{N_{f}+l, N_{f}+k}-\left(\delta_{i, k} \delta_{j, N_{f}+l}-\delta_{j, k} \delta_{i, N_{f}+l}\right) \mathcal{G}_{l, N_{f}+k}\right. \\
& \left.-\left(\delta_{i, N_{f}+k} \delta_{j, l}-\delta_{j, N_{f}+k} \delta_{i, l}\right) \mathcal{G}_{N_{f}+l, k}+\left(\delta_{i, N_{f}+k} \delta_{j, N_{f}+l}-\delta_{j, N_{f}+k} \delta_{i, N_{f}+l}\right) \mathcal{G}_{l, k}\right] . \tag{3.J.15}
\end{align*}
$$

To simplify the above expression, we will consider the first and last term on the right-hand side of Eq. (3.J.15),

$$
\begin{align*}
& \sum_{k, l=1}^{N_{f}} \frac{i\left(d_{\tau} \omega\right)_{k l}}{4}\left(\delta_{i, k} \delta_{j, l}-\delta_{j, k} \delta_{i, l}\right) \mathcal{G}_{N_{f}+l, N_{f}+k} \\
= & -\frac{i}{4}\left(\left(d_{\tau} \omega\right)_{i, j}+\left(d_{\tau} \omega\right)_{j, i}\right) \mathcal{G}_{N_{f}+i, N_{f}+j}, \text { with } i, j \in\left\{1, \ldots, N_{f}\right\}  \tag{3.J.16}\\
& \sum_{k, l=1}^{N_{f}} \frac{i\left(d_{\tau} \omega\right)_{k l}}{4}\left(\delta_{i, N_{f}+k} \delta_{j, N_{f}+l}-\delta_{j, N_{f}+k} \delta_{i, N_{f}+l}\right) \mathcal{G}_{l, k} \\
= & -\frac{i}{4}\left(\left(d_{\tau} \omega\right)_{i-N_{f}, j-N_{f}}+\left(d_{\tau} \omega\right)_{j-N_{f}, i-N_{f}}\right) \mathcal{G}_{i-N_{f}, j-N_{f}}, \text { with } i, j \in\left\{N_{f}+1, \ldots, 2 N_{f}\right\} . \tag{3.J.17}
\end{align*}
$$

The two middle terms of Eq. (3.J.15) can be combined to give

$$
\begin{align*}
& \sum_{k, l=1}^{N_{f}} \frac{-i\left(d_{\tau} \omega\right)_{k l}}{4}\left(\delta_{i, k} \delta_{j, N_{f}+l} \mathcal{G}_{l, N_{f}+k}-\delta_{j, N_{f}+k} \delta_{i, l} \mathcal{G}_{N_{f}+l, k}\right) \\
= & \frac{i}{4}\left(\left(d_{\tau} \omega\right)_{i, j-N_{f}}+\left(d_{\tau} \omega\right)_{j-N_{f}, i}\right) \mathcal{G}_{N_{f}+i, j-N_{f}}, \text { with } i \in\left\{1, \ldots, N_{f}\right\}, j \in\left\{N_{f}+1, \ldots, 2 N_{f}\right\}  \tag{3.J.18}\\
& \sum_{k, l=1}^{N_{f}} \frac{i\left(d_{\tau} \omega\right)_{k l}}{4}\left(\delta_{j, k} \delta_{i, N_{f}+l} \mathcal{G}_{l, N_{f}+k}-\delta_{i, N_{f}+k} \delta_{j, l} \mathcal{G}_{N_{f}+l, k}\right) \\
= & \frac{i}{4}\left(\left(d_{\tau} \omega\right)_{j, i-N_{f}}+\left(d_{\tau} \omega\right)_{i-N_{f}, j}\right) \mathcal{G}_{i-N_{f}, N_{f}+j}, \text { with } i \in\left\{N_{f}+1, \ldots, 2 N_{f}\right\}, j \in\left\{1, \ldots, N_{f}\right\} . \tag{3.J.19}
\end{align*}
$$

## 3.J. 3 Resulting expression

We define the $\left(2 N_{f} \times 2 N_{f}\right)$-matrices

$$
d_{\tau} \Omega=\left(\begin{array}{ll}
d_{\tau} \omega & d_{\tau} \omega  \tag{3.J.20}\\
d_{\tau} \omega & d_{\tau} \omega
\end{array}\right), \quad d_{\tau} \bar{\Omega}=\left(\begin{array}{ll}
d_{\tau} \bar{\omega} & d_{\tau} \bar{\omega} \\
d_{\tau} \bar{\omega} & d_{\tau} \bar{\omega}
\end{array}\right),
$$

where $d_{\tau} \bar{\omega}$ is defined in Eq. (3.6.34). Inserting Eqs. (3.J.16)-(3.J.19) and Eq. (3.J.11) into Eq. (3.J.8) leads to

$$
\begin{equation*}
\left(O_{m}\right)_{i j}=\left(O_{m}^{I}\right)_{i j}+\left(O_{m}^{I I}\right)_{i j} \tag{3.J.21}
\end{equation*}
$$

with

$$
\begin{align*}
O_{m}^{I} & =\frac{i}{4}\left(\begin{array}{cc}
\mathbb{0} & \operatorname{diag}\left(\left(d_{\tau} \omega+d_{\tau} \bar{\omega}\right) g\right) \\
-\operatorname{diag}\left(\left(d_{\tau} \omega+d_{\tau} \bar{\omega}\right) g\right) & \mathbb{O}
\end{array}\right)  \tag{3.J.22}\\
O_{m}^{I I} & =\frac{i}{4}\left(d_{\tau} \Omega+d_{\tau} \bar{\Omega}\right) \odot\left(\begin{array}{cc}
-\mathcal{G}_{22} & \mathcal{G}_{21} \\
\mathcal{G}_{12} & -\mathcal{G}_{11}
\end{array}\right) \tag{3.J.23}
\end{align*}
$$

and where $\odot$ denotes the Hadamard product. Note, that $O_{m}$ remains anti-symmetric under transposition. We want to stress that Eq. (3.J.21) and all preceding equations in Appendix 3.J were derived using the particular form of Eq. (3.J.3), where we used $\mathcal{G}^{T}=-\mathcal{G}$. Inserting Eq. (3.J.3) into Eq. (3.J.21) leads to Eq. (3.6.33).

## Section 3.K

## Ensuring A monotonic DECREASE OF THE ENERGY DURING THE HITGD EvOLUTION

We want to choose our Ansatz for the time evolution in such a way, that the second part of Eq. (3.6.39) is also non-positive, i.o.w.

$$
\begin{equation*}
\frac{1}{8} \operatorname{tr}\left(O_{m}^{2}\right)+\sum_{k, l=1}^{N_{f}} \frac{d E}{d \omega_{k l}} d_{\tau} \omega_{k l} \stackrel{!}{\leq} 0 \tag{3.K.1}
\end{equation*}
$$

Note that this is a sufficient, but not a necessary condition in order for the energy to be decreasing. Even though the following calculations are rather cumbersome, the result will lead to an expression which will guarantee us that the energy will always monotonically decrease following a Hybrid Imaginary-Time-Gradient- Descent (HITGD) Ansatz. In order to achieve this, we have to evaluate the exact expression of the trace of the square of the mean-field NGS matrix as given by Eq. (3.J.21). The square of the mean-field NGS matrix is given by

$$
\begin{equation*}
\left(O_{m}^{2}\right)_{i j}=\sum_{k=1}^{2 N_{f}}\left(\left(O_{m}^{I}\right)_{i k}\left(O_{m}^{I}\right)_{k j}+\left(O_{m}^{I}\right)_{i k}\left(O_{m}^{I I}\right)_{k j}+\left(O_{m}^{I I}\right)_{i k}\left(O_{m}^{I}\right)_{k j}+\left(O_{m}^{I I}\right)_{i k}\left(O_{m}^{I I}\right)_{k j}\right) \tag{3.K.2}
\end{equation*}
$$

Since we want to compute the trace of the squared matrix, $\operatorname{tr}\left(O_{m}^{2}\right)=\sum_{i}\left(O_{m}^{2}\right)_{i i}$, we are only concerned with the diagonal terms of the above expression. We will compute the four terms appearing on the right-hand side of Eq. 3.K.2 individually. We define the column vectors

$$
\begin{align*}
& d_{\tau} \omega_{j}=\left(\begin{array}{c}
\left(d_{\tau} \omega\right)_{j, 1} \\
\left(d_{\tau} \omega\right)_{j, 2} \\
\vdots \\
\left(d_{\tau} \omega\right)_{j, N_{f}}
\end{array}\right), \quad \omega_{j}=\left(\begin{array}{c}
\omega_{j, 1} \\
\omega_{j, 2} \\
\vdots \\
\omega_{j, N_{f}}
\end{array}\right)  \tag{3.K.3}\\
& d_{\tau} \bar{\omega}_{j}=\left(\begin{array}{c}
\left(d_{\tau} \omega\right)_{1, j} \\
\left(d_{\tau} \omega\right)_{2, j} \\
\vdots \\
\left(d_{\tau} \omega\right)_{N_{f}, j}
\end{array}\right), \quad \bar{\omega}_{j}=\left(\begin{array}{c}
\omega_{1, j} \\
\omega_{2, j} \\
\vdots \\
\omega_{N_{f}, j}
\end{array}\right) . \tag{3.K.4}
\end{align*}
$$

The trace over the first expression in Eq. (3.K.2) is given by

$$
\begin{equation*}
\operatorname{tr}\left(\left(O_{m}^{I}\right)^{2}\right)=\frac{1}{8} \sum_{j=1}^{N_{f}}\left(d_{\tau} \omega_{j}+d_{\tau} \bar{\omega}_{j}\right)^{T} g g^{T}\left(d_{\tau} \omega_{j}+d_{\tau} \bar{\omega}_{j}\right) \tag{3.K.5}
\end{equation*}
$$

Turning to the second term on the right-hand side of Eq. (3.K.2) we first note that $O_{m}^{I}$ has block form and contains a diagonal matrix on each of the off-diagonal blocks. On the other hand, $O_{m}^{I I}$ is composed of the Hadamard product of two matrices, with the first
being $d_{\tau} \Omega$. By definition, $d_{\tau} \Omega$ is composed of four identical blocks, each one being an identical copy of the matrix $d_{\tau} \omega$, whose diagonal contains only zeros. Using the shorthand notation $\left(d_{\tau} \omega\right)_{\mathcal{S}}=d_{\tau} \omega+d_{\tau} \bar{\omega}$ and $\tilde{D}=\operatorname{diag}\left(\left(d_{\tau} \omega\right)_{\mathcal{S}} g\right)$, we compute the matrix product

$$
O_{m}^{I} O_{m}^{I I}=\frac{i^{2}}{16}\left(\begin{array}{ll}
\tilde{D}\left(\left(d_{\tau} \omega\right)_{\mathcal{S}} \odot \mathcal{G}_{12}\right) & -\tilde{D}\left(\left(d_{\tau} \omega\right)_{\mathcal{S}} \odot \mathcal{G}_{11}\right)  \tag{3.K.6}\\
\tilde{D}\left(\left(d_{\tau} \omega\right)_{\mathcal{S}} \odot \mathcal{G}_{22}\right) & -\tilde{D}\left(\left(d_{\tau} \omega\right)_{\mathcal{S}} \odot \mathcal{G}_{21}\right)
\end{array}\right) .
$$

Since we are interested in computing the trace of Eq. 3.K.6), we are only considering the upper-left and lower-right blocks. Each of these blocks contains the matrix product of a diagonal matrix $\tilde{D}$ with the matrix that contains the Hadamard product of $\left(d_{\tau} \omega\right)_{\mathcal{S}}$ with $\mathcal{G}_{12}$ and $-\mathcal{G}_{21}$, respectively. The matrix product of some $(N \times N)$-diagonal matrix $\tilde{D}$ with a (possibly unstructured) $(N \times N)$-matrix $M$ is given by

$$
\tilde{D} M=\left(\begin{array}{cccc}
\tilde{D}_{11} M_{11} & \tilde{D}_{11} M_{12} & \ldots & \tilde{D}_{11} M_{1 N}  \tag{3.K.7}\\
\tilde{D}_{22} M_{21} & \tilde{D}_{22} M_{22} & \ldots & \tilde{D}_{22} M_{2 N} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{D}_{N N} M_{N 1} & \tilde{D}_{N N} M_{N 2} & \ldots & \tilde{D}_{N N} M_{N N}
\end{array}\right) .
$$

In our case (i.e. Eq. (3.K.6) the matrix $M$ corresponds to the Hadamard product $\left(d_{\tau} \omega\right)_{\mathcal{S}} \odot$ $\mathcal{G}_{12}$ in one instance and $-\left(d_{\tau} \omega\right)_{\mathcal{S}} \odot \mathcal{G}_{21}$ in the other instance. Since the diagonal elements of $\left(d_{\tau} \omega\right)_{\mathcal{S}}$ are all 0 and due to the relation of Eq. 3.K.7), we have

$$
\begin{equation*}
\operatorname{tr}\left(O_{m}^{I} O_{m}^{I I}\right)=0 \tag{3.K.8}
\end{equation*}
$$

The cyclic property of the trace gives $\operatorname{tr}\left(O_{m}^{I I} O_{m}^{I}\right)=0$ for the trace over the third term in Eq. (3.K.2).

A similar simplification is not possible for the last term. We can however simplify its computation by rewriting some of the expressions as matrices. More precisely, we define $\left(d_{\tau} \Omega\right)_{\mathcal{S}}=d_{\tau} \Omega+d_{\tau} \bar{\Omega}$ and write

$$
\operatorname{tr}\left(\left(O_{m}^{I I}\right)^{2}\right)=\frac{1}{16} \sum_{k, l=1}^{2 N_{f}}\left(\left(\left(d_{\tau} \Omega\right)_{\mathcal{S}} \odot\left(\begin{array}{cc}
-\mathcal{G}_{22} & \mathcal{G}_{21}  \tag{3.K.9}\\
\mathcal{G}_{12} & -\mathcal{G}_{11}
\end{array}\right)\right)^{2}\right)_{k l}
$$

The last line in the above equation can be interpreted as a scalar product of a vector with

## Efficiently computable approximate ground states for strongly

itself. We simply reshape the $\left(2 N_{f} \times 2 N_{f}\right)$-matrix into a vector of length $\left(2 N_{f}\right)^{2}$ through

$$
\begin{align*}
&\left(d_{\tau} \Omega\right)_{\mathcal{S}} \odot\left(\begin{array}{cc}
-\mathcal{G}_{22} & \mathcal{G}_{21} \\
\mathcal{G}_{12} & -\mathcal{G}_{11}
\end{array}\right) \\
&=\left(\begin{array}{cccc}
\operatorname{diag}\left(\left(d_{\tau} \omega\right)_{\mathcal{S}}\right) & & \operatorname{diag}\left(\left(d_{\tau} \omega\right)_{\mathcal{S}}\right) & \\
& & \operatorname{diag}\left(\left(d_{\tau} \omega\right)_{\mathcal{S}}\right) & \\
& & & \\
& & \\
-\left(\mathcal{G}_{22}\right)_{N_{f}, N_{f}} \\
\left(\mathcal{G}_{21}\right)_{1,1} \\
\vdots \\
\left(\mathcal{G}_{21}\right)_{N_{f, N}} \\
\left(\mathcal{G}_{12}\right)_{1,1} \\
\vdots \\
\left(\mathcal{G}_{12}\right)_{N_{f}, N_{f}} \\
-\left(\mathcal{G}_{11}\right)_{1,1} \\
\vdots \\
-\left(\mathcal{G}_{11}\right)_{N_{f}, N_{f}}
\end{array}\right) .
\end{align*}
$$

The expression in Eq. $3 . \mathrm{K.9}$ ) is then identical to the scalar product of the vector as given on the right-hand side of Eq. (3.K.10) with itself,

$$
\begin{align*}
& \operatorname{tr}\left(\left(O_{m}^{I I}\right)^{2}\right) \\
& =\frac{1}{16}\left(-\left(\mathcal{G}_{22}\right)_{1,1}, \ldots,-\left(\mathcal{G}_{22}\right)_{N_{f}, N_{f}},\left(\mathcal{G}_{21}\right)_{1,1}, \ldots,\left(\mathcal{G}_{21}\right)_{N_{f}, N_{f}},\left(\mathcal{G}_{12}\right)_{1,1}, \ldots,\left(\mathcal{G}_{12}\right)_{N_{f}, N_{f}},\right. \\
& \left.-\left(\mathcal{G}_{11}\right)_{1,1}, \ldots,-\left(\mathcal{G}_{11}\right)_{N_{f}, N_{f}}\right) \\
& \times\left(\begin{array}{lllll}
\operatorname{diag}\left(\left(d_{\tau} \omega\right)_{\mathcal{S}}\right)^{2} & & & & \\
& & \operatorname{diag}\left(\left(d_{\tau} \omega\right)_{\mathcal{S}}\right)^{2} & & \\
& & \operatorname{diag}\left(\left(d_{\tau} \omega\right)_{\mathcal{S}}\right)^{2} & \\
& & \operatorname{diag}\left(\left(d_{\tau} \omega\right)_{\mathcal{S}}\right)^{2}
\end{array}\right)\left(\begin{array}{c}
-\left(\mathcal{G}_{22}\right)_{1,1} \\
\vdots \\
-\left(\mathcal{G}_{22}\right)_{N_{f}, N_{f}} \\
\left(\mathcal{G}_{21}\right)_{1,1} \\
\vdots \\
\left(\mathcal{G}_{21}\right)_{N_{f}, N_{f}} \\
\left(\mathcal{G}_{12}\right)_{1,1} \\
\vdots \\
\left(\mathcal{G}_{12}\right)_{N_{f}, N_{f}} \\
-\left(\mathcal{G}_{11}\right)_{1,1} \\
\vdots \\
-\left(\mathcal{G}_{11}\right)_{N_{f}, N_{f}}
\end{array}\right), \tag{3.K.11}
\end{align*}
$$

which can be condensed to the following simple quadratic form,

$$
\begin{equation*}
\operatorname{tr}\left(\left(O_{m}^{I I}\right)^{2}\right)=\frac{1}{8} \sum_{j=1}^{N_{f}}\left(d_{\tau} \omega_{j}+d_{\tau} \bar{\omega}_{j}\right)^{T} D_{j}\left(d_{\tau} \omega_{j}+d_{\tau} \bar{\omega}_{j}\right) . \tag{3.K.12}
\end{equation*}
$$

Here, $D_{j}$ are diagonal matrices defined as

$$
D_{j}=\left(\begin{array}{cccc}
D_{j, 1} & & &  \tag{3.K.13}\\
& D_{j, 2} & & \\
& & \ddots & \\
& & & D_{j, N_{f}}
\end{array}\right)
$$

with diagonal entries

$$
\begin{equation*}
D_{j k}=\frac{1}{2}\left(\left(\mathcal{G}_{11}\right)_{j k}^{2}+\left(\mathcal{G}_{12}\right)_{j k}^{2}+\left(\mathcal{G}_{21}\right)_{j k}^{2}+\left(\mathcal{G}_{22}\right)_{j k}^{2}\right) . \tag{3.K.14}
\end{equation*}
$$

Combining Eqs. (3.K.5), 3.K.8) and 3.K.14), we find the following expression for the trace of the square of the NGS mean-field matrix,

$$
\begin{equation*}
\operatorname{tr}\left(O_{m}^{2}\right)=\frac{1}{8} \sum_{j=1}^{N_{f}}\left(d_{\tau} \omega_{j}+d_{\tau} \bar{\omega}_{j}\right)^{T}\left(g g^{T}+D_{j}\right)\left(d_{\tau} \omega_{j}+d_{\tau} \bar{\omega}_{j}\right) . \tag{3.K.15}
\end{equation*}
$$

We define the vector of the energy gradient

$$
\frac{d E}{d \omega_{j}}=\left(\begin{array}{c}
\frac{d E}{d \omega_{j, 1}}  \tag{3.K.16}\\
\frac{d E}{d \omega_{j, 2}} \\
\vdots \\
\frac{d E}{d \omega_{j, N_{f}}}
\end{array}\right)
$$

From the form of Eq. (3.7.12) we know that the matrix containing the energy gradient is symmetric, i.e. $d E / d \omega_{i j}=d E / d \omega_{j i}$. We can use this property to rewrite the second term of the left-hand side of Eq. (3.K.1) as

$$
\begin{equation*}
\sum_{j, k=1}^{N_{f}} \frac{d E}{d \omega_{j k}}\left(d_{\tau} \omega\right)_{j k}=\frac{1}{2} \sum_{j=1}^{N_{f}}\left(\frac{d E}{d \omega_{j}}\right)^{T}\left(d_{\tau} \omega_{j}+d_{\tau} \bar{\omega}_{j}\right) . \tag{3.K.17}
\end{equation*}
$$

Therefore, the left-hand side of Eq. (3.K.1) can be written as

$$
\begin{align*}
& \frac{1}{8} \operatorname{tr}\left(O_{m}^{2}\right)+\sum_{j, k=1}^{N_{f}} \frac{d E}{d \omega_{j k}} d_{\tau} \omega_{j k} \\
= & \frac{1}{64} \sum_{j=1}^{N_{f}}\left(d_{\tau} \omega_{j}+d_{\tau} \bar{\omega}_{j}\right)^{T}\left(g g^{T}+D_{j}\right)\left(d_{\tau} \omega_{j}+d_{\tau} \bar{\omega}_{j}\right)+\frac{1}{2} \sum_{j=1}^{N_{f}}\left(\frac{d E}{d \omega_{j}}\right)^{T}\left(d_{\tau} \omega_{j}+d_{\tau} \bar{\omega}_{j}\right) . \tag{3.K.18}
\end{align*}
$$

Note, that $g g^{T}$ is a positive semidefinite matrix since it is the dyadic product of a realvalued vector with itself, i.e. for any real non-zero vector $x$ of length $N_{f}$ we have $x^{T}\left(g g^{T}\right) x=\left(g^{T} x\right)^{T}\left(g^{T} x\right)=\left(g^{T} x\right)^{2} \geq 0$, since $\left(g^{T} x\right)$ is just a scalar. By definition, $D_{j}$ is positive semidefinite and $g g^{T}+D_{j}$ as a sum of two positive semidefinite matrices is also positive semidefinite. We define the symmetric matrix element

$$
\begin{equation*}
\dot{\omega}_{j k}=\frac{1}{2}\left(\left(d_{\tau} \omega\right)_{j k}+\left(d_{\tau} \omega\right)_{k j}\right) \tag{3.K.19}
\end{equation*}
$$

and rewrite the first part of the right-hand side of Eq. 3.K.18) as

$$
\begin{equation*}
\frac{1}{64} \sum_{j=1}^{N_{f}}\left(d_{\tau} \omega_{j}+d_{\tau} \bar{\omega}_{j}\right)^{T}\left(g g^{T}+D_{j}\right)\left(d_{\tau} \omega_{j}+d_{\tau} \bar{\omega}_{j}\right)=\frac{1}{4} \sum_{j, k, l=1}^{N_{f}} \dot{\omega}_{j k} A_{k l}^{(j)} \dot{\omega}_{j l} \tag{3.K.20}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{k l}^{(j)}=\frac{1}{4}\left(g g^{T}+D_{j}\right)_{k l} \tag{3.K.21}
\end{equation*}
$$

The second term on the right-hand side of Eq. (3.K.18) can be written as

$$
\begin{equation*}
\frac{1}{2} \sum_{j=1}^{N_{f}}\left(\frac{d E}{d \omega_{j}}\right)^{T}\left(d_{\tau} \omega_{j}+d_{\tau} \bar{\omega}_{j}\right)=\sum_{j, k=1}^{N_{f}} \dot{\omega}_{j k} \frac{d E}{d \omega_{j k}} . \tag{3.K.22}
\end{equation*}
$$

By defining the tensor

$$
\begin{equation*}
B_{j k l m}=\frac{1}{4}\left(A_{k l}^{(m)} \delta_{m, j}+A_{j l}^{(k)} \delta_{m, k}+A_{k m}^{(l)} \delta_{l, j}+A_{j m}^{(k)} \delta_{l, k}\right) \tag{3.K.23}
\end{equation*}
$$

we can rewrite Eq. 3.K.18) as

$$
\begin{equation*}
\frac{1}{8} \operatorname{tr}\left(O_{m}^{2}\right)+\sum_{j, k=1}^{N_{f}} \frac{d E}{d \omega_{j k}} d_{\tau} \omega_{j k}=\frac{1}{4} \sum_{j, k, l, m=1}^{N_{f}} \dot{\omega}_{j k} B_{j k l m} \dot{\omega}_{l m}+\sum_{j, k=1}^{N_{f}} \dot{\omega}_{j k} \frac{d E}{d \omega_{j k}} . \tag{3.K.24}
\end{equation*}
$$

Note, that we can choose the form of $B$ in Eq. 3.K.23) due to the symmetry $\dot{\omega}_{j k}=\dot{\omega}_{k j}$. The above equation vanishes, if

$$
\begin{equation*}
\frac{1}{4} \sum_{l, m=1}^{N_{f}} B_{j k l m} \dot{\omega}_{l m}+\frac{d E}{d \omega_{j k}}=0 \tag{3.K.25}
\end{equation*}
$$

for all $j, k \in\left\{1, \ldots, N_{f}\right\}$. We reshape the $\left(N_{f} \times N_{f} \times N_{f} \times N_{f}\right)$-tensor $B_{j k l m}$ into a $\left(N_{f}^{2} \times N_{f}^{2}\right)$-matrix $B_{(j k),(l m)}$ with tuple entries $(j k)$ and $(l m)$. Similarly, we reshape the $\left(N_{f} \times N_{f}\right)$-matrix $d E / d \omega$ into a column vector $E_{(j k)}$ of length $N_{f}^{2}$. We denote the tuple indices with capital roman letters. Then, Eq. (3.K.25) reads

$$
\begin{equation*}
\frac{1}{4} \sum_{L=1}^{N_{f}^{2}} B_{J L} \dot{\omega}_{L}=-\frac{d E}{d \omega_{J}} \quad \Rightarrow \quad \frac{1}{4} B \dot{\omega}=-\frac{d E}{d \omega} \tag{3.K.26}
\end{equation*}
$$

A sufficient condition for the energy to be monotonically decreasing during the HITGD evolution is given in the reshaped picture by

$$
\begin{equation*}
\frac{1}{4} \dot{\omega}^{T} B \dot{\omega}+\dot{\omega}^{T} \frac{d E}{d \omega}=0 \tag{3.K.27}
\end{equation*}
$$

By choosing

$$
\begin{equation*}
\dot{\omega}=-4 B^{+} \frac{d E}{d \omega} \tag{3.K.28}
\end{equation*}
$$

we see, that the expression in Eq. (3.K.27) will be identical to zero,

$$
\begin{equation*}
\frac{1}{4} \dot{\omega}^{T} B \dot{\omega}+\dot{\omega}^{T} \frac{d E}{d \omega}=4\left(\frac{d E}{d \omega}\right)^{T}\left(B^{+} B B^{+}-B^{+}\right) \frac{d E}{d \omega}=0 \tag{3.K.29}
\end{equation*}
$$

where the last line follows from the first Moore-Penrose condition.
Alternatively, it might be more favorable to choose

$$
\begin{equation*}
\dot{\omega}_{j k}=-\frac{1}{\lambda_{j k}} \frac{d E}{d \omega_{j k}}, \tag{3.K.30}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{j k}>\frac{\|B\|_{\max }}{4} \tag{3.K.31}
\end{equation*}
$$

and $\|B\|_{\text {max }}$ denotes the largest value of the spectral norm of the flattened tensor $B$. The Ansatz in Eq. (3.K.30) is particularly useful if one can find a global maximum value of $\lambda$, i.e. independent of the indices and it speeds up the optimization steps as it does not require the computation of $B$. On the downside, however, the Ansatz in Eq. 3.K.30) no longer guarantees a monotonic decrease of the energy during the time evolution.

## Section 3.L

## MEAN-FIELD EXPRESSION OF ROTATED HAMILTONIAN

In this section, we want to derive the mean-field expression

$$
\begin{equation*}
\left(\bar{H}_{m}\right)_{i j}=\left(\bar{H}_{1, m}\right)_{i j}+\left(\bar{H}_{2, m}\right)_{i j}, \tag{3.L.1}
\end{equation*}
$$

where we defined the rotated mean-field of the one-body terms

$$
\begin{equation*}
\left(\bar{H}_{1, m}\right)_{i j}=i \frac{d}{d\left(\Gamma_{m}\right)_{i j}} \sum_{p, q=1}^{N_{f}} f_{p q} \mathcal{A}^{\alpha_{p q}^{\mathrm{FA}}} \mathcal{G}_{\mathbf{p}^{\alpha_{q}} \mathbf{q}}^{\alpha_{q}^{\mathrm{FA}}} \tag{3.L.2}
\end{equation*}
$$

and two-body terms

$$
\begin{equation*}
\left(\bar{H}_{2, m}\right)_{i j}=-\frac{1}{8} \frac{d}{d\left(\Gamma_{m}\right)_{i j}} \sum_{p, q, r, s=1}^{N_{f}} h_{p q r s} e^{i\left(\omega_{r s}-\omega_{p q}\right)} \mathcal{A}^{\beta_{p q r s}^{\mathrm{FA}}}\left[\mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{s}} \mathcal{G}_{\mathbf{q}^{\dagger} \mathbf{r}}-\mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{r}} \mathcal{G}_{\mathbf{q}^{\dagger} \mathbf{s}}+\mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{q}^{\dagger}} \mathcal{G}_{\mathbf{r s}}\right]^{\beta_{p q \mathrm{q}, \mathrm{~s}}^{\mathrm{FA}}} \tag{3.L.3}
\end{equation*}
$$

where the superscript on the square brackets indicates that the expressions inside depend on $\beta_{\text {pqrs }}^{\mathrm{FA}}$ (this notation was introduces in Eq. (3.2.15)).

We first turn to the one-body terms, using the results of Appendix 3.G, as well as the expectation value definitions of Eqs. (3.5.2)-(3.5.3),

$$
\begin{equation*}
\left(\bar{H}_{1, m}\right)_{i j}=i \sum_{p, q=1}^{N_{f}} f_{p q} \mathcal{A}^{\mathcal{F A P}_{p q}}\left[\mathcal{F}_{i j} \mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{q}}+\frac{1}{2}\left(\mathcal{L}(|i\rangle\langle j|-|j\rangle\langle i|) \mathcal{L}^{T}\right)_{\mathbf{p}^{\dagger} \mathbf{q}}\right]^{\alpha_{p q}^{\mathrm{FA}}} \tag{3.L.4}
\end{equation*}
$$

where we used the notation defined in Eqs. (3.2.11)-(3.2.14), while the two-body terms result in

$$
\begin{align*}
\left(\bar{H}_{2, m}\right)_{i j}= & -\frac{1}{16} \sum_{p, q, r, s=1}^{N_{f}} h_{p q r s} e^{i\left(\omega_{r s}-\omega_{p q}\right)} \mathcal{A}^{\beta_{p q \mathrm{q} \cdot}^{\mathrm{FA}}}\left[2 \mathcal{F}_{i j}\left(\mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{s}} \mathcal{G}_{\mathbf{q}^{\dagger} \mathbf{r}}-\mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{r}} \mathcal{G}_{\mathbf{q}^{\dagger} \mathbf{s}}+\mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{q}^{\dagger}} \mathcal{G}_{\mathbf{r s}}\right)\right. \\
& +\left(\mathcal{L}(|i\rangle\langle j|-|j\rangle\langle i|) \mathcal{L}^{T}\right)_{\mathbf{p}^{\dagger}} \mathcal{G}_{\mathbf{q}^{\dagger \mathbf{r}}}-\left(\mathcal{L}(|i\rangle\langle j|-|j\rangle\langle i|) \mathcal{L}^{T}\right)_{\mathbf{p}^{\dagger}} \mathcal{G}_{\mathbf{q}^{\dagger \mathbf{s}}} \\
& +\left(\mathcal{L}(|i\rangle\langle j|-|j\rangle\langle i|) \mathcal{L}^{T}\right)_{\mathbf{p}^{\dagger} \mathbf{q}^{\dagger}} \mathcal{G}_{\mathbf{r s}}+\mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{s}}\left(\mathcal{L}(|i\rangle\langle j|-|j\rangle\langle i|) \mathcal{L}^{T}\right)_{\mathbf{q}^{\dagger \mathbf{r}}} \\
& \left.-\mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{r}}\left(\mathcal{L}(|i\rangle\langle j|-|j\rangle\langle i|) \mathcal{L}^{T}\right)_{\mathbf{q}^{\dagger \mathbf{s}}}+\mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{q}^{\dagger}}\left(\mathcal{L}(|i\rangle\langle j|-|j\rangle\langle i|) \mathcal{L}^{T}\right)_{\mathbf{r s}}\right]^{\beta_{p q q r}^{\mathrm{FA}}} \tag{3.L.5}
\end{align*}
$$

We can simplify this expression by realizing that some terms in the above sum are identical after relabeling the indices and using symmetries,

$$
\begin{align*}
\left(\bar{H}_{2, m}\right)_{i j}= & -\frac{1}{16} \sum_{p, q, r, s=1}^{N_{f}} h_{p q r s} e^{i\left(\omega_{r s}-\omega_{p q}\right)} \mathcal{A}^{\beta_{p q \mathrm{q} r} \mathrm{FA}}\left[4 \mathcal{F}_{i j} \mathcal{G}_{\mathbf{p}^{\dagger}} \mathcal{G}_{\mathbf{q}^{\dagger} \mathbf{r}}+2 \mathcal{F}_{i j} \mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{q}^{\dagger}} \mathcal{G}_{\mathbf{r s}}\right. \\
& +4\left(\mathcal{L}(|i\rangle\langle j|-|j\rangle\langle i|) \mathcal{L}^{T}\right)_{\mathbf{p}^{\dagger}} \mathcal{G}_{\mathbf{q}^{\dagger \mathbf{r}}}+\left(\mathcal{L}(|i\rangle\langle j|-|j\rangle\langle i|) \mathcal{L}^{T}\right)_{\mathbf{p}^{\dagger} \mathbf{q}^{\dagger}} \mathcal{G}_{\mathbf{r s}} \\
& \left.+\mathcal{G}_{\mathbf{p}^{\dagger} \mathbf{q}^{\dagger}}\left(\mathcal{L}(|i\rangle\langle j|-|j\rangle\langle i|) \mathcal{L}^{T}\right)_{\mathbf{r s}}\right]^{\beta_{p q \mathrm{p} r} \mathrm{FA}} \tag{3.L.6}
\end{align*}
$$

Inserting Eqs. (3.L.4) and (3.L.5) into Eq. (3.L.1) gives an analytical expression for the mean-field matrix of the rotated Hamiltonian, which is anti-symmetric under transposition, $\left(\bar{H}_{m}\right)_{i j}=-\left(\bar{H}_{m}\right)_{j i}$.

## Section 3.M

# Computing The Commutator of The <br> NUMBER-NUMBER OPERATOR W.R.T. THE Rotated Hamiltonian 

In this appendix, we derive the terms that lead to Eq. (3.7.12).

## 3.M. 1 Contributions from rotated one-body Hamiltonian terms

In this subsection, we will compute

$$
\begin{equation*}
\left\langle\left[\bar{H}_{1}, c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}\right]\right\rangle_{\mathrm{GS}}=\sum_{p, q=1}^{N_{f}} f_{p q}^{\mathrm{FA}}\left\langle\left[e^{i \sum_{k} \alpha_{p q}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{q}, c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}\right]\right\rangle_{\mathrm{GS}} \tag{3.M.1}
\end{equation*}
$$

In order to compute the commutator $\left[\bar{H}, c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}\right]$ in Eq. 3.7.11), we first turn to terms that belong to the rotated one-particle Hamiltonian part of $H_{1}$. The commutator of the rotated single-body Hamiltonian terms $\bar{H}_{1}$ with $c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}$ will require the computation of expressions of the following form,

$$
\begin{align*}
{\left[e^{i \sum_{k} \alpha_{p q}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{q}, c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}\right]=} & e^{i \sum_{k} \alpha_{p q}^{\mathrm{FA}}(k) n_{k}^{f}}\left(-c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{q} \delta_{p, j}+c_{i}^{\dagger} c_{j}^{\dagger} c_{j} c_{q} \delta_{p, i}-c_{p}^{\dagger} c_{i}^{\dagger} c_{i} c_{j} \delta_{j, q}\right. \\
& \left.+c_{p}^{\dagger} c_{j}^{\dagger} c_{i} c_{j} \delta_{i, q}\right) . \tag{3.M.2}
\end{align*}
$$

In order to get the contributions due to the one-body terms, we will have to include the appropriate coefficients and sum over the fermionic modes, resulting in

$$
\begin{align*}
& \sum_{p, q=1}^{N_{f}} f_{p q}^{\mathrm{FA}}\left[e^{i \sum_{k} \alpha_{p q}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{q}, c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}\right] \\
= & -\sum_{p=1}^{N_{f}} f_{j p}^{\mathrm{FA}} e^{i \sum_{k} \alpha_{j p}^{\mathrm{FA}}(k) n_{k}^{f}} c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{p}+\sum_{p=1}^{N_{f}} f_{i p}^{\mathrm{FA}} e^{i \sum_{k} \alpha_{i p}^{\mathrm{FA}(k) n_{k}^{f}}} c_{i}^{\dagger} c_{j}^{\dagger} c_{j} c_{p} \\
& -\sum_{p=1}^{N_{f}} f_{p j}^{\mathrm{FA}} e^{i \sum_{k} \alpha_{p j}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{i}^{\dagger} c_{i} c_{j}+\sum_{p=1}^{N_{f}} f_{p i}^{\mathrm{FA}} e^{i \sum_{k} \alpha_{p i}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{j}^{\dagger} c_{i} c_{j} \\
= & \left(\sum_{p=1}^{N_{f}} f_{i p}^{\mathrm{FA}} e^{i \sum_{k} \alpha_{i p}^{\mathrm{FA}}(k) n_{k}^{f}} c_{i}^{\dagger} c_{j}^{\dagger} c_{j} c_{p}+(i \leftrightarrow j)\right)+\left(\sum_{p=1}^{N_{f}} f_{p i}^{\mathrm{FA}} e^{i \sum_{k} \alpha_{p i}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}+(i \leftrightarrow j)\right) . \tag{3.M.3}
\end{align*}
$$

Before taking the expectation value of Eq. (3.M.3), we first give the following useful identities,

$$
\begin{align*}
f_{i p}^{\mathrm{FA}} e^{i\left(\alpha_{i p}^{\mathrm{FA}}(i)+\alpha_{i p}^{\mathrm{FA}}(j)\right)} & =f_{i p} e^{i\left(\omega_{j p}-\omega_{j i}\right)}  \tag{3.M.4}\\
f_{p i}^{\mathrm{FA}} e^{i\left(\alpha_{p i}^{\mathrm{FA}}(p)+\alpha_{p i}^{\mathrm{FA}}(j)\right)} & =f_{p i} e^{i\left(\omega_{j i}-\omega_{j p}\right)} . \tag{3.M.5}
\end{align*}
$$

We now take the expectation values of Eq. (3.M.2) w.r.t. the FGS. Following the strategy of Appendix 3.F, we compute

$$
\begin{equation*}
\left(f_{i p}^{\mathrm{FA}}\left\langle e^{i \sum_{k} \alpha_{i p}^{\mathrm{FA}}(k) n_{k}^{f}} c_{i}^{\dagger} c_{j}^{\dagger} c_{j} c_{p}\right\rangle_{\mathrm{GS}}\right)^{*}=\left(f_{i p}^{\mathrm{FA}}\right)^{*}\left\langle c_{p}^{\dagger} p_{j}^{\dagger} c_{j} c_{i} e^{-i \sum_{k} \alpha_{i p}^{\mathrm{FA}(k) n_{k}^{f}}}\right\rangle_{\mathrm{GS}} . \tag{3.M.6}
\end{equation*}
$$

By commuting the exponential operator to the left of the string of fermionic creation using Eq. (3.3.16), we get an additional phase factor,

$$
\begin{equation*}
c_{p}^{\dagger} c_{j}^{\dagger} c_{j} c_{i} e^{-i \sum_{k} \alpha_{i p}^{\mathrm{FA}}(k) n_{k}^{f}}=-e^{-2 i \omega_{p i}} e^{i \sum_{k} \mathrm{C}_{p i}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{j}^{\dagger} c_{i} c_{j} . \tag{3.M.7}
\end{equation*}
$$

Computing the first coefficient on the right-hand side of Eq. (3.M.6) leads to $\left(f_{i p}^{\mathrm{FA}}\right)^{*}=$ $f_{p i} e^{i \omega_{p i}}$, where we used the integral symmetry $f_{p q}^{*}=f_{q p}$ (which follows from the definition in Eq. (3.A.2)). Using this result and Eq. (3.M.7), Eq. (3.M.6) can be recast into

$$
\begin{equation*}
\left(f_{i p}^{\mathrm{FA}}\left\langle e^{i \sum_{k} \alpha_{i p}^{\mathrm{FA}}(k) n_{k}^{f}} c_{i}^{\dagger} c_{j}^{\dagger} c_{j} c_{p}\right\rangle_{\mathrm{GS}}\right)^{*}=-f_{p i}^{\mathrm{FA}}\left\langle e^{i \sum_{k} \alpha_{p i}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}\right\rangle_{\mathrm{GS}} . \tag{3.M.8}
\end{equation*}
$$

Through Eq. (3.M.8) we have shown that the expectation value w.r.t. the FGS of the terms in Eq. (3.M.3) may be written as

$$
\begin{equation*}
\left\langle\left[\bar{H}_{1}, c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}\right]\right\rangle_{\mathrm{GS}}=\left(\sum_{p=1}^{N_{f}} f_{i p}^{\mathrm{FA}}\left\langle e^{i \sum_{k} \alpha_{i p}^{\mathrm{FA}}(k) n_{k}^{f}} c_{i}^{\dagger} c_{j}^{\dagger} c_{j} c_{p}\right\rangle_{\mathrm{GS}}-\text { H.c. }\right)+(i \leftrightarrow j), \tag{3.M.9}
\end{equation*}
$$

where H.c. denotes the Hermitian conjugated of the first expression inside the big brackets on the right-hand side of Eq. (3.M.9). Again, $(i \leftrightarrow j)$ is a duplicate of the expression inside the large brackets, but with index $i$ replaced by $j$ (and vice versa). The result of Eq. (3.M.9) gives a purely imaginary number.

## 3.M. 2 Contributions from rotated two-body Hamiltonian terms

In this subsection, we will compute

$$
\begin{equation*}
\left\langle\left[\bar{H}_{2}, c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}\right]\right\rangle_{\mathrm{GS}}=\frac{1}{2} \sum_{p, q, r, s=1}^{N_{f}} h_{p q r s}^{\mathrm{FA}}\left\langle\left[e^{i \sum_{k} \beta_{p q r s}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{q}^{\dagger} c_{r} c_{s}, c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}\right]\right\rangle_{\mathrm{GS}} . \tag{3.M.10}
\end{equation*}
$$

The commutator of the rotated two-body Hamiltonian terms with $c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}$ is given by

$$
\begin{align*}
& {\left[e^{i \sum_{k} \beta_{p q q}^{\mathrm{FA}}{ }^{\mathrm{F} s s}(k) n_{k}^{f}} c_{p}^{\dagger} c_{q}^{\dagger} c_{r} c_{s}, c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}\right] } \\
= & e^{i \sum_{k} \beta_{p q \mathrm{FA} s}^{\mathrm{FA}}(k) n_{k}^{f}}\left(c_{i}^{\dagger} c_{j}^{\dagger} c_{q}^{\dagger} c_{i} c_{r} c_{s} \delta_{p, j}-c_{i}^{\dagger} c_{j}^{\dagger} c_{r} c_{s} \delta_{p, j} \delta_{q, i}-c_{i}^{\dagger} c_{j}^{\dagger} c_{q}^{\dagger} c_{j} c_{r} c_{s} \delta_{p, i}+c_{i}^{\dagger} c_{j}^{\dagger} c_{r} c_{s} \delta_{p, i} \delta_{j, q}\right. \\
& -c_{i}^{\dagger} c_{j}^{\dagger} c_{p}^{\dagger} c_{i} c_{r} c_{s} \delta_{q, j}+c_{i}^{\dagger} c_{j}^{\dagger} c_{p}^{\dagger} c_{j} c_{r} c_{s} \delta_{q, i}-c_{p}^{\dagger} c_{q}^{\dagger} c_{i}^{\dagger} c_{i} c_{j} c_{s} \delta_{r, j}+c_{p}^{\dagger} c_{q}^{\dagger} c_{j}^{\dagger} c_{i} c_{j} c_{s} \delta_{r, i} \\
& \left.+c_{p}^{\dagger} c_{q}^{\dagger} c_{i}^{\dagger} c_{r} c_{i} c_{j} \delta_{s, j}-c_{p}^{\dagger} c_{q}^{\dagger} c_{i} c_{j} \delta_{s, j} \delta_{r, i}-c_{p}^{\dagger} c_{q}^{\dagger} c_{j}^{\dagger} c_{r} c_{i} c_{j} \delta_{i, s}+c_{p}^{\dagger} c_{q}^{\dagger} c_{i} c_{j} \delta_{i, s} \delta_{r, j}\right) . \tag{3.M.11}
\end{align*}
$$

In order to get the contributions due to the rotated two-body Hamiltonian $\bar{H}_{2}$, we will have to include the appropriate coefficients and sum over the fermionic modes. After
relabeling the indices, this results in

$$
\begin{align*}
\frac{1}{2} \sum_{p, q, r, s=1}^{N_{f}} h_{p q r s}^{\mathrm{FA}}\left[e^{i} \sum_{k} \beta_{p q r s}^{\mathrm{FA}}(k) n_{k}^{f}\right. & \left.c_{p}^{\dagger} c_{q}^{\dagger} c_{r} c_{s}, c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}\right] \\
= & \frac{1}{2} \sum_{p, q, r=1}^{N_{f}} h_{j p q r}^{\mathrm{FA}} e^{i} \sum_{k} \beta_{j p q r}^{\mathrm{FA}}(k) n_{k}^{f} \\
c_{i}^{\dagger} & c_{j}^{\dagger} c_{p}^{\dagger} c_{i} c_{q} c_{r}+\frac{1}{2} \sum_{p, q, r=1}^{N_{f}} h_{i p q r}^{\mathrm{FA}} e^{i \sum_{k} \beta_{i p q r}^{\mathrm{FA}}(k) n_{k}^{f}} c_{j}^{\dagger} c_{i}^{\dagger} c_{p}^{\dagger} c_{j} c_{q} c_{r} \\
& +\frac{1}{2} \sum_{p, q=1}^{N_{f}} h_{j i p q}^{\mathrm{FA}} e^{i \sum_{k} \beta_{j i p q}^{\mathrm{FA}}(k) n_{k}^{f}} c_{j}^{\dagger} c_{i}^{\dagger} c_{p} c_{q}+\frac{1}{2} \sum_{p, q=1}^{N_{f}} h_{i j p q}^{\mathrm{FA}} e^{i \sum_{k} \beta_{i j p q}^{\mathrm{FA}}(k) n_{k}^{f}} c_{i}^{\dagger} c_{j}^{\dagger} c_{p} c_{q} \\
& +\frac{1}{2} \sum_{p, q, r=1}^{N_{f}} h_{p j q r}^{\mathrm{FA}} e^{i \sum_{k} \beta_{p j q r}^{\mathrm{FA}}(k) n_{k}^{f}} c_{j}^{\dagger} c_{i}^{\dagger} c_{p}^{\dagger} c_{i} c_{q} c_{r}+\frac{1}{2} \sum_{p, q, r=1}^{N_{f}} h_{p i q r}^{\mathrm{FA}} e^{i \sum_{k} \beta_{p i q r}^{\mathrm{FA}}(k) n_{k}^{f}} c_{i}^{\dagger} c_{j}^{\dagger} c_{p}^{\dagger} c_{j} c_{q} c_{r} \\
& +\frac{1}{2} \sum_{p, q, r=1}^{N_{f}} h_{p q j r}^{\mathrm{FA}} e^{i \sum_{k} \beta_{p q q j r}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{q}^{\dagger} c_{i}^{\dagger} c_{j} c_{i} c_{r}+\frac{1}{2} \sum_{p, q, r=1}^{N_{f}} h_{p q i r}^{\mathrm{FA}} e^{i \sum_{k} \beta_{p q i r}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{q}^{\dagger} c_{j}^{\dagger} c_{i} c_{j} c_{r} \\
& +\frac{1}{2} \sum_{p, q, r=1}^{N_{f}} h_{p q q j}^{\mathrm{FA}} e^{i \sum_{k} \beta_{p q q j}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{q}^{\dagger} c_{i}^{\dagger} c_{r} c_{i} c_{j}+\frac{1}{2} \sum_{p, q, r=1}^{N_{f}} h_{p q r i}^{\mathrm{FA}} e^{i \sum_{k} \beta_{p q q i}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{q}^{\dagger} c_{j}^{\dagger} c_{r} c_{j} c_{i}  \tag{3.M.12}\\
& +\frac{1}{2} \sum_{p, q=1}^{N_{f}} h_{p q i j}^{\mathrm{FA}} e^{i \sum_{k} \beta_{p q q i j}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{q}^{\dagger} c_{j} c_{i}+\frac{1}{2} \sum_{p, q=1}^{N_{f}} h_{p q j i j}^{\mathrm{FA}} e^{i \sum_{k} \beta_{p q q i i}^{\mathrm{FA}(k) n_{k}^{f}} c_{p}^{\dagger} c_{q}^{\dagger} c_{i} c_{j}}
\end{align*}
$$

By use of the coefficient symmetries of $h_{p q r s}^{\mathrm{FA}}$, the anti-commutation relations of the fermionic operators, and observing that the second term on each of the lines on the right-hand side of Eq. (3.M.12) is identical to its left-when interchanging the indices $i$ and $j$ (which we will indicate by the notation $(i \leftrightarrow j)$ )- we can rewrite the above expression as

$$
\begin{align*}
& \frac{1}{2} \sum_{p, q, r, s=1}^{N_{f}} h_{p q r s}^{\mathrm{FA}}\left[e^{i \sum_{k} \beta_{p q r s}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{q}^{\dagger} c_{r} c_{s}, c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}\right] \\
&= {\left[\sum_{p, q, r=1}^{N_{f}} h_{i p q r}^{\mathrm{FA}} i^{i \sum_{k} \beta_{i p q r}^{\mathrm{FA}}(k) n_{k}^{f}} c_{j}^{\dagger} c_{i}^{\dagger} c_{p}^{\dagger} c_{j} c_{q} c_{r}+\sum_{p, q, r=1}^{N_{f}} h_{p q r i}^{\mathrm{FA}} e^{i \sum_{k} \beta_{p q r i}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{q}^{\dagger} c_{j}^{\dagger} c_{r} c_{j} c_{i}\right.} \\
&\left.+\frac{1}{2} \sum_{p, q=1}^{N_{f}} h_{i j p q}^{\mathrm{FA}} e^{i \sum_{k} \beta_{i j p q}^{\mathrm{FA}}(k) n_{k}^{f}} c_{i}^{\dagger} c_{j}^{\dagger} c_{p} c_{q}+\frac{1}{2} \sum_{p, q=1}^{N_{f}} h_{p q i j}^{\mathrm{FA}} e^{i \sum_{k} \beta_{p q q i j}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{q}^{\dagger} c_{j} c_{i}\right]+(i \leftrightarrow j) \tag{3.M.13}
\end{align*}
$$

In order to simplify the expectation value of the above expression w.r.t. the FGS, we take the Hermitian conjugate of the first term on the right-hand side of Eq. 3.M.13) in the first and second line, analogous to Appendix 3.M.1 and use the symmetry property
$h_{p q r s}^{*}=h_{\text {srqp }}$ of the Coulomb matix elements,

$$
\begin{align*}
& \left(\sum_{p, q, r=1}^{N_{f}} h_{i p q r}^{\mathrm{FA}}\left\langle e^{i \sum_{k} \beta_{i p q r}^{\mathrm{FA}}(k) n_{k}^{f}} c_{j}^{\dagger} c_{i}^{\dagger} c_{p}^{\dagger} c_{j} c_{q} c_{r}\right\rangle_{\mathrm{GS}}\right)^{*} \\
= & -\sum_{p, q, r=1}^{N_{f}} h_{p q r i}^{\mathrm{FA}}\left\langle e^{i \sum_{k} \beta_{p q r i}^{\mathrm{FA}}(k) n_{k}^{f}} c_{p}^{\dagger} c_{q}^{\dagger} c_{j}^{\dagger} c_{r} c_{j} c_{i}\right\rangle_{\mathrm{GS}}  \tag{3.M.14}\\
& \left(\frac{1}{2} \sum_{p, q=1}^{N_{f}} h_{i j p q}^{\mathrm{FA}}\left\langle e^{i \sum_{k}{ }_{k}^{\mathrm{FA}}\left(\overrightarrow{p q}(k) n_{k}^{f}\right.} c_{i}^{\dagger} c_{j}^{\dagger} c_{p} c_{q}\right\rangle_{\mathrm{GS}}\right)^{*} \\
= & -\frac{1}{2} \sum_{p, q=1}^{N_{f}} h_{p q i j}^{\mathrm{FA}}\left\langle e^{i \sum_{k} \beta_{p q q i j}^{\mathrm{FA}(k) n_{k}^{f}}} c_{p}^{\dagger} c_{q}^{\dagger} c_{j} c_{i}\right\rangle_{\mathrm{GS}} . \tag{3.M.15}
\end{align*}
$$

Inserting Eqs. (3.M.14)-(3.M.15) into Eq. (3.M.13) leads to

$$
\begin{align*}
\left\langle\left[\bar{H}_{2}, c_{i}^{\dagger} c_{j}^{\dagger} c_{i} c_{j}\right]\right\rangle_{\mathrm{GS}}= & {\left[\left(\sum_{p, q, r=1}^{N_{f}} h_{i p q r}^{\mathrm{FA}}\left\langle e^{i \sum_{k} \beta_{i p q r}^{\mathrm{FA}}(k) n_{k}^{f}} c_{j}^{\dagger} c_{i}^{\dagger} c_{p}^{\dagger} c_{j} c_{q} c_{r}\right\rangle_{\mathrm{GS}}-\text { H.c. }\right)\right.} \\
& \left.+\frac{1}{2}\left(\sum_{p, q=1}^{N_{f}} h_{i j p q}^{\mathrm{FA}}\left\langle e^{i \sum_{k} \beta_{i j p q}^{\mathrm{FA}}(k) n_{k}^{f}} c_{i}^{\dagger} c_{j}^{\dagger} c_{p} c_{q}\right\rangle_{\mathrm{GS}}-\text { H.c. }\right)\right]+(i \leftrightarrow j) . \tag{3.M.16}
\end{align*}
$$

Note, that the resulting number in Eq. (3.M.16) is purely imaginary. We can simplify part of the above expression through

$$
\begin{equation*}
\frac{1}{2} \sum_{p, q=1}^{N_{f}} h_{i j p q}^{\mathrm{FA}}\left\langle e^{i \sum_{k} \beta_{i j p q}^{\mathrm{FA}}(k) n_{k}^{f}} c_{i}^{\dagger} c_{j}^{\dagger} c_{p} c_{q}\right\rangle_{\mathrm{GS}}+(i \leftrightarrow j)=2 \sum_{p<q}^{N_{f}} h_{i j p q}^{\mathrm{FA}}\left\langle e^{i \sum_{k} \beta_{i j p q}^{\mathrm{FA}}(k) n_{k}^{f}} c_{i}^{\dagger} c_{j}^{\dagger} c_{p} c_{q}\right\rangle_{\mathrm{GS}} \tag{3.M.17}
\end{equation*}
$$

Section 3.N

# DERIVATIONS OF THE EQUATIONS OF MOTION OF THE VARIATIONAL PARAMETERS THROUGH IMAGINARY-TIME EVOLUTION 

Within the imaginary-time evolution, the variational state fulfills

$$
\begin{equation*}
d_{\tau}\left|\Psi_{\mathrm{NGS}}\right\rangle=-(H-E)\left|\Psi_{\mathrm{NGS}}\right\rangle \tag{3.N.1}
\end{equation*}
$$

where $E=\left\langle\Psi_{\mathrm{NGS}}\right| H\left|\Psi_{\mathrm{NGS}}\right\rangle$ is the variational energy at time $\tau$. The above equation is obtained by replacing $|\varphi(\tau)\rangle$ in Eq. (3.6.2 by the variational state Ansatz $\left|\Psi_{\text {NGS }}\right\rangle$.

Following Ref. [41], we treat the left- and right-hand side of Eq. (3.N.1) separately in Appendices 3.N.1 and 3.N.2. We will make extensive use of the normal-ordered expansion of an operator as introduced in Appendix 3.H, which will help construct the tangent vectors $\left|\Psi_{j}\right\rangle$ in such a way that they are orthogonal to each other. This allows us to derive the equation of motion for the $\mathrm{CM} \Gamma_{m}$ given in Eq. (3.6.8).

## 3.N. 1 Left-hand side of the equation of motion

Following Eq. (3.I.12), the left-hand side of Eq. (3.N.1) can be written as

$$
\begin{equation*}
d_{\tau}\left|\Psi_{\mathrm{NGS}}\right\rangle=U_{\mathrm{FA}} U_{\mathrm{GS}}\left|\Psi_{\mathrm{L}}\right\rangle, \tag{3.N.2}
\end{equation*}
$$

where we defined the state

$$
\begin{equation*}
\left|\Psi_{L}\right\rangle=U_{\mathrm{L}}|0\rangle \tag{3.N.3}
\end{equation*}
$$

and the operator $U_{\mathrm{L}}$ is given by Eq. 3.I.19) Since $U_{\mathrm{L}}$ in Eq. (3.N.2) is a normalordered operator acting on the fermionic vacuum state, only fermionic creation operators will survive. Applying $U_{\mathrm{L}}$ on the vacuum state will result in a linear combination of operators containing a various number of fermionic excitations. In our case,

$$
\begin{equation*}
U_{\mathrm{L}}|0\rangle=\left|L_{0}\right\rangle+\left|L_{2}\right\rangle+\delta O|0\rangle \tag{3.N.4}
\end{equation*}
$$

where the first term contains zero fermionic excitations operators, the second terms contains two, and the last term includes all excitations larger than two. More specifically, the first two terms are explicitly given by

$$
\begin{align*}
& \left|L_{0}\right\rangle=\left(\frac{i}{4} \operatorname{tr}\left[\left(d_{\tau} U_{m}\right) U_{m}^{T} \Gamma_{m}\right]+\langle O\rangle_{\mathrm{GS}}\right)|0\rangle  \tag{3.N.5}\\
& \left|L_{2}\right\rangle=\frac{1}{4}: A^{T} U_{m}^{T}\left(\left(d_{\tau} U_{m}\right)+i O_{m} U_{m}\right) A:|0\rangle . \tag{3.N.6}
\end{align*}
$$

By way of shifting $U_{\mathrm{FA}} U_{\mathrm{GS}}$ to the left in Eq. (3.N.2), Shi et al. construct an orthogonal set of states $\left|L_{0}\right\rangle,\left|L_{2}\right\rangle, \delta O_{\mathrm{FA}}|0\rangle$, which span the tangent space of the variational manifold.

[^40]
## 3.N. 2 Right-hand side of the equation of motion

We now turn to the right-hand side of Eq. (3.N.1),

$$
\begin{equation*}
\left|R_{\Psi}\right\rangle=-(H-E)\left|\Psi_{\mathrm{NGS}}\right\rangle . \tag{3.N.7}
\end{equation*}
$$

In a procedure analogous to the one in Section 3.N.1, we move the unitary Gaussian operator $U_{\mathrm{GS}}$ past the Hamiltonian operator, resulting in

$$
\begin{equation*}
\left|R_{\Psi}\right\rangle=U_{\mathrm{S}} U_{\mathrm{GS}}\left|\Psi_{\mathrm{R}}\right\rangle \tag{3.N.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|\Psi_{\mathrm{R}}\right\rangle=-\left(U_{\mathrm{R}}-E\right)|0\rangle \tag{3.N.9}
\end{equation*}
$$

is the state obtained by moving the non-Gaussian and Gaussian operators to the left and

$$
\begin{equation*}
U_{\mathrm{R}}=U_{\mathrm{GS}}^{\dagger} \bar{H} U_{\mathrm{GS}} \tag{3.N.10}
\end{equation*}
$$

is the Gaussian-transformed rotated Hamiltonian in Eq. (3.3.19). The expectation value of the variational energy $E$ can be obtained by computing Eq. (3.5.1). Using the normalordered expansion of Eq. (3.H.2), we can write the right-hand side of Eq. (3.N.10) as

$$
\begin{equation*}
U_{\mathrm{R}}=\langle\bar{H}\rangle_{\mathrm{GS}}+\frac{i}{4}: A^{T} U_{m}^{T} \bar{H}_{m} U_{m} A:+\delta \bar{H}, \tag{3.N.11}
\end{equation*}
$$

where $\bar{H}_{m}$ is the mean-field matrix of the rotated Hamiltonian and $\delta \bar{H}$ contains higherorder terms. This simplifies the right-hand side of Eq. 3.N.9) since constant terms $E=$ $\langle\bar{H}\rangle_{\mathrm{GS}}$ are cancelling each other, giving

$$
\begin{equation*}
\left|\Psi_{\mathrm{R}}\right\rangle=-\left(\frac{i}{4}: A^{T} U_{m}^{T} \bar{H}_{m} U_{m} A:+\delta \bar{H}\right)|0\rangle \tag{3.N.12}
\end{equation*}
$$

Following the strategy of Eq. (3.N.4), applying the operator $U_{\mathrm{R}}$ of Eq. (3.N.11) on the fermionic vacuum state results in

$$
\begin{equation*}
U_{\mathrm{R}}|0\rangle=\left|R_{0}\right\rangle+\left|R_{2}\right\rangle+\delta \bar{H}|0\rangle \tag{3.N.13}
\end{equation*}
$$

where - by construction - the terms on the right-hand side are orthogonal to each other and $\delta \bar{H}|0\rangle$ contains higher-order terms. The explicit form of the linear and quadratic term is given by

$$
\begin{align*}
\left|R_{0}\right\rangle & =\langle\bar{H}\rangle_{\mathrm{GS}}|0\rangle  \tag{3.N.14}\\
\left|R_{2}\right\rangle & =\frac{i}{4}: A^{T} U_{m}^{T} \bar{H}_{m} U_{m} A:|0\rangle \tag{3.N.15}
\end{align*}
$$

## 3.N. 3 Getting the equations of motion for the covariance matrix

The equations of motion for the CM are obtained by comparing Eq. (3.N.6) with Eq. (3.N.15). Due to Eq. (3.N.1), we know that the left- and right-hand side expressions $\left|\Psi_{L}\right\rangle$ and $\left|\Psi_{\mathrm{R}}\right\rangle$ must be identical. This leads to the condition $\left|L_{2}\right\rangle=-\left|R_{2}\right\rangle$. For the quadratic polynomials this translates to

$$
\begin{equation*}
: A^{T} U_{m}^{T}\left(\left(d_{\tau} U_{m}\right)+i O_{m} U_{m}\right) A:|0\rangle=-i: A^{T} U_{m}^{T} \bar{H}_{m} U_{m} A:|0\rangle \tag{3.N.16}
\end{equation*}
$$

Since all terms in the above expression are normal ordered, and the normal-ordered products act on the fermionic vacuum, we know that only the fermionic creation operators will survive $~_{12}^{12}$. We define $c^{\dagger}=\left(c_{1}^{\dagger}, \ldots, c_{N_{f}}^{\dagger}\right)$, which provides us with a shorthand notation for expressions such as

$$
\left(c^{\dagger}, c^{\dagger}\right)=\left(c_{1}^{\dagger}, \ldots, c_{N_{f}}^{\dagger}, c_{N_{f}+1}^{\dagger}, \ldots, c_{2 N_{f}}^{\dagger}\right)
$$

We can use the fact, that $\left(c^{\dagger}, i c^{\dagger}\right) \Upsilon=-i\left(c^{\dagger}, i c^{\dagger}\right)$ and $\Upsilon\left(c^{\dagger}, i c^{\dagger}\right)^{T}=i\left(c^{\dagger}, i c^{\dagger}\right)^{T}$ to rewrite the right-hand side of Eq. (3.N.16) in a suitable way,

$$
\begin{equation*}
: A^{T} U_{m}^{T} \bar{H}_{m} U_{m} A:|0\rangle=\frac{i}{2}:\left(c^{\dagger}, i c^{\dagger}\right)\left(\Upsilon U_{m}^{T} \bar{H}_{m} U_{m}-U_{m}^{T} \bar{H}_{m} U_{m} \Upsilon\right)\binom{c^{\dagger}}{i c^{\dagger}}:|0\rangle \tag{3.N.17}
\end{equation*}
$$

We also write the left-hand side of Eq. (3.N.16) in terms of fermionic creation operators,

$$
\begin{equation*}
: A^{T} U_{m}^{T}\left(\left(d_{\tau} U_{m}\right)+i O_{m} U_{m}\right) A:|0\rangle=:\left(c^{\dagger}, i c^{\dagger}\right) U_{m}^{T}\left(\left(d_{\tau} U_{m}\right)+i O_{m} U_{m}\right)\binom{c^{\dagger}}{i c^{\dagger}}:|0\rangle \tag{3.N.18}
\end{equation*}
$$

We can now use the orthogonality of $U_{m}$, as well as the identity $\Gamma_{m}=-U_{m} \Upsilon U_{m}^{T}$ in order to derive an expression for $d_{\tau} U_{m}$-simply by inserting Eqs. (3.N.18) and (3.N.17) into Eq. (3.N.16) - which leads to

$$
\begin{equation*}
d_{\tau} U_{m}=-\frac{1}{2} \Gamma_{m} \bar{H}_{m} U_{m}-\frac{1}{2} \bar{H}_{m} U_{m} \Upsilon-i O_{m} U_{m} \tag{3.N.19}
\end{equation*}
$$

Under the assumption, that $U_{m}$ is an orthogonal matrix, we can derive an expression for the imaginary-time derivative of the transposed expression,

$$
d_{\tau} U_{m}^{T}=-U_{m}^{T}\left(d_{\tau} U_{m}\right) U_{m}^{T}
$$

which we can use to derive an equation of motion for the parameters $\xi$ belonging to the CM. More specifically, we can use the relation between those variational parameters with and CM to derive the equation of motion displayed in Eq. (3.6.8) with the help of Eq. (3.N.19). This is described in detail below.

Since $\xi$ is an anti-symmetric and hermitian matrix, $U_{m}$ is guaranteed to be orthogonal, i.e. $U_{m} U_{m}^{T}=\mathbb{1}$. Taking the time-derivative results in

$$
\begin{equation*}
d_{\tau} U_{m}^{T}=-U_{m}^{T}\left(d_{\tau} U_{m}\right) U_{m}^{T} \tag{3.N.20}
\end{equation*}
$$

We insert Eq. (3.N.19) into Eq. (3.N.20) and use the relation $\Gamma_{m}=-U_{m} \Upsilon U_{m}^{T}$, which helps us to express the time derivative of the transpose in terms of known quantities,

$$
\begin{equation*}
d_{\tau} U_{m}^{T}=\frac{1}{2} U_{m}^{T} \Gamma_{m} \bar{H}_{m}-\frac{1}{2} U_{m}^{T} \bar{H}_{m} \Gamma_{m}+i U_{m}^{T} O_{m} . \tag{3.N.21}
\end{equation*}
$$

To get a differential equation for the CM, we insert Eqs. (3.N.21) and (3.N.19) into

$$
\begin{equation*}
d_{\tau} \Gamma_{m}=-\left(d_{\tau} U_{m}\right) \Upsilon U_{m}^{T}-U_{m} \Upsilon\left(d_{\tau} U_{m}^{T}\right) \tag{3.N.22}
\end{equation*}
$$

and using $\Upsilon^{2}=-\mathbb{1}$ and $\Gamma_{m}^{2}=-\mathbb{1}$, we reproduce the equation of motion describing the variational parameters belonging to the FGS, i.e. Eq. 3.6.8.

One can further derive from Eq. 3.N.22 the commutation relation for the symmetrized part of the mean energy term $H_{m}$ with the CM,

$$
\begin{equation*}
\left[\bar{H}_{m}^{T}+\bar{H}_{m}, \Gamma_{m}\right]=2 i\left(O_{m}^{T}+O_{m}\right) \tag{3.N.23}
\end{equation*}
$$

The above relation follows from the orthogonality of $U_{m}$.

[^41]
## Section 3.O

## Behavior of the energy in time

Section 3.0.1 shows how the energy behaves in time when both $\omega$ and $\xi$ follow an imaginary-time evolution. This section uses differential geometry arguments and is taken from Ref. [41] and is included solely for completeness. In Section 3.O.2 we summarize the steps to get from Eq. (3.6.38) to Eq. (3.6.39).

## 3.O.1 Differential geometry perspective on the imaginary-time evolution

In this section we follow Ref. [41] where it is shown that the energy expectation value $E(\xi, \omega)$ in Eq. (3.3.26) is monotonically decreasing in time when following an imaginarytime evolution of the variational parameters. Unlike Section 3.6.5, the arguments here are based on a differential geometry perspective.

We consider a general variational Ansatz $\left|\Psi_{\mathrm{NGS}}\right\rangle=|\Psi(\theta)\rangle$, where $\theta$ describes a set of variational parameters (in our case $\theta$ would contain all variational parameters $\xi$ and $\omega$ ). Following an imaginary-time evolution as in Eq. (3.6.2), the time derivative of the variational state follows

$$
\begin{equation*}
d_{\tau}|\Psi(\theta)\rangle=\sum_{j=1}^{r_{G}}\left(d_{\tau} \theta_{j}\right)\left|\Psi_{j}\right\rangle, \tag{3.0.1}
\end{equation*}
$$

where $r_{G}$ is the rank of the Gram matrix. The vectors $\left|\Psi_{j}\right\rangle$ span the so-called tangent space. As stated before, in general $r_{G}$ can be smaller than the total number of variational parameters if the tangent vectors are not all linearly independent. In that case, some of the variational parameters have to be held fixed. The right-hand side of Eq. (3.6.2) can be written as

$$
\begin{equation*}
\left|R_{\Psi}\right\rangle=-(H-E)|\Psi(\theta)\rangle \tag{3.0.2}
\end{equation*}
$$

as in Eq. (3.N.7). The above state can be decomposed into state vectors $\left|\Psi_{\|}\right\rangle=P_{\theta}|\Psi(\theta)\rangle$ which lie in the tangent space, i.o.w.

$$
\begin{equation*}
\left|\Psi_{\|}\right\rangle=\sum_{j=1}^{r_{G}}\left(d_{\tau} \theta_{j}\right)\left|\Psi_{j}\right\rangle \tag{3.O.3}
\end{equation*}
$$

and state vectors $\left|\Psi_{\perp}\right\rangle=\left(\mathbb{1}-P_{\theta}\right)|\Psi(\theta)\rangle$ which are orthogonal to the tangent space and $P_{\theta}$ is a projection operator onto the tangent space. The variational state is supposed to be normalized, therefore

$$
\begin{equation*}
d_{\tau}\langle\Psi(\theta) \mid \Psi(\theta)\rangle=2 \Re\left\{\left\langle\Psi(\theta) \mid \Psi_{\|}\right\rangle\right\}=0 \tag{3.O.4}
\end{equation*}
$$

where $\Re\{x\}=\left(x+x^{*}\right) / 2$ denotes the real part of a complex number $x$. The time evolution of the energy can thus be computed as follows

$$
\begin{equation*}
d_{\tau} E(\theta)=d_{\tau}\langle\Psi(\theta)| H|\Psi(\theta)\rangle=2 \Re\left\{\langle\Psi(\theta)| H\left(d_{\tau}|\Psi(\theta)\rangle\right)\right\}=2 \Re\left\{\langle\Psi(\theta)| H\left|\Psi_{\|}\right\rangle\right\} . \tag{3.O.5}
\end{equation*}
$$

Inserting the adjoint of Eq. (3.O.2) and using Eq. (3.0.4), we can rewrite Eq. (3.O.5) as

$$
\begin{equation*}
d_{\tau} E(\theta)=2 \Re\left\{E\left\langle\Psi(\theta) \mid \Psi_{\|}\right\rangle-\left\langle R_{\Psi}\right| P_{\theta}\left|R_{\Psi}\right\rangle\right\}=-2 \Re\left\{\left\langle R_{\Psi}\right| P_{\theta}\left|R_{\Psi}\right\rangle\right\} \leq 0, \tag{3.0.6}
\end{equation*}
$$

where the last equation follows from the fact, that the expectation value of a projection operator to any given normalized state vector is a non-negative number in the range $[0,1]$. Therefore within the VM the energy is monotonically decreasing in time when undergoing an imaginary-time evolution.

## 3.O. 2 Time-dependence of the energy as a function of the CM and NGS parameters

We now turn to the first term on the right-hand side of Eq. (3.6.38). We rewrite Eq. (3.6.8) as

$$
\begin{equation*}
d_{\tau} \Gamma_{m}=\frac{1}{2}\left[\Gamma_{m},\left[\Gamma_{m}, \bar{H}_{m}\right]\right]+i\left[\Gamma_{m}, O_{m}\right] . \tag{3.0.7}
\end{equation*}
$$

Since $\bar{H}_{m}$ is anti-symmetric under transposition, we have

$$
\begin{equation*}
\sum_{i, j=1}^{2 N_{f}}\left(\bar{H}_{m}\right)_{i j} d_{\tau}\left(\Gamma_{m}\right)_{i j}=-\operatorname{tr}\left(\bar{H}_{m}\left(d_{\tau} \Gamma_{m}\right)\right) . \tag{3.0.8}
\end{equation*}
$$

Using the linearity and cyclic property of the trace, we can write

$$
\begin{equation*}
\operatorname{tr}\left(\bar{H}_{m}\left[\Gamma_{m},\left[\Gamma_{m}, \bar{H}_{m}\right]\right]\right)=\operatorname{tr}\left(\left[\bar{H}_{m}, \Gamma_{m}\right]\left[\Gamma_{m}, \bar{H}_{m}\right]\right) . \tag{3.O.9}
\end{equation*}
$$

Inserting Eqs. (3.O.7) and (3.O.9) into Eq. (3.0.8) leads to

$$
\begin{equation*}
\sum_{i, j=1}^{2 N_{f}}\left(\bar{H}_{m}\right)_{i j} d_{\tau}\left(\Gamma_{m}\right)_{i j}=\frac{1}{2} \operatorname{tr}\left(\left(\left[\bar{H}_{m}, \Gamma_{m}\right]-i O_{m}\right)^{2}\right)+\frac{1}{2} \operatorname{tr}\left(O_{m}^{2}\right) . \tag{3.O.10}
\end{equation*}
$$

Inserting these results into Eq. (3.6.38) leads to Eq. (3.6.39).

Section 3.P

## Miscellaneous computations

This Appendix contains small identities used in the main text.

## 3.P. 1

$$
\begin{align*}
& \langle\boldsymbol{\alpha}| e^{i \sum_{j=1}^{N_{f}} \tilde{\alpha}(j) n_{j}} c_{j_{1}}^{\dagger} \cdots c_{j_{a}}^{\dagger} c_{k_{1}} \cdots c_{k_{a}}|\boldsymbol{\alpha}\rangle \\
= & \langle\boldsymbol{\alpha}| e^{i \tilde{\alpha}\left(j_{1}\right)} c_{j_{1}}^{\dagger} e^{i \sum_{j=1}^{N_{f}} \tilde{\alpha}(j) n_{j}} c_{j_{2}}^{\dagger} \cdots c_{j_{a}}^{\dagger} c_{k_{1}} \cdots c_{k_{a}}|\boldsymbol{\alpha}\rangle \\
= & e^{i \sum_{l=1}^{a} \tilde{\alpha}\left(j_{l}\right)}\langle\boldsymbol{\alpha}| c_{j_{1}}^{\dagger} \cdots c_{j_{a}}^{\dagger} e^{i \sum_{j=1}^{N_{f} \tilde{\alpha}(j) n_{j}}} c_{k_{1}} \cdots c_{k_{a}}|\boldsymbol{\alpha}\rangle \\
= & e^{i \sum_{l=1}^{a} \tilde{\alpha}\left(j_{l}\right)}\langle\boldsymbol{\alpha}| \alpha_{j_{1}}^{*} \cdots \alpha_{j_{a}}^{*} e^{i \sum_{j=1}^{N_{f}} \tilde{\alpha}(j) n_{j}} \alpha_{k_{1}}^{\cdots} \alpha_{k_{a}}|\boldsymbol{\alpha}\rangle \\
= & \langle\boldsymbol{\alpha}|\left(\prod_{l=1}^{a} e^{i \tilde{\alpha}\left(j_{l}\right)} \alpha_{j_{l}}^{*}\right)\left(\prod_{m=1}^{a} \alpha_{k_{m}}\right) e^{i \sum_{j=1}^{N_{f}} \tilde{\alpha}(j) n_{j}}|\boldsymbol{\alpha}\rangle . \tag{3.P.1}
\end{align*}
$$

## 3.P. 2

$$
\begin{align*}
\mathcal{A}_{j_{1}^{\dagger} \ldots j_{a}^{j} k_{1} \ldots k_{a}}= & \int d^{2} \boldsymbol{\alpha} \int d^{2} \boldsymbol{\xi} e^{\sum_{n}\left(\alpha_{n} \xi_{n}^{*}-\xi_{n} \alpha_{n}^{*}\right)} \chi(\boldsymbol{\xi}) e^{\frac{1}{2} \sum_{n} \xi_{n}^{*} \xi_{n}} \\
& \times\langle\boldsymbol{\alpha}|\left(\prod_{l=1}^{a} e^{i \tilde{\alpha}\left(j_{l}\right)} \alpha_{j_{l}}^{*}\right)\left(\prod_{m=1}^{a} \alpha_{k_{m}}\right) e^{i \sum_{j=1}^{N_{f}} \tilde{\alpha}(j) n_{j}}|\boldsymbol{\alpha}\rangle \\
= & \int d^{2} \boldsymbol{\xi} \chi(\boldsymbol{\xi}) e^{\frac{1}{2} \sum_{n} \xi_{n}^{*} \xi_{n}} \int d^{2} \boldsymbol{\alpha} e^{\sum_{n}\left(-\xi_{n}^{*} \alpha_{n}-\xi_{n} \alpha_{n}^{*}\right)} \\
& \times\left(\prod_{l=1}^{a} e^{i \tilde{\alpha}\left(j_{l}\right)} \alpha_{j_{l}}^{*}\right)\left(\prod_{m=1}^{a} \alpha_{k_{m}}\right)\left(\prod_{j=1}^{N_{f}} e^{\left(e^{i \tilde{\alpha}(j)}-1\right) \alpha_{j}^{*} \alpha_{j}}\right) \\
= & \int d^{2} \boldsymbol{\xi} \chi(\boldsymbol{\xi}) e^{\frac{1}{2} \sum_{n} \xi_{n}^{*} \xi_{n}} \int d^{2} \boldsymbol{\alpha}\left(\prod_{l=1}^{a} e^{i \tilde{\alpha}\left(j_{l}\right)} \alpha_{j_{l}}^{*}\right)\left(\prod_{m=1}^{a} \alpha_{k_{m}}\right) \\
& \times e^{\sum_{n}\left(-\xi_{n}^{*} \alpha_{n}-\xi_{n} \alpha_{n}^{*}\right)} e^{\sum_{n}\left(e^{i \tilde{\alpha}(n)}-1\right) \alpha_{n}^{*} \alpha_{n}} \\
= & \mathcal{F}_{J} \int d^{2} \boldsymbol{\xi} \chi(\boldsymbol{\xi}) e^{\frac{1}{2} \sum_{n} \xi_{n}^{*} \xi_{n}} \\
& \times \int d^{2} \boldsymbol{\alpha}\left(\prod_{n=1}^{N_{f}} e^{\left(J_{n}^{*}-\xi_{n}^{*}\right) \alpha_{n}+\left(J_{n} e^{i \tilde{\alpha}(n)}-\xi_{n}\right) \alpha_{n}^{*}+\left(e^{i \tilde{\alpha}(n)}-1\right) \alpha_{n}^{*} \alpha_{n}}\right) \\
= & \mathcal{F}_{J} \int d^{2} \boldsymbol{\xi} \chi(\boldsymbol{\xi}) e^{\frac{1}{2} \sum_{n} \xi_{n}^{*} \xi_{n}} \\
& \times \int d^{2} \boldsymbol{\alpha}\left(\prod_{n=1}^{N_{f}} e^{-\left(1-e^{i \tilde{\alpha}(n)}\right) \alpha_{n}^{*} \alpha_{n}+\left(J_{n}^{*}-\xi_{n}^{*}\right) \alpha_{n}+\left(J_{n} e^{i \tilde{\alpha}(n)}-\xi_{n}\right) \alpha_{n}^{*}}\right) . \tag{3.P.2}
\end{align*}
$$

## 3.P. 3

$$
\begin{align*}
& \mathcal{A}_{j_{1}^{\dagger} \ldots j_{a}^{\dagger} k_{1} \ldots k_{a}}=s_{N_{f}} \mathcal{F}_{J} e^{\sum_{k=1}^{N_{f}} \frac{J_{k} J_{k}^{*} e^{i \hat{\alpha}}(k)}{1-e^{i \bar{\alpha}(k)}}}(2 i)^{N_{f}} \int d \overrightarrow{\boldsymbol{\eta}} e^{-\frac{1}{2} \vec{\eta}^{T} B^{\prime} \overrightarrow{\boldsymbol{\eta}}+\overrightarrow{\boldsymbol{K}}^{T} \overrightarrow{\boldsymbol{\eta}}} \\
& =s_{N_{f}} \mathcal{F}_{J} e^{\sum_{k=1}^{N_{f}} \frac{J_{k} J_{k}^{*} e^{\hat{\alpha}}(k)}{1-e^{\tilde{\alpha}(k)}}}(2 i)^{N_{f}} \operatorname{Pf}\left(B^{\prime}\right) e^{-\frac{1}{2} \vec{K}^{T} B^{\prime-1} \vec{K}} \\
& =\frac{s_{N_{f}}}{2^{N_{f}}} \mathcal{F}_{J} e^{\sum_{k=1}^{N_{f}} \frac{J_{k} J_{k}^{*}}{1-e^{i \hat{\alpha}(k)}(k)}} \operatorname{Pf}\left(\Gamma_{F}\right) e^{2 i \overrightarrow{\boldsymbol{K}}^{T} \Gamma_{F}^{-1} \overrightarrow{\boldsymbol{K}}} . \tag{3.P.3}
\end{align*}
$$

## 3.P. 4

$$
\begin{align*}
d_{\tau} U_{\mathrm{GS}} & =\frac{i}{4} \int_{0}^{1} d u e^{\frac{i}{4} u A^{T} \xi A} \sum_{k, l=1}^{2 N_{f}} A_{k}\left(d_{\tau} \xi\right)_{k l} A_{l} e^{-\frac{i}{4} u A^{T} \xi A} U_{\mathrm{GS}} \\
& =\frac{i}{4} \sum_{k, l, p, q=1}^{2 N_{f}} \int_{0}^{1} d u\left(e^{-i u \xi}\right)_{k p} A_{p} e^{\frac{i}{4} u A^{T} \xi A}\left(d_{\tau} \xi\right)_{k l} e^{-\frac{i}{4} u A^{T} \xi A}\left(e^{-i u \xi}\right)_{l q} A_{q} U_{\mathrm{GS}} \\
& =\frac{i}{4} \sum_{k, l, p, q=1}^{2 N_{f}} \int_{0}^{1} d u A_{p}\left(e^{i u \xi}\right)_{p k}\left(d_{\tau} \xi\right)_{k l}\left(e^{-i u \xi}\right)_{l q} A_{q} U_{\mathrm{GS}} \\
& =\frac{1}{4} A^{T}\left(d_{\tau} U_{m}\right) U_{m}^{T} A U_{\mathrm{GS}} \tag{3.P.4}
\end{align*}
$$

where the last line follows again from applying the operator identity of Eq. (3.I.4), which necessitates the insertion of an the matrix identity $\mathbb{1}_{2 N_{f}}=U_{m} U_{m}^{T}$.

## 3.P. 5

$$
\begin{align*}
\left\langle u_{\mathrm{L}}\right\rangle_{\mathrm{GS}} & =\frac{1}{4}\left\langle\Psi_{\mathrm{GS}}\right| A^{T}\left(d_{\tau} U_{m}\right) U_{m}^{T} A\left|\Psi_{\mathrm{GS}}\right\rangle=\frac{1}{4} \sum_{p, q, r=1}^{2 N_{f}}\left\langle\Psi_{\mathrm{GS}}\right| A_{p}\left(d_{\tau} U_{m}\right)_{p q}\left(U_{m}^{T}\right)_{q r} A_{r}\left|\Psi_{\mathrm{GS}}\right\rangle \\
& =\frac{i}{4} \sum_{p, q, r=1}^{2 N_{f}}\left(d_{\tau} U_{m}\right)_{p q}\left(U_{m}^{T}\right)_{q r}\left(\Gamma_{m}\right)_{r p}=\frac{i}{4} \operatorname{tr}\left[\left(d_{\tau} U_{m}\right) U_{m}^{T} \Gamma_{m}\right] . \tag{3.P.5}
\end{align*}
$$

## Chapter 4

## LINEAR AND LOGARITHMIC TIME COMPOSITIONS OF QUANTUM MANY-BODY OPERATORS

In this chapter, we develop a generalized framework for constructing many-body-interaction operations either in linear time, or in logarithmic time with a linear number of ancilla qubits. Exact gate decompositions are given for Pauli strings, many-control Toffoli gates, number- and parity-conserving interactions, Unitary Coupled Cluster operations, and sparse matrix generators. We provide a linear time protocol, the decoupling protocol, that works by creating a superposition of exponentially many different possible operator strings and then uses dynamical decoupling methodology to undo all the unwanted terms. A logarithmic time protocol, the selection protocol, overcomes the speed limit of the first by using ancilla registers to condition evolution to the support of the desired many-body interaction before using parallel chaining operations to expand the string length. The two techniques improve substantially on current strategies (reductions in time and space ranging from linear to exponential), are applicable to different physical interaction mechanisms such as CNOT, $X X$, and $X X+Y Y$, and generalize to a wide range of manybody operators.

This chapter represents an altered form of work carried out in collaboration with Felix Motzoi (FM) and Frank Wilhelm-Mauch (FWM) in the years 2016-17, published in Physical Review Letters [176]. FM and the author contributed equally to the contents of Section 4.2.4.5, while all derivations in Sections 4.A,4.C were carried out by the author. FWM supervised the project. The reproduction seen in this chapter were approved by FM and FWM.

## Section 4.1

## Introduction

Generating multi-body entanglement is the hallmark of most quantum information technologies. Such technologies promise to harness entanglement across multiple quantum registers (qubits) to enable potentially significant improvements in speed or precision compared to their classical counterparts. Yet much of the difficulty in the control of quantum systems lies in the constraint that entanglement naturally arises on a local scale while scaling improvements occur as a result of wave functions spread over much larger spaces. More specifically, interactions used to create entangling operations on a quantum computer, are two-body interactions ${ }^{1}$, while the operations which naturally appear in digital quantum simulations can contain operators which potentially create entanglement across the whole quantum register [18, 149-157].

Quantum circuits generating entanglement across $n$ qubits in linear or sub-linear time (i.e. circuit depth) in $n$ have been the subject of many studies, with direct use as subroutines in quantum algorithms for factoring [30, 229], simulation [50, 69, 79, 102, 105, [169, 230] 238], unstructured search [239, 240], error-correction [87, [241], and solutions to systems of differential equations [38, 230, 236, 242]. Much progress has been made for constructing many-body operations, either by finding architectures where commuting two-qubit interactions could be executed simultaneously on overlapping Hilbert spaces, or via cases where a particular many-body gate with known or suspected sublinear implementation can be used to synthesize other many-body circuits. The former has been used for so-called collective Pauli operations on qubits in ion chains [243-245], while the workhorse for the latter has been the fanout operation [246, 247], which has successfully lead to $O(\log (n))$ depth quantum circuits for various flavours of quantum adders [248250], with related arithmetic operations [229, 251].

Other many-body interactions have also been synthesized to mixed success. The ubiquitous multi-control NOT has found general linear-depth implementations, though with a relatively large prefactor [252 254 ]. Likewise, operations have been sought for rotating between two arbitrary multi-qubit states, for use in sparse matrix generation [38, 230, 236], or, equivalently, pairwise inversion of opposing spins in Unitary Couple Cluster (UCC) theory [135, 255- 258 ]. Here, proposals have typically involved (based on intended application) either multi-control CNOT and arithmetic gates with linear ancillary memory [38, 236], or Trotter decomposition of the dynamics into Pauli-string factors but with no ancillas, which however results in an exponentially growing numbers of Pauli-string terms with system size.

In this chapter, we provide a formalism on how to directly compose a wide class of such many-body entangling operations, each generated by an equivalent many-body operator $\bar{H}$, using one- and two-local interactions and for which the above discussed protocols and algorithms form important examples of its application. In some cases, we will use operations which are more than two-local, in which case they however can be easily decomposed into the latter.

We aim to minimize two standard figures of merit of the generic circuit, namely its

[^42]depth, defined as the number of layers of gates acting simultaneously on disjoint sets of qubits, and its width, defined as the total number of qubits acted on by the circuit [259]. We find a width-optimized general algorithm, which we label the decoupling protocol, to compose $\bar{H}$ with zero or constant memory overhead and depth limited to linear $n$ scaling. Moreover, we demonstrate a depth-optimized algorithm for simulating $\bar{H}$, the selection protocol, which has logarithmic depth and requires at most linear memory overhead. We demonstrate the formalism towards the linear or exponential speed-up of the aforementioned examples, given in our notation by
\[

\bar{H}= $$
\begin{cases}\prod_{i=1}^{n} X_{i}, & \text { n-qubit Pauli strings } \\ \left(\prod_{i=1}^{n} P_{i}\right) X_{n+1}, & \text { an n-controlled-NOT gate } \\ \prod_{i=1}^{n / 2}\left(\sigma_{2 i-1}^{+} \sigma_{2 i}^{-}+h . c .\right), & \text { number (or parity) conserving string } \\ \left(\prod_{i=1}^{n} \sigma_{i}^{+}\right)+h . c . & \text { argument of UCC- and sparse matrix-type generators, }\end{cases}
$$
\]

where $X_{i}, Y_{i}$ and $Z_{i}$ are Pauli operators acting on qubit $i, \sigma_{j}^{ \pm}=\left(X_{j} \mp i Y_{j}\right) / 2$ are the spinraising and -lowering operators and $P_{i}=|1\rangle\left\langle\left. 1\right|_{i}\right.$ is the projector onto the $\left.\mid 1\right\rangle$-state of qubit $i$. The common notation to write tensor products between disjoint Hilbert subspaces as regular products is used. The operator generated by the many-body composed operator $\bar{H}$ can then be written succinctly via the notation

$$
\begin{equation*}
[\bar{H}]^{\alpha} \equiv \exp (-i \alpha \bar{H}) \tag{4.1.1}
\end{equation*}
$$

with real-valued rotation parameter $\alpha$.
In what follows, we will introduce the decoupling and selection protocols and show how these can construct operators as given in Eq. 4.1.1) from two-body interactions and improve upon prior construction schemes.

## Section 4.2

## Notation

Let $\mathcal{H}$ denote an Hilbert space spanned by $n$ subspaces $\mathcal{H}_{j}$ (where each subspace could be a single, or multi-qubit Hilbert space), $\mathcal{H}=\mathcal{H}_{1} \otimes \mathcal{H}_{2} \cdots \mathcal{H}_{n}$. We will introduce a symbolic notation, that aims at making a somewhat simplified effort to illustrate the two protocols. We denote with $R_{i}=\mathbb{1}^{\otimes(i-1)} \otimes R \otimes \mathbb{1}^{\otimes(n-i)}$, and similarly $S_{j}=\mathbb{1}^{\otimes(j-1)} \otimes S \otimes \mathbb{1}^{\otimes(n-j)}$, two sets of operators, where each set only acts non-trivially (meaning, not just as the identity) within the subspaces $\mathcal{H}_{i}$ and $\mathcal{H}_{j}$. For us, the rank of the operators contained in $R$ are always greater or equal than the rank of the operators in $S$. The rank of an operator is defined as the dimension of the image of the linear transformation that is given by multiplication of a quantum state within that subsystem with that operator.

As a simple example, we could have $R_{i}=\left\{X_{k} X_{l}, Y_{k} Z_{l}\right\}$, since the support of both operators is identical (the Pauli-strings have full rank, thus $R_{i}$ would have rank four). The indices $k, l$ of the Pauli-strings correspond to qubit $k$ and qubit $l$, while the index $i$ refers to the Hilbert subspace $\mathcal{H}_{i}$ which is spanned by the basis vectors $\left\{|0\rangle_{k}|0\rangle_{l},|0\rangle_{k}|1\rangle_{l},|1\rangle_{k}|0\rangle_{l}\right.$, $\left.|1\rangle_{k}|1\rangle_{l}\right\}$. An example of an operator $S_{i}$ which would live in the same Hilbert subspace as $R_{i}$, but have a smaller support (rank), is given by $S_{i}=\left\{\sigma_{k}^{+} \sigma_{l}^{-}+\sigma_{k}^{-} \sigma_{l}^{+},-i\left(\sigma_{k}^{+} \sigma_{l}^{-}-\sigma_{k}^{-} \sigma_{l}^{+}\right)\right\}$, where the two elements can be transformed via single qubit unitary transformations and $S$ has rank two, as its operators only have support on $\left\{|0\rangle_{k}|1\rangle_{l},|1\rangle_{k}|0\rangle_{l}\right\}$.

If the rank of $S_{i}$ is smaller than the rank of $R_{i}$, we can define a third set of operators which lie in the support of $R_{i}$ but in the kernel of $S_{i}$ (we will indicate the kernel with $\perp$ ) and symbolically write $R_{i}=S_{i}+S_{i}^{\perp}$.

The hardest part in understanding the protocols is trying to disentangle the symbolic notation, we therefore include some explicit examples at the end of this chapter. It is by chaining together the lower-rank $S_{i}$ operators that we will be able to construct our manybody dynamics $\bar{H}$. We will see that besides creating the desired operator $\bar{H}$, the chaining operations will result in a plethora of unwanted additional terms and the elimination of the latter is the objective of the decoupling and selection protocols.

## Section 4.3

## The DEcoupling PROTOCOL

Our main tool is a unitary operator $U_{i, j}$, which will be used to iteratively increase in length a string of operators $S_{1} S_{2} \cdots S_{j}$. This unitary operator is at least a two-body operator and can be viewed as an entangling operation. Recall that, generally, $S_{j}$ must not be of full rank, and so $U_{i, j}$ will invariably have to also act outside the support of $S_{j}$. Thus, our protocol will have to execute the desired system dynamics (given by $\bar{H}$ ) while leaving the rest of the Hilbert space (namely the kernels of $S_{j}$ ) intact. Though the decoupling protocol could be applicable to a wide range of entangling operations, we will be looking at the specific case, whereby a unitary operator $U_{i, j}$ acts on some operator $R_{i}$ via

$$
\begin{equation*}
U_{i, j}^{\dagger} R_{i} U_{i, j}=S_{i} R_{j}+S_{i}^{\perp}+S_{i} R_{j}^{\perp} \tag{4.3.1}
\end{equation*}
$$

stressing that the entangler's action is chosen such that it covers the example cases as well as the prerequisites of the selection protocol. A unitary transformation via $U_{i, j}$ described by Eq. (4.3.1) therefore increments the length of a string of non-identity operators by one when acting on $R_{i}$. The kernel of $R_{j}$, here denoted by $R_{j}^{\perp}$, is not necessarily empty, since $R_{j}$ may have smaller rank than a full rank operator living in $\mathcal{H}_{j}$. If, instead of just acting on the operator $R_{i}$, we consider the action of the unitary transformation in Eq. 4.3.1) on the exponential $\left[R_{i}\right]^{\alpha}$, we know that from expansion of the exponential it follows, that

$$
\begin{equation*}
U_{i, j}^{\dagger}\left[R_{i}\right]^{\alpha} U_{i, j}=\left[U_{i, j}^{\dagger} R_{i} U_{i, j}\right]^{\alpha} . \tag{4.3.2}
\end{equation*}
$$

By building staircase circuits of the entangling operation as in Fig.4.3.1, we obtain a new operator $\hat{H}$, which contains a large sum of terms, which have support on various parts on the Hilbert space. More specifically, it results in

$$
\begin{align*}
\hat{H} & =\left(\prod_{i=1}^{n} S_{i}\right) R_{n+1}+\sum_{m=1}^{n}\left(\prod_{i=1}^{m-1} S_{i}\right)\left(S_{m} R_{m+1}^{\perp}+S_{m}^{\perp}\right) \\
& \equiv \bar{H}+\Sigma_{\mathrm{res}} \tag{4.3.3}
\end{align*}
$$

where $\bar{H}=\left(\prod_{i=1}^{n} S_{i}\right) R_{n+1}$ is the desired many-body operator, we wish to isolate and $\Sigma_{\text {res }}$ contains the exponentially growing number of residue terms we wish to eliminate. We give a proof of Eq. 4.3.3) in Appendix 4.A.

The residue terms $\Sigma_{\text {res }}$ commute with $\bar{H}$, while also acting as the identity on the support of $R_{n+1}$. Thus, if we can find a unitary operator $M_{n+1}$ such that it imparts an opposite phase to $R_{n+1}$ (and thus $\bar{H}$ ), but does not change $\Sigma_{\text {res }}{ }^{2}$, we can remove $\Sigma_{\text {res }}$ via the decoupling protocol,

$$
\begin{equation*}
[\bar{H}]^{2 \alpha}=[\hat{H}]^{\alpha} M_{n+1}^{\dagger}[\hat{H}]^{-\alpha} M_{n+1} \tag{4.3.4}
\end{equation*}
$$
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Figure 4.3.1: Staircase circuit for generating the unitary dynamics $[\hat{H}]^{\alpha}=$ $\left[\bar{H}+\Sigma_{\text {res }}\right]^{\alpha}$ which follow from Eqs. (4.3.1) and 4.3.3) using one singlebody operator which creates a rotation of $R$ about an angle $\alpha$ and $2 n$ (nearest-neighbor) entanglers $U_{j-1, j}$, when the total number of quantum registers in the staircase circuit is $n+1$.
as presented in Fig. 4.3.2. The exact form of the functional form of the decoupling protocol is not set in stone, any gate construction which will introduce a sign flip exclusively in front of the desired term $\bar{H}$ while leaving the remainder unaffected will do. To construct an effective Hamiltonian $\bar{H}$ of string-length $n+1$, a total of $4 n$ unitary operators $U_{i, j}$ are needed. Note that if $R$ is full rank, Eq. 4.3.1 reduces to $U_{i, j}^{\dagger} R_{i} U_{i, j}=R_{i} R_{j}$ and only half as many operators are used, since decoupling is not required.


Figure 4.3.2: Gate sequence for realizing the decoupling protocol given by Eq. 4.3.4 using a total of $4 n$ entangling operators $U_{j-1, j}$ and two single qubit operators $M$ and $M^{\dagger}$, which are applied to the last index of $\bar{H}$ (at angle $-\alpha$ ) in order to introduce a minus sign. The succeeding application of the un-rotated staircase circuit with an opposite phase $\alpha$ will cancel all residue terms, since by construction, $\Sigma_{\text {res }}$ and $\bar{H}$ commute, see the first line of Eq. 4.3.3).

## Section 4.4

## The selection protocol

We now present a composition scheme that can further decrease the required circuit depth for $n$-body operators from a $\mathcal{O}(n)$ to a $\mathcal{O}(\log (n))$ scaling, at the cost of $n-1$ ancillary qubits. Without loss of generality we set $n=2^{m}$ where $m \in \mathbb{N}$ and introduce two sets of qubit indices, namely register qubits $q_{\mathrm{reg}}=\{1,2, \ldots, n+1\}$ containing the qubits of the desired string and ancilla qubits $q_{\text {anc }}=\{n+2, n+3, \ldots, 2 n\}$, where the latter are all initialized to the $|0\rangle$ state.

A NOT operation corresponds to the Pauli-gate $X$, as is negates the qubit register, $X|0\rangle=|1\rangle$ and $X|1\rangle=|0\rangle$. A Toffoli gate is a conditional NOT gate, depending on the control registers being in the $|1\rangle$-state, see Table 4.4.1.

We introduce Toffoli-typ $\epsilon^{3}$ operators $C_{i, j} X_{k}$, whereby a NOT operation is applied to qubit $k$ conditioned on the state of qubits $i, j$ both being in the $|1\rangle$-state. Here, the indices $i$ and $j$ can either belong to register or ancillary qubits. The operation can be written mathematically as e.g. $C_{i, j} X_{k}=\left[S_{i} S_{j} X_{k}\right]^{\pi / 2}$. For $i, j \in q_{\mathrm{reg}}, C_{i, j}$ conditions the application of $X_{k}$ on registers $i$ and $j$ being in the support of both $S_{i}$ and $S_{j}$. As previously stated, if $i, j \in q_{\text {anc }}$, the operation is a standard Toffoli (thus $S_{i}=|1\rangle\left\langle\left. 1\right|_{i}\right.$ ). Note that if $n$ is not a power of two, some $C_{i, j} X_{k}$ operations can have both register and ancilla qubits as controls. We define compound operations

$$
\begin{align*}
C_{\text {tot }} & \equiv \prod_{k=1}^{\log n}\left(\prod_{l=n-2^{k}+1}^{n-2^{k-1}} C_{2 l+1,2 l} X_{n+l+1}\right)  \tag{4.4.1}\\
U_{\text {tot }} & \equiv \prod_{k=\log n}^{1}\left(\prod_{l=1}^{n / 2^{k}} U_{l 2^{k}+1,\left(l-\frac{1}{2}\right) 2^{k}+1}\right) U_{1, n+1 \cdot} \tag{4.4.2}
\end{align*}
$$

as displayed in Fig. 4.4.1. Eq. (4.4.2) is a logarithmically compressed staircase circuit, similar to Eq. (4.3.3) and Eq. (4.4.1) is the selection operation which applies the operator $X$ only on the part of the ancillary register, if the register qubits are in the desired support of the operator $\bar{H}$. All operations in Eq. (4.4.1) and (4.4.2) which are contained within the same bracket, may be executed in parallel. Successive operators within the same bracket are highlighted in Fig. 4.4.1 by shaded and un-shaded regions.

Table 4.4.1: A truth table for the Toffoli gate $C_{i, j} X_{x}$, where $\bar{y}$ is the negation of $y$, i.e. $\bar{y}=1-y$. This can be similarly extended to an $n$-controlled NOT $C_{i_{1}, \ldots, i_{n}} X_{n+1}$.

| $y$ of $\|y\rangle_{i}$ | 0 | 1 | 0 | 1 |
| :---: | :---: | :---: | :---: | :---: |
| $y$ of $\|y\rangle_{j}$ | 0 | 0 | 1 | 1 |
| $C_{i, j} X_{k}\|y\rangle_{i}\|y\rangle_{j}\|y\rangle_{k}$ | $\|y\rangle_{i}\|y\rangle_{j}\|y\rangle_{k}$ | $\|y\rangle_{i}\|y\rangle_{j}\|y\rangle_{k}$ | $\|y\rangle_{i}\|y\rangle_{j}\|y\rangle_{k}$ | $\|y\rangle_{i}\|y\rangle_{j}\|\bar{y}\rangle_{k}$ |
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Figure 4.4.1: Gate sequence for realizing the selection protocol given by Eq. (4.4.3) for a total of 16 qubits, with nine qubits belonging to the register qubits and seven to the ancillary qubits. dashed boxed on the left-hand side marks the entangling operation $U_{\text {tot }}$ defined in Eq. (4.4.2), while the right dashed box marks the adjoint of the operation $C_{\text {tot }}$ as defined in Eq. 4.4.1. The individual three qubit gates of the latter are Toffoly-type gates, which apply a NOT operation on the ancillary qubits by projecting onto the support of $S$ (onto $|1\rangle\langle 1|$ ), if the control qubits belong to the register (ancillary) qubits. The middle operation is a controlled operation, which applies $\left[|1\rangle\left\langle\left. 1\right|_{16} R_{1}\right]^{\alpha}\right.$. Instead of generating $\bar{H}$ of Eq. 4.3.3), the combination of $C_{\text {tot }}$ and the middle conditional operation guarantee, that only the desired operator $\bar{H}$ is expanded, while no rotation $\left[|1\rangle\left\langle\left. 1\right|_{16} R_{1}\right]^{\alpha}\right.$ is applied to states that are outside of the support of $\bar{H}$, thus no $\Sigma_{\text {res }}$ are generated. The barcode-like shading indicates segments which can be run in parallel on quantum architectures with all-to-all qubit connectivity.

If $\operatorname{rank}(S)=1$, we set $U_{\text {tot }}=\mathbb{1}$, while if $S$ has full rank, we set $C_{\text {tot }}=\mathbb{1}$. The full selection protocol is given by the sequence

$$
\begin{equation*}
[\bar{H}]^{\alpha}=U_{\mathrm{tot}}^{\dagger} C_{\mathrm{tot}}^{\dagger}\left(C\left[R_{1}\right]^{\alpha}\right) C_{\mathrm{tot}} U_{\mathrm{tot}} \tag{4.4.3}
\end{equation*}
$$

and is summarized in Fig. (4.4.1), as well as in a more condensed, but equivalent Fig. 4.4.2.
The middle operator in Eq. (4.4.3) is defined as $C\left[R_{1}\right]^{\alpha}=\left[R_{1}\right]^{\alpha}$, if S full rank and as $\left[|1\rangle\left\langle\left. 1\right|_{2 n} R_{1}\right]^{\alpha}\right.$ otherwise. The result of the sequence is that the many-body rotation is applied only on states that are supported by $\bar{H}$, while the identity is applied otherwise.

The selection protocol improves on previous generic algorithms by quadratically reducing the space requirements [246].

While our construction schemes are not general, in the sense that they allow us to construct any many-body operator we desire, they can be applied to a fairly large family of many-body operators, among which we find the expressions stated at the end of Section 4.1. The following sections demonstrate how to apply the decoupling and selection protocols to existing problems, to either take advantage of specific two-body interaction mechanisms, or to reduce the time and gate complexity of known implementations.

As a remark, we want to mention that a recent paper also found logarithmic depth construction for multi-control Toffoli gates with a linear number of ancillary qubits (which we present in Section 4.5.3), but failed to reference our work [260]. Also, we were made aware of the fact that the existence of a fermionic SWAP gate allows one to swap register qubits in layers, such that after $n$ such layers, each spin-orbital (which is indexed by the subscript) was adjacent to each other spin-orbital at some point in those layers [169]. One can thus device a procedure where the UCC-type terms we generate in Section 4.5.4 are identical to the unitary coupled cluster operators, as the requirement of additional Pauli- $Z$ strings due to the Jordan-Wigner mapping vanishes when all spin-orbitals are nearest neighbor.


Figure 4.4.2: Generalized version of Fig. 4.4.1, where all register and ancillary qubits $\mathbf{q}_{\text {reg }}$ and $\mathbf{q}_{\text {anc }}$ are compounded to one circuit line. All operations that can be run in parallel are synthesized to one box, with the number above it indicating how many non-commutative time steps are necessary for each box. For $n=2^{m}$, a string of length $n+1$ is composed in $\mathcal{O}(\log (n))$ depth, provided an all-to all connectivity.

## Section 4.5

## Examples

### 4.5.1 Strings of Pauli operators

Well known formulas exist for forming strings of Pauli operators in linear time (e.g. [6, 261), which we first reproduce using our formalism, as a sanity check. Since Pauli operators are full rank, $\hat{H}=R_{1} R_{2} \cdots R_{j}=\bar{H}$ and there is no need for a decoupling sequence, since nor residue terms $\Sigma_{\text {res }}$ appear. The optimal form of $U_{i, j}$ will depend on the architecture of the quantum computing platform and its native, i.e. most simple-torealize entangling gate.

A standard entangling operation is via the CNOT gate $U_{i, j}=C_{i} X_{j}$ [6]. This gate, if applied as in Fig. 4.3.1, produces a many-body operator $\bar{H}$, without any residue terms $\Sigma_{\text {res }}$. However, the CNOT gate is neither natural for superconducting, nor for trapped ion qubits. A native gate for ion-trap designs is the Mølmer-Sørensen gate (MSG), where commuting $U_{i, j}=\left[X_{i} X_{j}\right]^{\frac{\pi}{4}}$ interactions can be applied simultaneously [243, 262]. We present a third composition with the same size as the CNOT and MSG circuits, designed for architectures with exchange gate interactions, $G_{i, j}=\frac{1}{2}\left(X_{i} X_{j}+Y_{i} Y_{j}\right)$, which is the fastest perfect entangler for most circuit-QED quantum processors [263, 264], quantum dot spins coupled by a cavity [265] and for nuclear spins interacting via a two-dimensional electron gas [266].

Here, $U_{i, j}=\left[G_{i, j}\right]^{-\frac{\pi}{2}}$ produces the iSWAP gate. Eq. 4.3.1) and $U_{i, j}^{\dagger} Y_{i} U_{i, j}=Z_{i} X_{i}$ allow us to construct a Pauli-string of length $n$ using 2( $n-1$ ) iSWAP gates. In our symbolic notation, $R_{i}=\left\{X_{i}, Y_{i}, Z_{i}\right\}$ and $S_{i}=R_{i}$. Since the Pauli operators are full rank, one can reduce the depth of the circuit from $\mathcal{O}(n)$ to $\mathcal{O}(\log (n))$ by using the selection protocol, more specifically, Eq. (4.4.2 with $\prod_{i=1}^{n} R_{i}=U_{\text {tot }}^{\dagger} R_{1} U_{\text {tot }}$, without needing any ancillary qubits. Note further that instead of increasing the length of the string using $U_{i, j}$, one can also use the inverse operation to remove a qubit from the string, e.g. to form a disconnected string from a nearest neighbour architecture.

### 4.5.2 Number- and parity-conserving strings

We now turn to generating many-body operators that act conditionally only within the fixed excitation-number subspace. These are natural fit for a two-body, exchange gate interaction, $G_{i, j}^{+}=\sigma_{i}^{+} \sigma_{j}^{-}+\sigma_{i}^{-} \sigma_{j}^{+}$, which has the same symmetry, noting also its rank is smaller than $\operatorname{dim}\left(\mathcal{H}_{i} \otimes \mathcal{H}_{j}\right)$. Defining $F_{i, j}=-i\left(\sigma_{i}^{+} \sigma_{j}^{-}-\sigma_{i}^{-} \sigma_{j}^{+}\right)$, we desire strings of $R_{i, j}=\left\{G_{i, j}, F_{i, j}\right\}$, where we the indices of the operator $R$ now explicitly refers to the spin-orbitals. We choose $U_{i, k, l}=\left[Z_{i} G_{k, l}\right]^{\frac{\pi}{4}}$ as the (now three-qubit) entangling operation, giving

$$
\begin{equation*}
U_{i, k, l}^{\dagger} G_{i, j} U_{i, k, l}=F_{i, j} G_{k, l}+G_{i, j} P_{\operatorname{ker}\left\{G_{k, l}\right\}}, \tag{4.5.1}
\end{equation*}
$$

where $P_{\operatorname{ker}_{k, l}}=\frac{1}{2}\left(\mathbb{1}+Z_{k} Z_{l}\right)$ is a projector onto the kernel of $R_{k, l}$, which we denote with $R_{k, l}^{\perp}$. Following the steps in Eq. 4.3.3), one obtains

$$
\begin{equation*}
\hat{H}=\prod_{i=1}^{n / 2} R_{2 i-1,2 i}+\sum_{i=1}^{n / 2-1}\left(\prod_{j=1}^{i} R_{2 j-1,2 j}\right) R_{2 i+1,2 i+2}^{\perp}, \tag{4.5.2}
\end{equation*}
$$

a many-body Hamiltonian that collectively excites and de-excites $n$ qubits in a numberconserving way. We provide more details for the derivation of Eq. 4.5.2) in Appendix 4.B. By choosing $M_{n}=\left[Z_{n}\right]^{\frac{\pi}{2}}$ one can apply the decoupling sequence of Eq. 4.3.4) to pick out one particular number-conserving string (namely, the longest),

$$
\begin{equation*}
[\bar{H}]^{\alpha}=\left[\prod_{i=1}^{n / 2} R_{2 i-1,2 i}\right]^{\alpha} \tag{4.5.3}
\end{equation*}
$$

More generally, parity can be conserved without conserving particle number, by applying local operations to transform operators in the string from $G_{i, j}$ to such as $\sigma_{i}^{+} \sigma_{j}^{+}+\sigma_{i}^{-} \sigma_{j}^{-}$, where only the parity (even or odd number of excitations) is conserved. As we detail in Appendix 4.B, the whole sequence takes $(2 n-4) U_{i, j, k}$ gates, or equivalently $(6 n-10)$ iSWAPs. Half as many are required if $\hat{H}$ is used instead. Alternatively, the many-body dynamics can be generated with the selection protocol at the cost of $(n-1)$ ancillary qubits. For this, we can reuse $U_{i, j, k}=C_{i, j} X_{k}$ for $i, j \in q_{\mathrm{reg}}$. That sequence uses a total of $(2 n-4)$ entanglers $U_{i, k, l}$ and $(n+4)$ Toffolis in a circuit depth of $4 \log (n)+3$.

### 4.5.3 Multi-control NOT gates

The extension of regular CNOT gates to such with multiple control registers, $C_{1, \ldots, n} X_{n+1}$, have widespread use in quantum and reversible computation, including for circuit distillation [267], unstructured search [239], factorization [229], error-correction [241], and linear equations system solvers [38]. For our construction, $U_{i, j, k}=\left[P_{i} X_{j} P_{k}\right]^{\frac{\pi}{2}}$ (a Toffoli gate with a relative phase [254], though a regular Toffoli can also be used) acts on three qubits, recalling $P_{i}=|1\rangle\left\langle\left. 1\right|_{i}\right.$. The chaining operation is given by $U_{i, j, k} Z_{i} Z_{j} U_{i, j, k}^{\dagger}=-P_{i} Z_{j} Z_{k}+P_{i}^{\perp} Z_{j}$, with $P_{i}^{\perp}=|0\rangle\left\langle\left. 0\right|_{i}\right.$. Repeated application of the chaining operation on $R_{1,2}=Z_{1} Z_{2}$ following Eq. (4.3.3) gives

$$
\begin{equation*}
\hat{H}_{n}=(-1)^{n} \prod_{i=1}^{n} P_{i} Z_{n+1} Z_{n+2}-\sum_{j=1}^{n}(-1)^{j} \prod_{k=1}^{j-1} P_{k} P_{j}^{\perp} Z_{j+1}, \tag{4.5.4}
\end{equation*}
$$

see Appendix 4.C. Choosing $M_{n+2}=\left[X_{n+2}\right]^{\frac{\pi}{2}}$, one can use the decoupling protocol of Eq. (4.3.4 to obtain a multi-qubit-controlled rotation around an arbitrary angle. For a phase-less multi-control NOT gate (which is the standard multi-controlled Toffoli gate, whose matrix representation consists only of ones and zeros), one can compose instead the sequence

$$
\begin{equation*}
C_{1, \ldots, n} Z_{n+2}=\left[\hat{H}_{n}\right]^{\pi / 2} M_{n+1}^{\dagger}\left[\hat{H}_{n-1}\right]^{-\pi / 2} M_{n+1}, \tag{4.5.5}
\end{equation*}
$$

using $4 n-2$ Toffolis, cutting down in half the size and depth of the longstanding construction [252-254]. Using single qubit rotations, the Pauli- $Z$ term in Eq. (4.5.5) can be rotated into the native NOT representation.

A more drastic reduction results with the selection protocol, where $S_{i}=P_{i}$ and thus $\operatorname{rank}(S)=1$. Eq. 4.4.3) simplifies to

$$
\begin{equation*}
C_{2, \ldots, n+1} X_{1}=C_{\mathrm{tot}}^{\dagger}\left(C_{n+1} X_{1}\right) C_{\mathrm{tot}} \tag{4.5.6}
\end{equation*}
$$

resulting in an $n$-control NOT gate using $2(n-1$ ) Toffoli gates and $2 \log (n)$ depth (cf. Fig. 4.5.1. This gives exponential speedup in circuit depth compared to the $O(n)$ ancilla solution found in [254].


Figure 4.5.1: Explicit construction of a multi-controlled NOT gate using the selection protocol as given in Section 4.4. Since the rank of $S=|1\rangle\langle 1|$ is equal to one, the staircase part of Eq. (4.4.2) is lacking in Eq. (4.4.3). In the above circuit, the qubit 1 is the target, while qubits 2-9 are the controls.

### 4.5.4 Unitary coupled cluster

Another many-body operator which is frequently used (e.g. in quantum chemistry algorithms for computing energy landscapes [80, 135, [257]), is an operator which transfers population between electronic spin-orbitals (encoded in the qubits) while conserving electron number and spin. More generally, when the operator couples arbitrary many-qubit states, it corresponds to a sparse matrix off-diagonal element [38]. It takes the form

$$
\begin{equation*}
\mathrm{UCC}(m, n) \equiv \prod_{i=1}^{m} \sigma_{i}^{+} \prod_{j=m+1}^{m+n} \sigma_{j}^{-}+h . c . \tag{4.5.7}
\end{equation*}
$$

where we typically have $m=n$, in which case the above operator times a phase factor corresponds to a single unitary coupled cluster (UCC)-type operator ${ }^{4}$. Due to the missing

[^45]Pauli- $Z$ strings which are a result of the Jordan-Wigner transformation, Eq. 4.5.7) only corresponds to a UCC operator, provided that the appearing indices are nearest neighbor spin-orbitals. This can however be achieved using layers of a linear number of fermionic SWAP gates as outlined shortly in Section 4.4 and in more detail in [169. Alternatively, one can create the necessary Pauli- $Z$ operators by sandwiching the construction between additional staircase circuits of iSWAP gates as presented in Section 4.5.1.

We have seen in the section on Pauli strings how to construct $R=\prod_{i=1}^{m+n} X_{i}$ using $2(m+n-1)$ iSWAP gates. Since $\prod_{i=1}^{n+m} X_{i}$ contains all $2^{m+n}$ combinations of products of $\sigma^{+}$and $\sigma^{-}$, we use $U=\left[\left(\prod_{i=1}^{m} P_{i}\right)\left(\prod_{j=m+1}^{n} P_{j}^{\perp}\right) X_{n+m+1}\right]^{\frac{\pi}{2}}$, which we know how to construct from Section 4.5.3, computing $\hat{H}=U^{\dagger} R U$ to get

$$
\begin{align*}
\hat{H}= & \prod_{i=1}^{m+n} X_{i}-\left(\prod_{i=1}^{m} \sigma_{i}^{+} \prod_{j=m+1}^{m+n} \sigma_{j}^{-}+h . c .\right) \\
& +i\left(\prod_{i=1}^{m} \sigma_{i}^{+} \prod_{j=m+1}^{m+n} \sigma_{j}^{-}-h . c .\right) X_{m+n+1} . \tag{4.5.8}
\end{align*}
$$

By setting $M=\left[Z_{m+n+1}\right]^{\frac{\pi}{2}}$ we can apply the decoupling protocol to construct the unitary dynamics of the $\operatorname{UCC}(m, n)$ operator in a circuit with $m+n+1$ qubits ( $q_{m+n+1}$ is an ancillary qubit) using $4(m+n-1)$ iSWAPs and $4(m+n)$ (relative phase) Toffolis,

$$
\begin{equation*}
[\bar{H}]^{2 \alpha}=[\hat{H}]^{\alpha} M^{\dagger}[\hat{H}]^{-\alpha} M=[\mathrm{UCC}(m, n)]^{2 \alpha} \tag{4.5.9}
\end{equation*}
$$

Conventional factorization of the $\operatorname{UCC}(m, n)$ terms into Pauli strings scales exponentially as $O\left(2^{m+n-1}\right)$ in the number of two-qubit gates cost whereas only $36(m+n)+O(1)$ iSWAPs are required when using our decoupling protocol. Even further decrease in composition time is once again achieved if the Pauli string and multi-CNOT gates are produced using the selection protocol, down to a depth of $O(\log n)$.

## Section 4.6

## Architectural considerations

Clearly, any time and space complexity advantages will be subject to limitations set by the architecture, which is essentially a comprising characterization of the qubit chip details, e.g. which qubits a single qubit can couple to directly. One of the major bottlenecks of our logarithmic scaling is that it assumes that we have a fully connected qubit architecture, i.o.w. a chip where each qubit can interact with each other qubit on the chip, without crosstalk. Even more so, we neglect quantum error-correction. All our qubits are assumed to be perfect, i.e. logical qubits and the gates are assumed to be error-less as well. While these are common assumptions in most theoretical works, we stress that reality does not grant us such freedom just yet. Current-day quantum chips are usually containing qubits in a linear or two-dimensional grid, where the number of qubits each qubit can couple to is at most two and four.

The presence of $O(n)$ ancillary qubits (needed for exponential speedup) is actually fairly easy to include, as most architectures have ancillary electronic, motional or photon bus degrees of freedom. Despite much worse lifetimes typically found in these states, the (linear) tradeoff in error rate is more than made up by an exponential speedup in time and justifies their use for many-body gates. Note previous generic $O(\log (n))$ circuit constructions require $O\left(n^{2}\right)$ space [246], which may be practically infeasible. As mentioned before, a recently published work shows how to generate multi-controlled Toffolis with $O(n)$ ancillary qubits and $O(\log (n))$ circuit depth [260]. The adjacency graph of qubits that couple to each other in the architecture will also greatly impact composition time. For many-body operators spanning much of the graph, the circuit depth can range from $O(\log (n))$ when the depth of the spanning tree is $O(\log (n))$, as in [268-274], to $O(\sqrt[d]{n})$ for $d$-dimensional, nearest-neighbor architectures being expected [275, 276].

## Section 4.7

## Conclusion

We have developed two protocols, the decoupling and selection protocols, to generate many-body operators in $O(n)$ time for zero or constant memory overhead, and $O(\log (n))$ time for $O(n)$ ancillas, respectively. The former enhances previous constant-overhead approaches, with improvement ranging for prominent examples from linear (multi-control CNOT) to exponential (UCC). Our construction to bring down further the runtime to $O(\log (n))$ depth also improves quadratically on the space requirements of previous generic methods. As one of our main results, we exponentially reduce the circuit depth needed to construct an $n$-control NOT gate upon previous compositions, that also used an $O(n)$ ancillary qubit overhead. Our approach is generated directly from Hamiltonian dynamics, allowing straightforward incorporation of different coupling mechanisms and architectures.

## Appendix

## Section 4.A

## Action of the staircase circuit

Though the decoupling protocol can be applied to a wide range of entangling operations, we will be looking at the specific case whereby a unitary operator $U_{i, j}$ acts on some operator $R_{i}$ via Eq. 4.3.1), stressing that the entangler's action is chosen so that it covers the example cases as well as the prerequisite of the selection protocol. We will now prove the result of Eq. 4.3.3) of the staircase circuit of Fig. 4.3.1 from the main text,

$$
\begin{align*}
\hat{H}_{n} & =\left(\prod_{j=1}^{n} U_{j, j+1}\right)^{\dagger} R_{1}\left(\prod_{j=1}^{n} U_{j, j+1}\right) \\
& =\left(\prod_{i=1}^{n} S_{i}\right) R_{n+1}+\sum_{m=1}^{n}\left(\prod_{i=1}^{m-1} S_{i}\right)\left(S_{m} R_{m+1}^{\perp}+S_{m}^{\perp}\right), \tag{4.A.1}
\end{align*}
$$

where we set $\hat{H}=\hat{H}_{n}$ to clearly indicate that Eq. (4.A.1) is the result after $n$ entanglers in the staircase. We assume Eq. (4.A.1) holds for some fixed $n \in \mathbb{N}$. Then, using Eq. (4.3.1) gives

$$
\begin{align*}
\hat{H}_{n+1} & =U_{n+1, n+2}^{\dagger} \hat{H}_{n} U_{n+1, n+2} \\
& =U_{n+1, n+2}^{\dagger}\left(\prod_{i=1}^{n} S_{i}\right) R_{n+1} U_{n+1, n+2}+\sum_{m=1}^{n}\left(\prod_{i=1}^{m-1} S_{i}\right)\left(S_{m} R_{m+1}^{\perp}+S_{m}^{\perp}\right) \\
& =\left(\prod_{i=1}^{n} S_{i}\right)\left(S_{n+1} R_{n+2}+S_{n+1}^{\perp}+R_{n+1} R_{n+2}^{\perp}\right)+\sum_{m=1}^{n}\left(\prod_{i=1}^{m-1} S_{i}\right)\left(S_{m} R_{m+1}^{\perp}+S_{m}^{\perp}\right) \\
& =\left(\prod_{i=1}^{n+1} S_{i}\right) R_{n+2}+\sum_{m=1}^{n+1}\left(\prod_{i=1}^{m-1} S_{i}\right)\left(S_{m}^{\perp}+S_{m} R_{m+1}^{\perp}\right) . \tag{4.A.2}
\end{align*}
$$

Therefore, Eq. (4.A.1) must hold for all $n \in \mathbb{N}$.

## Section 4.B

## Derivations for The number and parity CONSERVING TERMS VIA ISWAP GATES

For composing number-conserving strings, we have $U_{i, k, l}=\left[Z_{i} G_{k l}\right]^{\frac{\pi}{4}}$, with $G_{i, j}=\sigma_{i}^{+} \sigma_{j}^{-}+$ $\sigma_{i}^{-} \sigma_{j}^{+}, F_{i, j}=-i\left(\sigma_{i}^{+} \sigma_{j}^{-}-\sigma_{i}^{-} \sigma_{j}^{+}\right), P_{\text {ker }\left\{G_{k, l}\right\}}=\frac{1}{2}\left(\mathbb{1}+Z_{k} Z_{l}\right)$ and $P_{\text {supp }\left\{G_{k, l}\right\}}=\frac{1}{2}\left(\mathbb{1}-Z_{k} Z_{l}\right)$. We use the result of Eq. 4.5.1), which can be verified by e.g. a simple matrix multiplication. From the relation $Z_{i} G_{i, j}=-i F_{i, j}$, it follows that

$$
\begin{equation*}
U_{i, k, l} F_{i, j} U_{i, k, l}^{\dagger}=F_{i, j} P_{G_{k, l}^{\perp}}+G_{i, j} G_{k, l} . \tag{4.B.1}
\end{equation*}
$$

The generator $Z_{i} G_{k, l}$ can be obtained from iSWAPs through

$$
\begin{equation*}
\left[F_{i, l}\right]^{-\pi / 2}\left[G_{i, k}\right]^{\alpha}\left[F_{i, l}\right]^{\pi / 2}=\left[Z_{i} G_{k, l}\right]^{\alpha} . \tag{4.B.2}
\end{equation*}
$$

For simplicity, we let $n$ be even. We will start with entanglers which connect the first two qubits with the qubits three and four,

$$
\begin{equation*}
U_{1,3,4}^{\dagger} G_{1,2} U_{1,3,4}=F_{1,2} G_{3,4}+G_{1,2} P_{\operatorname{ker}\left\{G_{3,4}\right\}} \tag{4.B.3}
\end{equation*}
$$

Note that $P_{\operatorname{ker}\left\{G_{3,4}\right\}}$ commutes with the next entangler of the staircase circuit of Fig, 4.3.1. yielding

$$
\begin{equation*}
U_{3,5,6}^{\dagger} U_{1,3,4}^{\dagger} G_{1,2} U_{1,3,4} U_{3,5,6}=F_{1,2} F_{3,4} G_{5,6}+G_{1,2} P_{\operatorname{ker}\left\{G_{3,4}\right\}}+F_{1,2} G_{3,4} P_{\operatorname{ker}\left\{G_{5,6}\right\}} . \tag{4.B.4}
\end{equation*}
$$

Moving on in identical fashion, after the $n / 2$-th entangler we get

$$
\begin{align*}
\hat{H}_{\frac{n}{2}}= & \left(\prod_{i=1}^{n / 2} U_{2 i, 2 i+1,2 i+2}\right)^{\dagger} G_{1,2}\left(\prod_{i=1}^{n / 2} U_{2 i, 2 i+1,2 i+2}\right) \\
= & G_{1,2} P_{\operatorname{ker}\left\{G_{3,4}\right\}}+\left(\prod_{m=1}^{n / 2-1} F_{2 m-1,2 m}\right) G_{n-1, n} \\
& \left.+\sum_{m=1}^{n / 2-2}\left(\prod_{k=1}^{m} F_{2 k-1,2 k}\right) G_{2 m+1,2 m+2} P_{\operatorname{ker}\left\{G_{2 m+3,2 m+4}\right\}}\right\} \tag{4.B.5}
\end{align*}
$$

In terms of our symbolic notation, Eq. (4.B.3) is equivalent to

$$
\begin{equation*}
U_{i, k, l} R_{i, j} U_{i, k, l}^{\dagger}=R_{i, j} R_{k, l}+R_{i, j} R_{k, l}^{\perp} \tag{4.B.6}
\end{equation*}
$$

while Eq. 4.B.5 may be written as

$$
\begin{equation*}
\hat{H}_{\frac{n}{2}}=\prod_{i=1}^{n / 2} R_{2 i-1,2 i}+\sum_{i=1}^{n / 2-1}\left(\prod_{j=1}^{i} R_{2 j-1,2 j}\right) R_{2 i+1,2 i+2}^{\perp} . \tag{4.B.7}
\end{equation*}
$$

## Section 4.C

## Derivations for multi-CNOT gates

For generating multi-control NOT gates, we have $U_{i, j, k}=\left[P_{i} X_{j} P_{k}\right]^{\frac{\pi}{2}}$ with $P_{i}=|1\rangle\left\langle\left. 1\right|_{i}\right.$. Note that one can just as well use a regular Toffoli for $U_{i, j, k}$ though typically the construction uses more gates than its relative phase version [254]. The following identity is central to the construction,

$$
\begin{align*}
U_{i, j, k}^{\dagger} Z_{i} Z_{j} U_{i, j, k}= & Z_{i} Z_{j} P_{k}^{\perp}+P_{i}^{\perp} Z_{j} P_{k}+P_{i} Z_{j} P_{k} \\
& =Z_{i} Z_{j} P_{k}^{\perp}+Z_{j} P_{k} \\
& =-P_{i} Z_{j} Z_{k}+P_{i}^{\perp} Z_{j}, \tag{4.C.1}
\end{align*}
$$

and can be verified most easily by comparing the left and right-hand side matrices. From Eq. (4.B.3), we have $U_{1,2,3}^{\dagger} Z_{1} Z_{2} U_{1,2,3}=-P_{1} Z_{2} Z_{3}+P_{1}^{\perp} Z_{2}$. Since $U_{2,3,4}$ commutes with $P_{1}^{\perp} Z_{2}$, we get for the second step on the staircase circuit

$$
\begin{array}{r}
U_{2,3,4}^{\dagger} U_{1,2,3}^{\dagger} Z_{1} Z_{2} U_{1,2,3} U_{2,3,4}=P_{1}^{\perp} Z_{2}-U_{2,3,4}^{\dagger} P_{1} Z_{2} Z_{3} U_{2,3,4} \\
=P_{1} P_{2} Z_{3} Z_{4}-P_{1} P_{2}^{\perp} Z_{3}+P_{1}^{\perp} Z_{2} \tag{4.C.2}
\end{array}
$$

We assume now, that for a fixed $n \in \mathbb{N}$, the staircase circuit of Fig. 4.3.1 yields

$$
\begin{align*}
\hat{H}_{n} & =\left(\prod_{j=1}^{n} U_{j, j+1, j+2}\right)^{\dagger} Z_{1} Z_{2}\left(\prod_{j=1}^{n} U_{j, j+1, j+2}\right) \\
& =(-1)^{n}\left(\prod_{i=1}^{n} P_{i}\right) Z_{n+1} Z_{n+2}+\sum_{j=1}^{n}(-1)^{j+1}\left(\prod_{k=1}^{j-1} P_{k}\right) P_{j}^{\perp} Z_{j+1} . \tag{4.C.3}
\end{align*}
$$

Then, we use Eq. (4.C.1) to compute the $n+1$-th step,

$$
\begin{align*}
\hat{H}_{n+1} & =U_{n+1, n+2, n+3}^{\dagger} \hat{H}_{n} U_{n+1, n+2, n+3} \\
& =(-1)^{n}\left(\prod_{i=1}^{n} P_{i}\right)\left(-P_{n+1} Z_{n+2} Z_{n+3}+P_{n+1}^{\perp} Z_{n+2}\right)+\sum_{j=1}^{n}(-1)^{j+1}\left(\prod_{k=1}^{j-1} P_{k}\right) P_{j}^{\perp} Z_{j+1} \\
& =(-1)^{n+1}\left(\prod_{i=1}^{n+1} P_{i}\right) Z_{n+2} Z_{n+3}+\sum_{j=1}^{n+1}(-1)^{j+1}\left(\prod_{k=1}^{j-1} P_{k}\right) P_{j}^{\perp} Z_{j+1}, \tag{4.C.4}
\end{align*}
$$

therefore Eq. 4.C.3 holds for all $n \in \mathbb{N}$. At this point either the usual mirroring pulse can be used to decouple unwanted terms, or, as mentioned in the main text, a full rotation on the last qubit (here, the qubit with the highest index) can be used to remove the unwanted phase and generate a phase-less multi-control Toffoli [253].

## Concluding REmARKS

In this work, we have presented the first ab-initio roadmap for studying a system of interacting electrons, whose movement is restricted to a two-dimensional plane which is pierced by a strong transversal magnetic field, on a quantum computer. We derived a closed form for the two-body Coulomb matrix elements of the Hamiltonian that incorporates Landau level mixing in symmetric Gauge and presented approximate T gate counts for the simulation of the spectrum of the underlying Hamiltonian (in the lowest Landau level) using the currently most efficient quantum algorithm for studying the spectrum of electronic structure Hamiltonians [143]. We have investigated the performance of classical methods [23, 63] to find an approximate ground state that are efficiently implementable on noisy, as well as quantum error-corrected quantum computers. These numerical simulations should be extended to larger system sizes to see how the sub-exponential trend of the required Slater determinants (to get high-fidelity initial states through the ASCI algorithm) continues and compare it to other approaches. Future studies should also incorporate scaling analysis for the T gate complexity when Landau level mixing is included and focus on studying efficient algorithms that implement the Laughlin wave function as an initial state. Furthermore, a more thorough study of quantum algorithms that can exploit the fact that we have a closed form for the Hamiltonian coefficients should be performed.

A novel method to study approximate ground states, determine collective excitations, and to describe out of equilibrium dynamics of strongly interacting bosonic and fermionic systems has been recently introduced by Shi et al. [41. While a variety of physical models have been successfully studied using this variational method, the simulation of long-range interacting fermionic systems has yet to be realized. This is mainly due to the fact that the presence of the four-body terms in the second quantized Hamiltonian greatly complicates the equations of motion for the variational parameters. Our work closed this gap by presenting analytical formulas for all required expressions in a form that does not assume any prior knowledge about the system at hand and providing an alternative algorithm for the time evolution of the non-Gaussian part of the many-body wave function. Our current efforts are directed at finding numerical validation that one can get below the mean-field energy and improve upon the ground state overlap using the VM and the here presented approach.

We have presented two novel algorithms for creating many-body operators from twobody interactions. While these algorithms improved upon longstanding construction schemes for important operations such as the multi-Toffoli gate, the recently developed fermionic-SWAP gate [70] should be taken into account in future studies, as it potentially could lower the overhead required for implementing the Jordan-Wigner transformation.
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[^0]:    ${ }^{1}$ A classical (quantum) algorithm is a step-by-step instruction on how to solve a given problem with operations that can run on a classical (quantum) computer.
    ${ }^{2}$ The runtime is measured by the number of elementary operations used by the respective quantum or classical algorithm. For the former, this can be measured in terms of the quantum circuit model, which is just a specific sequence of elementary quantum operations applied to a number of qubits (a qubit is the quantum analogue to a classical bit). All of this and more is detailed in Sections 1.5 and 1.6
    ${ }^{3}$ Some of the most prominent classical methods include density functional theory (DFT), which exploits the electron density distribution rather than the many electron wave function using a variety of approximations [19, but fails at describing strongly interacting systems. Another approach based on the wave function representation is the quantum Monte Carlo (QMC) method, but its efficient implementation suffers from the infamous fermionic sign problem, that leads to an exponential increase in the error $\epsilon$ of the simulation with system size [20]. Another classical algorithm used to find approximate ground states to the many-body problem is density matrix renormalization group (DMRG) [21], which very successfully describes one-dimensional systems, but has trouble building up enough entanglement to describe most strongly correlated two- and three-dimensional systems. More on the chemistry side, full configuration quantum Monte Carlo (FCIQMC) is an approach based on QMC, that deals with the

[^1]:    many-body wave function of an interacting fermionic system [22]. It is a projector method in imaginary time which expands the electronic wave function as a linear combination of Slater determinants based on stochastic sampling of amplitudes that describe the weights of the respective Slater determinants in the expansion. The recently introduced adaptive sampling configuration interaction (ASCI) improves upon FCIQMC by making it deterministic [23. In this work, we will implement the ASCI algorean-field method based on generalized Hartree-Fock theory [24].
    ${ }^{4} \mathrm{An}$ oracle is a black-box operation designed to realize a specific task. One distinguishes between classical- and quantum-oracles, which take a classical (quantum) input string, perform the desired operation, and output a string (quantum state). The operation the classical (quantum) oracle performs on the given input is known as a (quantum-) subroutine. Two of the most prominent quantum oracles are the quantum Fourier transformation, or the time evolution operator $U=e^{-i H t}$ we come across in Sections 1.6 .1 and 1.6 .3 respectively.

[^2]:    ${ }^{5}$ The rule of thumb here is that the energy gap, i.e. the energy difference $\Delta E=E_{1}-E_{0}$, between the first excited state and the ground state should be much larger than $k_{B} T$, where $k_{B}$ is the Boltzmann constant and $T$ is the temperature.
    ${ }^{6}$ In adiabatic quantum algorithms [37], one does not require the computation of such an initial/reference state, as adiabatic state generation algorithms follow a completely different strategy, starting in a well-known initial state and adiabatically evolving the state to the ground state of the problem Hamiltonian [38. Adiabatic quantum computing has been shown to be equivalent to standard quantum

[^3]:    ${ }^{7}$ We use the convention of omitting the comma in subscripts whenever it can be done without causing confusion. For instance, we will write the comma in expressions such as $M_{a+b, c}$, since $M_{a+b c}$ is misguiding.

[^4]:    ${ }^{8}$ Normal ordering has to be understood as a rule which gives a minus whenever a fermionic operatorindependent of its spin-orbital index - is moved past another fermionic operator to obtain the desired ordering. So we have : $a_{p} a_{q}^{\dagger}:=-a_{q}^{\dagger} a_{p}$, but $a_{p} a_{q}^{\dagger}=-a_{q}^{\dagger} a_{p}+\delta_{p q}$.

[^5]:    ${ }^{9}$ Note that this definition slightly deviates from the definition we use in Chapters 2 and 3

[^6]:    ${ }^{10}$ We will discuss what a universal set of quantum gate means in more detail in Section 1.5.3

[^7]:    ${ }^{11}$ An arbitrary single-mode quantum state $|f\rangle=\left(a+b c^{\dagger}\right)$, where $a, b \in \mathbb{C}$, its coherent state expansion is given by $\int d^{2} \gamma\langle\gamma \mid f\rangle|\gamma\rangle=\int d^{2} \gamma\left(a+b \gamma^{*}\right)\left(1+\gamma \gamma^{*}-\gamma c^{\dagger}\right)|0\rangle=|f\rangle$. This can be extended to the multimode case. Similarly one can show that the displacement operators from an overcomplete set of operators for an arbitrary multi-mode fermionic operator 4].

[^8]:    ${ }^{12}$ We will consider a physical density operator $\rho$ which is a positive Hermitian operator of unit trace, i.o.w. $\rho$ must fulfill

    $$
    \begin{aligned}
    \langle\psi| \rho|\psi\rangle & \geq 0 \forall|\psi\rangle \\
    \rho^{\dagger} & =\rho \\
    \operatorname{tr}(\rho) & =1 .
    \end{aligned}
    $$

    The expectation value of a fermionic operator $X$ w.r.t. a normalized quantum state $\rho$ is given by $\langle X\rangle_{\rho}=$ $\operatorname{tr}(\rho X)$.

[^9]:    ${ }^{13}$ Wick's theorem will be discussed in detail in Appendix $3 . \mathrm{B}$
    ${ }^{14} \mathrm{~A}$ basic example for Eq. 1.3.56) and $p=2$ is given by

    $$
    i^{2} \operatorname{tr}\left(\rho A_{1} A_{2} A_{3} A_{4}\right)=\left(\Gamma_{m}\right)_{12}\left(\Gamma_{m}\right)_{34}-\left(\Gamma_{m}\right)_{13}\left(\Gamma_{m}\right)_{24}+\left(\Gamma_{m}\right)_{14}\left(\Gamma_{m}\right)_{23} .
    $$

[^10]:    ${ }^{15}$ See Ref. [60] for an example list of quantum systems which possess analytical solutions.

[^11]:    ${ }^{16}$ The time evolution of a density operator $\rho$ is described by the von-Neumann equation

    $$
    i \hbar \frac{d}{d t} \rho(t)=[H, \rho(t)] .
    $$

[^12]:    ${ }^{17}$ In physicists units $1 \frac{\mathrm{kcal}}{\mathrm{mol}} \approx 0.043 \mathrm{eV}$.
    ${ }^{18}$ In this context, ab-initio methods are based entirely on quantum mechanics and physical constants, with no additional empirical data.

[^13]:    ${ }^{19}$ There is some ambiguity over how much longer a supercomputer would actually need. However, this can be considered nitpicking, since simply increasing the simulation by only a handful of qubits would render the classical simulation essentially non-simulatable [77.

[^14]:    ${ }^{20}$ In quantum computing one uses the convention to write tensor products of quantum states as regular products, i.e.

    $$
    |i\rangle \otimes|j\rangle=|i\rangle|j\rangle=|i j\rangle,
    $$

    where $i, j$ are single qubit states of the form described in Eq. 1.5.2 and the left state belongs to the first qubit and the right state belongs to the second qubit. A similar convention will later be used for the tensor product of quantum operators.

[^15]:    ${ }^{21}$ Different conventions exist for denoting Pauli gates. We will use either $\sigma_{j}^{x}$ or $X_{j}$ for a Pauli-X gate (Pauli- $Y$ and $-Z$ gates are similarly defined), where $j$ is the qubit index.
    ${ }^{22}$ A truth-table for the Toffoli gate, which is a CNOT gate with two control qubits, is given in Table 4.4.1

[^16]:    ${ }^{23}$ By any unitary operation we restrict ourselves to those operations which lie in the $\left(2^{n} \times 2^{n}\right)$-Hilbert subspace of a quantum computer with $n$ logical qubits.

[^17]:    ${ }^{24}$ We use the notation $O(f(x))$ to denote the limiting behavior of a function $f(x)$ for large values of $x$

[^18]:    ${ }^{25} \mathrm{~A}$ digital quantum simulation is a quantum simulation on a device with a universal set of quantum gates, where a proposed quantum algorithm is executed by applying a finite sequence of one- and two-qubit gates in order to approximate the desired unitary operation. Most realizations of quantum simulation are however analog, see [93. Proposals exist to combine digital with analog quantum computing [94].
    ${ }^{26}$ As we will later see, there exist quantum systems which can be simulated efficiently using classical computers, for instance systems whose ground state is described by a Gaussian state.
    ${ }^{27}$ Throughout this thesis, we will only consider the time-independent Schrödinger equation, where the system Hamiltonian $H(t)=H$ does not depend on time and we will often set $\hbar$ to 1 .

[^19]:    ${ }^{28} N$ must not necessarily be a power of 2 , however it simplifies notation.
    ${ }^{29}$ A scaling $\Omega(g(n))$ means that the respective function is both upper and lower bounded by $g(n)$.

[^20]:    ${ }^{30}$ A quantum algorithm's complexity for fault-tolerant quantum computing is typically stated in terms of $T$ gates, which are single qubit gate of the form given by the last expression in Eq. 1.5.5. The reason for this is that the realization of a single $T$ gate consumes hundreds of thousands of physical qubits and takes significantly longer than any other operation [99]. So even though the number of T gates might have a lower scaling than other quantum gates, they still usually are the most expensive ones to execute.
    ${ }^{31}$ All definitions, theorems, corollaries and lemmas within Section 1.6 .3 are taken from Ref. [7 with kind approval of Robin Kothari.

[^21]:    ${ }^{32}$ Within the context of quantum information science, complexity often refers to the quantum query complexity, where the respective algorithm only obtains information about the input by querying an oracle and evolving the quantum state by successively querying said oracle. Quantum query complexity is then defined as the smallest number of times the oracle has to be used in order to compute the desired function to a given precision $\epsilon>0$ and it provides a lower bound on the overall time complexity required to calculate that function.
    ${ }^{33}$ The Lie-product formula becomes exact in the limit $r \rightarrow \infty$.

[^22]:    ${ }^{34}$ Where efficiently implementable here again refers to its respective quantum circuit scaling at most polynomially in circuit size and depth (time) with system size.
    ${ }^{35}$ When $V$ is unitary, $p$ can be interpreted as a probability, however, if $V$ is not unitary, $p$ can be larger than 1.

[^23]:    ${ }^{36}$ It is well known that (here, non-interacting) particles moving in two-dimensions in presence of a magnetic field can only occupy discrete energy levels, known as Landau levels, which are macroscopically degenerate. An excellent explanation of Landau levels and the QHE is given in Ref. [116].
    ${ }^{37}$ Roughly speaking, the reason why the IQHE does not require to take into account disorder is due to the fact that they can be observed in "dirtier" samples, where $V_{\text {disorder }} \gtrsim E_{\text {Coulomb }}$. A perfectly clean sample, i.e. one with no disorder is not believed to display any plateaus, since it is the disorder which is responsible for the persistence of the plateaus over a finite range of $B$.

[^24]:    ${ }^{38}$ It turns out that the FQHE gives rise to new types of quasiparticles which are composed of electrons binding magnetic flux lines in order to lower their energy. One of the most prominent theories which describes and predicted many of the observed FQHE patterns is the composite fermion theory 9 . This microscopic theory explains the fractional states of the electrons in the FQHE as the IQHE of the composite quasiparticles. The composite fermion theory recovers the Laughlin wave function as a special case, in contrast, composite fermions are not part of, nor can they be derived from the Laughlin wave function [9], which makes the composite fermion theory much more general. The states these composite particles condense into possess excitations that display the bizarre property of being described by fractional quantum numbers. Excitations and holes of the underlying ground state possess fractional charges and fractional statistics.

[^25]:    ${ }^{1}$ With the exception of Ref. [136], where a quantum algorithm to compute the entanglement spectrum of a quantum state such as the Laughlin state on a quantum computer is presented, but a detailed state creation analysis is not included.
    ${ }^{2}$ Only the movement of the electrons is restricted to be (approximately) two-dimensional, we are not referring to the electrons living in a universe with two spatial dimensions, where the form of the Coulomb potential would be quite different from the three dimensional version that we are studying.

[^26]:    ${ }^{3}$ It is a topic of current discussion which type of shallow circuit Ansatz might provide an advantage over classical algorithms [140] and the study of VQE-type algorithms revealed other challenges, such as exponentially vanishing gradients [141].

[^27]:    ${ }^{4}$ Clearly, if you take a core determinant $\left|C_{k}\right\rangle$ and search all single- and double excitations of that determinant, chances are high that you will obtain determinants which are also elements of the core set. In that case, we keep the coefficient with the largest value (by magnitude) and discard the rest.
    ${ }^{5} \mathrm{FCI}$ in our case refers to including all number-conserving determinants in the ASCI expansion-which grows exponentially with system size - and provides an exact solution, see e.g. Ref. [2].

[^28]:    ${ }^{6}$ In this work, $\mathbf{P}(\mathbf{Q})$ and $\mathbf{S}(\mathbf{R})$ belong to particle 'one' ('two').

[^29]:    ${ }^{7}$ The largest matrix element at fixed filling factor $\nu=1 / 3$ turns out to be identical in the LLL for all studied angular momenta cutoffs.

[^30]:    ${ }^{8}$ The scaling in terms of $N$ (which we neglect in that section) and $M$ is however not $O\left(N^{3} M^{3}\right)$, as one might think, but $O\left(N^{4} M^{3}\right)$, since the conservation of angular momentum only reduces the $M$ scaling by one order.

[^31]:    ${ }^{1}$ Long-range interactions are interactions, where the two-body potential that describes the interaction decays algebraically at large distances with a power smaller than the spatial dimension.

[^32]:    ${ }^{2}$ As suggested in Ref. [41], one can add another FGS unitary to the variational state, i.o.w. one can choose

    $$
    \left|\Psi_{\mathrm{NGS}}\right\rangle=\bar{U}_{\mathrm{GS}}(\bar{\xi}) U_{\mathrm{FA}}(\omega) U_{\mathrm{GS}}(\xi)|0\rangle,
    $$

    where $\bar{\xi}$ is an anti-symmetric and Hermitian matrix and $\bar{U}_{\mathrm{GS}}$ is of the form given by Eq. (3.3.4). This will make the Ansatz more flexible, as it introduces additional degrees of freedom to the VM. The VM remains still efficient to compute under this more general Ansatz, since the additional Gaussian unitary just leads to a linear transformation of the orbitals in $H$ before acting with the NGS operator $U_{\mathrm{FA}}$. The appearing expectation values are still identical to the ones derived in Section 3.3 The time evolution of the new set of variational parameters $\bar{\xi}$ can be computed via Eq. (3.6.4). We will restrict ourselves in this work to the simpler Ansatz given by Eq. (3.3.3).

[^33]:    ${ }^{3}$ The modes $j_{1}^{\dagger}, \ldots, j_{a}^{\dagger}$ and $k_{1}, \ldots k_{b}$ do not necessarily have to be ordered, meaning we do not require $j_{1}<\cdots<j_{a}$.

[^34]:    ${ }^{4}$ Conjugated Grassmann variables satisfy $\left(\eta_{i} \eta_{i}^{*}\right)^{*}=\eta_{i} \eta_{i}^{*}$ and $\left(\eta_{i}^{*} \eta_{i}\right)^{*}=\eta_{i}^{*} \eta_{i}$, conjugated pairs are thus Hermitian.
    ${ }^{5}$ The case $a \neq b$ can be treated analogously.

[^35]:    ${ }^{6}$ As we have seen in Appendix 3.E Eqs. 3.4.70-3.4.72 can also be calculated through expressions involving the matrix $\mathcal{M}$. These expression however contain divisions of zeros for $\tilde{\alpha}(j)=0$ which are usually not treated well in numerical simulations.

[^36]:    ${ }^{7}$ A detailed discussion of the theory leading to Eq. $\sqrt{3.6 .4}$ in a geometrical picture can be found in Ref. [218]. McLachlan's principle describes a time-dependent variational principle which is purely routed in geometric ideas [219] and is given by the stationary condition

    $$
    \Im\left\{\langle\delta \dot{\Psi}| i \hbar \partial_{t}-H|\Psi\rangle\right\}=0,
    $$

    where $|\delta \dot{\Psi}\rangle$ describes the time-variation of the variational Ansatz in the tangent plane. There does not exist a formulation of imaginary time evolution in terms of an action principle, so McLachlan's minimal error principle is the only projection method that can be used here.

[^37]:    ${ }^{8}$ We are assuming that $\xi$ is in fact diagonalizable, which can always be arranged by fixing certain parameters.

[^38]:    ${ }^{9} \mathcal{F}^{\tilde{\alpha}}$ is a matrix and should not be confused with the operator $\mathcal{F}_{J}$ in Eq. 3.4.25.

[^39]:    ${ }^{10}$ While in this work the non-Gaussian Ansatz is simply $U_{\mathrm{FA}}$, a general Ansatz such as one including an additional Gaussian unitary operator will lead to additional terms.

[^40]:    ${ }^{11}$ The result we obtained in Eq. (3.I.19) slightly deviates from the result in Ref. 41]. All prior equations that led to this expression were in exact agreement, but when calculating the first term in Eq. 3.I.15), we got a different order. Essentially, Eq. 3.I.19] corresponds to equation (E.1) in [41, however, instead of $\left(d_{\tau} U_{m}\right) U_{m}^{T} \Gamma_{m}$ inside the trace of the first term on the right-hand side, they have the term $U_{m}^{T}\left(d_{\tau} U_{m}\right) \Gamma_{m}$. We trust our result, as its derivation can be followed in detail.

[^41]:    ${ }^{12}$ Since $c_{j}|0\rangle=0 \forall j$ by definition of the fermionic vacuum.

[^42]:    ${ }^{1}$ We will use the terms $n$-local and $n$-body equivalently.

[^43]:    ${ }^{2}$ A sufficient condition that such a transformation exists is that the eigenvalues $\left\{\lambda_{n+1}^{(i)}\right\}$ of $R_{n+1}$ are symmetric, i.e. for each eigenvalue $\lambda_{n+1}^{(i)}$ there exists a corresponding eigenvalue $\lambda_{n+1}^{(j)}(i \neq j)$ such that $\lambda_{n+1}^{(i)}=-\lambda_{n+1}^{(j)}$.

[^44]:    ${ }^{3}$ The operator $C_{i, j} X_{k}$ is identical to a regular Toffoli, if both control registers $i$ and $j$ are elements of the Toffoli gate, as indicated in Fig 4.4 .1 with two full circles.

[^45]:    ${ }^{4}$ The case $m \neq n$ does not conserve particle number and parity.

