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Abstract 15 

 16 

Recent successes in protein function prediction have shown the superiority of approaches 17 

that integrate multiple types of experimental evidence over methods that rely solely on 18 

homology. However, newly sequenced organisms continue to represent a difficult 19 

challenge, because only their protein sequences are available and they lack data derived 20 

from large scale experiments.  21 

We introduce S2F (Sequence to Function), a network propagation approach for the 22 

functional annotation of newly sequenced organisms. Our main idea is to systematically 23 

transfer functionally relevant data from model organisms to newly sequenced ones, thus 24 

allowing us to use a label propagation approach. S2F introduces a novel label diffusion 25 

algorithm that can account for the presence of overlapping communities of proteins with 26 

related functions. Since most newly sequenced organisms are bacteria, we tested our 27 

approach in the context of bacterial genomes. Our extensive evaluation shows a great 28 



improvement over existing sequence-based methods, as well as four state-of-the-art 29 

general-purpose protein function prediction methods.  30 

Our work demonstrates that employing a diffusion process over networks of transferred 31 

functional data is an effective way to improve predictions over simple homology. S2F is 32 

applicable to any type of newly sequenced organism as well as to those for which 33 

experimental evidence is available. A free, easy to run version of S2F is available at 34 

https://www.paccanarolab.org/s2f. 35 

  36 



Introduction 37 

 38 

Less than 1% of the available protein sequences are currently annotated with reliable 39 

information and the gap between unannotated and annotated sequences is widening at an 40 

unprecedented rate1 (Supplementary Note 1). Traditional experimental approaches to 41 

determine protein function are usually expensive, time consuming, and provide low 42 

throughput. While higher throughput approaches have recently been developed, they are 43 

also proving to be insufficient to cope with the sheer number of new sequences produced 44 

by next generation sequencing techniques2. In this context, the computational annotation of 45 

protein function has become a crucial step for a better understanding of the complex 46 

mechanisms of living cells.  47 

 48 

Newly sequenced organisms represent a particularly difficult challenge for automated 49 

annotation methods because only their protein sequences are available and, in general, we 50 

lack any other data derived from large scale functional experiments. In fact, protein function 51 

prediction is somewhat easier for more studied organisms, including model organisms, 52 

where multiple types of functional experimental evidence (e.g., gene expression, 53 

proteomics data) are available that can be integrated with sequence information. The 54 

Critical Assessment of Functional Annotation Challenge (CAFA)3 has indeed shown that 55 

advanced methods that integrate multiple types of information for the prediction of Gene 56 

Ontology (GO)4 terms significantly outperform methods that use only sequence information.  57 

 58 

Network propagation approaches have been shown to be among the most successful 59 

methods to predict protein function when some sort of experimental evidence is available5. 60 



These methods combine and amplify existing knowledge about the function of some of the 61 

proteins by propagating it through networks where nodes represent proteins, and edges 62 

represent pairwise functional relationships between them that are derived from 63 

experiments (e.g., physical interaction, co-occurrence in protein complexes, co-expression). 64 

In other words, these methods expand an initial set of functional labels available for some 65 

experimentally characterised proteins (seeds) to related neighbouring proteins, thus 66 

exploiting the guilt-by-association principle, according to which highly connected nodes 67 

should share similar functional properties. However, until now, these ideas could not be 68 

applied to newly sequenced organisms, since in this case both the seeds and the networks 69 

are unavailable.  70 

 71 

This paper introduces S2F (sequence to function), a novel network propagation-based 72 

method for the functional annotation of newly sequenced organisms. Our main idea is to 73 

systematically transfer functionally relevant data that is available for model organisms to 74 

newly sequenced organisms, thus allowing us to use network propagation to predict protein 75 

function. S2F presents a novel network propagation algorithm that can account for the 76 

presence of overlapping communities of proteins with related functions.  77 

 78 

Since most newly sequenced organisms are bacteria, we have developed and tested our 79 

solutions in the context of bacterial genomes. Bacteria is also the superkingdom with most 80 

available sequenced proteins in UniProtKB (Supplementary Note 1), and the functional 81 

characterisation of bacteria holds great potential in fields ranging from alternative energy 82 

sources to understanding and treating disease. However, the ideas presented here are more 83 

widely applicable to protein function prediction for any type of organism, and an earlier 84 

version of our algorithm has successfully been applied to organisms from other kingdoms3,6. 85 



 86 

Results 87 

The aim of S2F is to predict the function of each of the proteins in a newly sequenced 88 

organism. Functional categories are defined according to the Gene Ontology (GO)4, where 89 

terms are organised in a hierarchical structure with several domains and levels of specificity. 90 

The prediction of protein function is a multi-class, multi-label classification problem: multi-91 

class, as there are over 40,000 possible GO terms that can be annotated to a protein; multi-92 

label, because each protein can be annotated with multiple GO terms. Importantly, the 93 

hierarchical structure of the Gene Ontology must be taken into account for the prediction, 94 

since whenever a protein is annotated with a GO term, it is also annotated with all its 95 

ancestor terms up to the root of the ontology (this is known as the “true path rule”7,8). 96 

Therefore, an important requirement for the output of any protein function prediction 97 

method is to be consistent: if a GO term is predicted with a certain probability, its parent 98 

terms must be predicted with an equal or greater probability9. 99 

 100 

S2F consists of four main components (see the pictorial representation in Fig. 1): 101 

A. a method to infer the initial seeds, that combines the output of InterPro10 and 102 

HMMER11 to obtain a set of initial predictions that is consistent; 103 

B. a method for network transfer, that relies on the concept of interolog12,13 to infer 104 

several functional networks; 105 

C. a method for network combination, that combines the different functional networks 106 

into a single one; 107 

D. a label propagation algorithm, that diffuses the seed information to obtain a 108 

prediction. 109 



 110 

In the following, we will describe each component in turn. We will assume that we wish to 111 

predict the function for a newly sequenced organism (target organism) with ݊ proteins, and 112 

that the Gene Ontology contains t terms. 113 

 114 

A. S2F Seed Inference InterPro10 constitutes an excellent starting point for predicting 115 

protein function from sequence as it provides predictions from 14 different protein 116 

signature databases. We consolidate its output into an ݊ ×  matrix of predictions ܴ (see 117 ݐ

Materials and Methods) which is consistent, and where each entry ܴ௜௝ is the fraction of 118 

InterPro models in which the (݅, ݆) association is present.  119 

 120 

Although InterPro predictions are extremely accurate, they are often limited in number and 121 

involve only a few GO terms. In order to enrich the catalogue of GO terms that appear in our 122 

initial seed set, HMMER11 is run for every protein in the target organism against the 123 

experimentally annotated sequences in UniProtKB/Swiss-Prot (Supplementary Note 2). This 124 

results in the HMMER seed set, a binary matrix ܪ of size (݊ ×  which is then up-125 ,(ݐ

propagated according to the true path rule7,8. A convex combination of ܪ and ܴ gives us the 126 

consistent combined seed set ܻ ∈ ℝ௡×௧: 127 ܻ = αܴ + (1 − α)ܪ 

where ߙ ∈ ℝ, 0 ≤ ߙ ≤ 1 controls the relative contribution of InterPro and HMMER 128 

predictions, and each entry of ܻ, 0 ≤ ௜ܻ௝ ≤ 1. 129 

 130 

B. S2F Network Transfer We build networks where nodes represent target organism 131 

proteins, and edges represent pairwise functional relationships (interactions) between 132 

them. Since experimental evidence of functional relationships between proteins is not 133 



available for newly sequenced organisms, in order to create these networks we exploit the 134 

fact that these relationships are often conserved across species14,15. This allows us to 135 

transfer existing evidence from well-studied organisms to newly sequenced ones. 136 

 137 

Our starting point is the seminal work by Yu et al.13 who transferred different types of 138 

functional networks with high precision using the concept of interolog-mapping first 139 

proposed by Walhout et al.12. The idea is that, given two proteins A and B in the target 140 

organism, if there exists a pair of proteins A’ and B’ that are known to interact in another 141 

organism (source organism), such that A is an orthologue of A’, and B is an orthologue of B’, 142 

then we can infer an interaction between A and B. 143 

 144 

Our transfer algorithm derives from the one proposed by Yu et al.13 (for details see 145 

Materials and Methods and Supplementary Note 3). S2F uses STRING16 as the dataset of 146 

different types of experimental interactions in source organisms. For each type of 147 

interaction, S2F builds one transferred network, ݎ, that can be represented as a matrix 148 ܹ(௥) ∈ ℝ௡௡, where each entry ௜ܹ௝(௥)represents the strength of the interaction between 149 

proteins ݅ and ݆ in ݎ. For a given target organism, S2F transfers five types of interaction, 150 

namely “neighborhood”, “experiments”, “coexpression”, “textmining”, and “database” 151 

using the experimental interactions available for any organism in STRING. 152 

 153 

C. S2F Network Combination Having obtained a set of transferred networks for the target 154 

organism, we now face the task of combining them into a single network for diffusing the 155 

seeds. Our approach is to linearly combine the different networks through learned 156 

coefficients. These coefficients provide us with interesting information about the relative 157 

importance and role of each network in the prediction. While other systems learn this 158 



combination (e.g., GeneMANIA17), the solution we propose here is applicable to our 159 

problem, where no initial set of known labels is available. 160 

 161 

We begin by using the InterPro predictions to build a network of functional similarities 162 ܶ ∈ ℝ௡×௡, where the similarity between proteins ݅ and ݆, ௜ܶ௝, is defined as: 163 

 164 

௜ܶ௝ = ห ௜ܰ ∩ ௝ܰหห ௜ܰ ∪ ௝ܰห 
 165 

where ௜ܰ and ௝ܰ are the sets of all GO terms above a threshold τ that are associated to 166 

proteins ݅ and ݆ respectively in ܴ, that is, ௜ܰ = {݇|ܴ௜௞ > τ}, and ௝ܰ = ൛݇ห ௝ܴ௞ > τൟ. 167 

Therefore, ௜ܶ௝ is the Jaccard similarity between sets of GO terms that are assigned by 168 

InterPro to proteins ݅ and ݆.  169 

 170 

Given ݌ networks ܹ(௥) with r ∈ {1, … , p}, we combine them into a single network 171 ܹ ∈ ℝ௡×௡ using a weighted linear combination, where the vector of weights ࢉො 	∈ ℝ௣ is 172 

learnt by minimising the square of the difference between ܶ and the linear combination 173 

(see Materials and Methods). 174 

 175 

D. S2F label propagation Proteins rarely perform their functions in isolation, but rather they 176 

act as part of functional groups. As mentioned earlier, network propagation methods for 177 

protein function prediction exploit exactly this fact – groups of proteins that are highly 178 

connected in functional networks form communities that share a similar function. 179 

Importantly, when a protein has more than one function, it will belong to more than one of 180 

such functional groups. We notice that such proteins, lying at the intersection of 181 



communities are, in general, more functionally similar compared to their neighbours, since 182 

they share more functional roles. Therefore, when a set of proteins has more than one 183 

function, the propagation of information (or diffusion) between proteins within this set 184 

should be higher than the diffusion between proteins in this set and proteins outside this 185 

set. However, this does not happen with existing diffusion methods (for details see 186 

Supplementary Note 6). Here we propose a novel label propagation method that explicitly 187 

models overlapping communities and, in this way, corrects this problem.  188 

 189 

We begin by defining the matrix ܹௌଶி ∈ ℝ௡×௡, a transformation of the combined network 190 ܹ whose entry ௜ܹ௝ௌଶி is defined as: 191 

 192 

௜ܹ௝ௌଶி =   12 ቆ 1݀௜ + 1݀௝ቇ ௜௝ܬ ௜ܹ௝ 
 193 

where ݀௜ = 	∑ ௜௝௡௝ୀଵܬ ௜ܹ௝ and ܬ is a weighted Jaccard similarity matrix that models the 194 

overlapping community effect (see Materials and Methods). We also define a diagonal 195 

matrix ܦௌଶி where the ݅-th diagonal element ܦ௜௜ௌଶி = 	∑ ௜ܹ௝ௌଶி௝ . Our algorithm produces a 196 

prediction matrix ܨ ∈ ℝ௡×௧ for all the ݊ proteins of the organism and all the ݐ GO terms by 197 

computing the following: 198 

ܨ 199  = ܫ) +  ଵܻି(ܮߣ

 200 

where ܻ is the matrix containing the initial labelling, ܫ is the identity matrix, ܮ = ௌଶிܦ −201 ܹௌଶி is the Laplacian of ܹௌଶி, and λ	 > 	0 is the regularisation parameter (see Materials 202 

and Methods). 203 



 204 

We show that this label propagation algorithm does not suffer from the problem described 205 

above for overlapping communities (see Supplementary Note 6). Moreover, we prove that it 206 

satisfies the necessary conditions to ensure that, for each pair of terms ݆ and ݇ such that ݆ is 207 

an ancestor of ݇ (in these cases ௜ܻ௝ ≥ ௜ܻ௞ for every ݅), we have that ܨ௜௝ ≥  ௜௞ for every ݅ (the 208ܨ

proof can be found in Supplementary Note 7). As a consequence, since ܻ is consistent with 209 

the Gene Ontology structure, ܨ will also be consistent. 210 

Experimental Setup 211 

We present the evaluation of S2F on bacteria from UniProtKB. Following the evaluation 212 

procedure used by most authors3,18 the performance of S2F in predicting protein function 213 

was assessed both in a per-gene and in a per-term setting. In per-gene predictions, given a 214 

gene, we assess the performance of S2F at predicting a set of functions associated to that 215 

gene. Conversely, in per-term predictions, given a function, we assess the performance of 216 

S2F at predicting a set of genes that perform that function.  217 

 218 

The performance was assessed against a set of known experimental annotations. Therefore, 219 

the bacteria used for testing were chosen so that they had at least a few experimentally 220 

annotated genes (to be able to assess the performance in a per-gene setting) while 221 

maintaining a reasonable diversity of annotated GO terms (to be able to assess the 222 

performance in a per-term setting) in the GOA database19. The ten bacteria in Table 1 223 

satisfied our set of criteria (the criteria are detailed in Materials and Methods).  224 

 225 

This set of bacteria provides a good testbed for our experiments. The amount of 226 

experimental annotations in these bacteria covers a wide spectrum, ranging from well-227 



studied bacteria (e.g., E. coli) to more obscure ones that are not even included in STRING 228 

(e.g., Brucella abortus).  229 

 230 

In our experiments, we tested the performance at predicting the functional annotation for 231 

the whole genome for each of the ten bacteria, in turn. To avoid circular reasonings, when 232 

testing each bacterium, we carefully removed any functional information for that bacterium 233 

as well as for any phylogenetically close species. To do this, for each bacterium, we created 234 

a list of excluded species in two steps. First, starting from that bacterium, we navigated the 235 

NCBI taxonomy moving up two levels (i.e., to the parent of the parent node) and we 236 

included in our list that node and all its descendants. Second, we added to the list all the 237 

nodes in the NCBI taxonomy that had a similar name. Having created a list of excluded 238 

species, we removed any information about these species from STRING, as well as about 239 

their proteins from the GOA database. The detailed list of all organisms excluded when 240 

testing each specific bacterium is provided in the Supplementary Data. 241 

 242 

Predicted annotations were evaluated against the existing functional annotations (GOA files 243 

in Supplementary Data) using the well-established metrics that have been used in the CAFA 244 

challenge3: ܨmax, ܵmin, AUC-ROC, and AUC-PR metrics (for details, see Supplementary Note 245 

12). 246 

 247 

Evaluation 248 

We compared the performance of S2F against InterPro, HMMER, Argot 2.520, DeepGOPlus21, 249 

GOLabeler22 and NetGO23. InterPro and HMMER are among the best and most widely used 250 

sequence-based methods for predicting protein function for newly sequenced organisms. 251 

The other four methods, although they were not explicitly conceived for this problem, could 252 



nevertheless be employed here as they are able to predict protein function using sequence 253 

information alone. Argot 2.520, and GOLabeler22 were among the top performer in the last 254 

edition of the CAFA competition6; NetGO23 and DeepGOPlus21 were introduced after the last 255 

CAFA competition, and they were shown to perform very well against top CAFA algorithms. 256 

(For details of the implementation, parameter settings and a description of these algorithms 257 

see Materials and Methods and Supplementary Notes 14, 16 and 17). 258 

 259 

Figures 2-5 show the AUC-ROC, AUC-PR, ܨmax and ܵmin evaluated per-gene and the per-term 260 

for S2F and each competitor algorithm. (An interactive version of these results is also 261 

available in the result explorer on our website: https://www.paccanarolab.org/s2f). We can 262 

see that S2F outperformed the other methods according to the vast majority of the 263 

performance measures for the ten bacteria – it is surpassed only in 4 out of the 80 bacteria-264 

measure combinations, most often on the AUC-ROC measure. In order to better appreciate 265 

the increase in performance offered by S2F, we also explicitly report the percentage of 266 

improvement of S2F vs each competitor for each of the 10 organisms (see Supplementary 267 

Figures 53-59 in Supplementary Note 15). 268 

 269 

Analysing these results, we see that, as expected, the accuracy of the S2F predictions does 270 

depend on the accuracy of InterPro and HMMER, that provide the initial seeds for the 271 

diffusion process of S2F. An interesting question is whether the improved performance of 272 

S2F is merely due to the fact that it combines the labels of InterPro and HMMER, or whether 273 

the diffusion of these labels through the transferred networks has a role in its performance. 274 

For this reason, we also report in the figures the performance of the linear combination of 275 

InterPro and HMMER labels that we used as seeds for the diffusion process in S2F (matrix 276 ܻ). We can see that, with the only exception of the AUC-ROC for Brucella Abortus, S2F 277 



shows an improvement when compared with the simple linear combination of the InterPro 278 

and HMMER outputs. This means that S2F is able to effectively combine the information of 279 

these labels together with the evolutionary information contained in the interolog graphs. 280 

 281 

As we mentioned earlier, by integrating InterPro and HMMER we aimed at obtaining seeds 282 

that combined the high accuracy and specificity offered by InterPro with the high coverage 283 

provided by HMMER. To check whether our linear combination, controlled by the 284 

parameter ߙ achieved this, we analysed how the different setting of ߙ affected the S2F 285 

results (details of the experiments are described in Supplementary Note 13). Supplementary 286 

Figures 48-51 show that, in general, a combination of InterPro and HMMER seeds 287 

(0 < ߙ < 1) gives much better results in terms of S2F performance than when using only 288 

seeds from either of them (ߙ = 0 or ߙ = 	1). However, just looking at S2F performance, it is 289 

unclear how to set the value of ߙ, as there is disagreement among different performance 290 

measures and organisms. At the same time, an important objective in real-world scenarios 291 

is to predict, for a given gene, a small set of terms that are highly accurate while being as 292 

specific as possible. Therefore, we analysed the information content of the top genes 293 

predicted by S2F for different values of α (see Supplementary Figure 52). Our results show 294 

that, in this scenario, high values of α (e.g., α = 	0.9) should be preferred.  295 

 296 

We also evaluated the predictions obtained by diffusing the outputs of InterPro and 297 

HMMER, separately, on the interolog network ܹ. Supplementary Figures 11-14 298 

(Supplementary Note 8, also available in the interactive data explorer on our website 299 

https://www.paccanarolab.org/s2f) show how our diffusion process is able to improve the 300 

labels obtained by InterPro (or HMMER). This means that our diffusion on combined 301 



interolog networks is an effective way to improve protein function prediction over simpler 302 

homology methods.  303 

 304 

Our diffusion method was motivated by our desire to model the presence of overlapping 305 

communities in functional networks. It is unclear how to quantify exactly the number of 306 

proteins being shared across communities, as this is obscured by the relationships among 307 

functional labels as well as the noise and incompleteness of available annotations. However, 308 

the semantic similarity of proteins with known function can provide some insight, as we can 309 

quantify the correlation between the graph onto which we diffuse, ܹௌଶி, and a graph of 310 

semantic similarities among functionally annotated proteins,	ܩௌௌ. Supplementary Figure 17 311 

shows the values of these correlations for each of the ten bacteria and compares them with 312 

correlations between ܩௌௌ and ܹீெ,	the graph used by GeneMANIA17, a diffusion-based 313 

method for protein function prediction in model organisms that does not explicitly model 314 

overlapping communities (for details of these experiments see Supplementary Note 6). We 315 

can see that ܹௌଶிshows higher correlation with the semantic similarity graph ܩௌௌ in the 316 

great majority of the cases, for different organisms and across different GO ontologies.  317 

 318 

Finally, to further demonstrate how S2F can facilitate biological research by generating 319 

feasible hypothesis, we performed a prospective evaluation. We deployed S2F to make 320 

predictions using only data available up to December 2014 and we assessed its accuracy on 321 

proteins that were experimentally annotated between 2015 and 2021. The experiments are 322 

detailed in Supplementary Note 11. Supplementary Figures 44-47 show that while the 323 

performance of InterPro is relatively stable, for some bacteria the overall performance of 324 

HMMER (and, as a consequence, of the InterPro + HMMER combination) seems to worsen 325 

greatly. As expected, the performance of S2F decreases in these cases, but overall the 326 



diffusion process is able to alleviate the effect and compensate for the lower quality of the 327 

seeds. 328 

  329 



Discussion 330 

The difficulty of protein function prediction, one of the most important problems in 331 

computational biology, varies greatly, depending on how much experimental information is 332 

available for the organism under investigation. Predictions for well-studied organisms can 333 

rely on multiple types of functional experimental evidence (e.g., gene expression, 334 

proteomics data) that can be represented in the form of graphs. For these organisms, 335 

network propagation approaches that amplify existing knowledge about the function of 336 

some of the proteins have been shown to be very effective5,17,24,25. 337 

 338 

This paper introduces S2F, a method that applies a network propagation algorithm to 339 

organisms for which only sequence information is available. The main idea is to create 340 

networks of interologs by systematically transferring functional data that is available for 341 

model organisms, and to use these networks to combine and amplify a few preliminary GO 342 

labels (seeds) obtained through homology or identifiable protein features.  343 

 344 

Our work shows that employing a diffusion process over networks of interologs is an 345 

effective way to improve predictions over simple homology. The improvement comes from 346 

combining information: S2F effectively integrates homology information and identifiable 347 

protein features (preliminary GO labels from HMMER and InterPro) together with 348 

evolutionary information contained in the interolog graphs, through a diffusion process. S2F 349 

includes a novel network propagation algorithm that can account for the presence of 350 

overlapping communities of nodes with related functions. 351 

 352 



Ultimately, the accuracy of S2F when predicting function for a specific organism will depend 353 

on several factors, including the specificity and diversity of the preliminary GO labels, and 354 

the density of the interolog networks, which in turn depends on the evolutionary distance 355 

from organisms with existing functional experimental evidence. When predicting a GO term 356 

for a specific gene, these factors affect how many neighbours that gene has, how many of 357 

these genes have preliminary GO labels, and how accurate these labels are. These factors 358 

are highly interleaved, and it is difficult to quantify the effect of each one individually. For 359 

example, it would seem reasonable to expect that S2F would generate better predictions for 360 

more highly connected nodes. We tested this hypothesis by measuring the correlation 361 

between node degrees and the performance measures for the bacteria in this study. 362 

However, our results show that the correlation was either weak and negative, or not 363 

statistically significant (see Supplementary Note 10, as well as Supplementary Figures 26-364 

36). 365 

 366 

The different interolog networks that we combine are extremely sparse with virtually no 367 

overlap among them (see Supplementary Figures 3 and 4). In this scenario, in terms of 368 

prediction performance, different combination methods would give results that are as good 369 

as the simple average of the networks (Supplementary Figures 5-8 compare our 370 

combination strategy, the network combination used by STRING16, and the simple average). 371 

However, our approach allows the linear combination of the different networks through 372 

learned coefficients, which provides us with information about the relative importance and 373 

role of each network in the prediction (see Supplementary Note 4). Our combination 374 

method is similar to the one used in GeneMANIA, but it allows us to learn these linear 375 

weights without relying on an initial set of known functional labels. 376 

 377 



We note that the removal of functional information regarding each bacterium and its 378 

phylogenetically close species, makes this problem much harder than the one tested in the 379 

regular CAFA competition settings. For this reason, the performances for Argot 2.520, 380 

DeepGOPlus21, GOLabeler22, and NetGO23 seem generally lower than those reported earlier. 381 

Also, methods that are able to integrate global and local information seem to perform 382 

better than local methods in our setting. This can be seen by comparing the results obtained 383 

by S2F and the Consistency Method26 – another method that integrates global information – 384 

with the results obtained by NetGO, where the use of network information is limited locally 385 

to nodes that are just one link away from the query node. A performance comparison 386 

between our label propagation method and the Consistency Method is available in 387 

Supplementary Note 9. 388 

 389 

In this paper we have focused and presented results for bacteria, but S2F can be applied to 390 

any organism, independently on how well functionally characterised it is. An earlier version 391 

of S2F which is optimised to use existing functional evidence for target organisms was 392 

submitted to the CAFA2 challenge3, where it ranked as one of the top performing methods.  393 

 394 

The code for S2F is freely available at https://www.paccanarolab.org/s2f. The S2F software 395 

is fast, robust, and easy to setup and run. The software is fully documented, including a wiki 396 

with instructions for common use cases, instructions on how to use S2F to predict function 397 

for newly sequenced bacteria and details on how to replicate all our results, together with 398 

the necessary input data (see Supplementary Data).  399 



Materials and Methods 400 

S2F Seed Inference 401 

 402 

InterPro produces ݉ binary matrices of predictions ܴ(௞), each of size (݊ × ݇ here 403)(ݐ ∈ {1,… ,݉} and ݉	 ≤ 14 is the number of models for which InterPro gives at least one 404 

prediction for the target organism). To combine these matrices while ensuring that the 405 

combination is consistent with the hierarchical structure of GO, we first up-propagate these 406 

associations according to the true path rule7,8 considering both the “is_a”, and “part_of” 407 

relations. Each matrix ܴ(௞) is up-propagated separately, and therefore any convex 408 

combination of the up-propagated matrices will be consistent. We combine them to obtain 409 

a consistent InterPro seed set ܴ ∈ ℝ௡×௧	 where each entry of ܴ, ܴ௜௝, is defined as: 410 

 411 

ܴ௜௝ = ∑ ܴ௜௝௞௠௞ୀଵ݉  

 412 

S2F Network Transfer 413 

 414 

STRING16 is a database that compiles several 3,123,056,667 interactions between proteins in 415 

5,090 organisms. Interactions are divided into 7 types: “neighborhood”, “fusion”, “co-416 

occurrence”, “experiments”, “co-expression”, “textmining”, and “database”. Each 417 

interaction is annotated with a score that ranges from 0 to 1 representing the confidence 418 

that STRING assigns for the two proteins to be functionally related.  419 

 420 



In our transfer procedure, two proteins A and A’ are considered to be orthologues if three 421 

conditions are met:  422 

• they are BLAST mutual best hits, with both e-values smaller than 1e-6;   423 

• percent identity is greater than 80% – this is to avoid transference between multi-424 

domain proteins with different domain architecture;  425 

• their “joint identity” (geometric mean of the two percent identities) is above 60% – 426 

Yu et al.13 showed that this condition achieves almost perfect accuracy at identifying 427 

interacting orthologues. 428 

 429 

When the same interaction can be transferred from multiple organisms, only the one with 430 

the highest “joint identity” is kept. The pseudocode of the algorithm for building a collection 431 

of transferred networks for the target organism is provided in Supplementary Algorithm 1 432 

(Supplementary Note 3). S2F only considers networks with at least 3 edges, that is, for every 433 

interaction type in STRING, we consider the transferred network ݎ only if ܹ(௥) contains at 434 

least 3 values. 435 

 436 

Finally, a homology network is added to the collection of interolog networks to increase the 437 

combined network connectivity and facilitate the diffusion process. The homology network 438 ܹ(௛) is defined as the negative log of the BLAST e-value for every pair of proteins. 439 

 440 

S2F Network combination 441 

 442 



Given ݌ networks ܹ(௥) with ݎ	 ∈ {1,… ,  we combine them into a single network ܹ using 443 ,{݌

a weighted linear combination. The vector of weights ࢉො 	∈ ℝ௣, and bias ෠ܾ are learnt by 444 

minimising: 445 

 446 

൫ࢉො, ෠ܾ൯ = argminࢉ,௕ ෍൭ܾ +  ෍ܿ௥ ௜ܹ௝(௥) − ௜ܶ௝ ௣
௥ୀଵ ൱ଶ௜,௝   

 447 

This linear regression can be solved efficiently, and we can interpret each learnt 448 

coefficient	ܿ௥	as representing how much each network ݎ contributes to the combination. An 449 

analysis on these coefficients is provided in the Supplementary Note 4. 450 

 451 

S2F label propagation 452 

 453 

The weighted Jaccard coefficient matrix ܬ is defined elementwise as: 454 

 455 

௜௝ܬ = ∑ ௜ܹ௞ ௝ܹ௞௞∑ ௜ܹ௞௞ + ∑ ௝ܹ௞௞ − ∑ ௜ܹ௞ ௝ܹ௞௞  

. 456 

 457 

Thus, the element ܬ௜௝ relates to how much elements ݅ and ݆ belong to the same community 458 

in network ܹ. For a given term ݇, we learn the ݇-th column of matrix ܨ, that we denote by 459 ܨ௞, by minimising the cost function ࣫(ܨ௞): 460 

 461 

(௞ܨ)࣫ =෍(ܨ௜௞ − ௜ܻ௞)ଶ௡
௜ୀଵ + 2෍ߣ 1݀௜௡

௜ୀଵ ෍ܬ௜௝௡
௝ୀଵ ௜ܹ௝൫ܨ௜௞ −  ௝௞൯ଶܨ



Similarly to the cost function used by the Consistency Method (CM)26, ours is the sum of two 462 

terms. The role of the first term is to conserve the initial labels ௜ܻ௞ – this term is minimised 463 

when the node labels ܨ௜௞ are the same as the initial labels. The second term accounts for 464 

the consistency of the labels of adjacent nodes (reflecting the guilt-by-association principle) 465 

– this term is minimised when adjacent nodes have similar labels (i.e. the difference 466 

between ܨ௜௞ and ܨ௝௞ becomes small). Note that the importance of the difference between 467 ܨ௜௞ and ܨ௝௞ is proportional to ܬ௜௝ ௜ܹ௝ which models the community effect — the more ݅ and ݆ 468 

are connected through their neighbours, the greater their contribution to the cost function. 469 

Furthermore, notice that: 470 

  471 1݀௜ = 1∑ ௜௝ܬ ௜ܹ௝௝  

 472 

is a normalisation factor that gives to each protein in the network similar ability to influence 473 

its neighbours, independently of its degree. 474 

The closed-form solution that minimises ࣫(ܨ௞) is: 475 

∗௞ܨ 476  = ܫ) + λܮ)ିଵY୩ 

 477 

where ௞ܻ is the initial labelling, ܮ = ௌଶிܦ −ܹௌଶி is the Laplacian of ܹௌଶி, whose entry 478 

௜ܹ௝ௌଶி is defined as: 479 

 480 

௜ܹ௝ௌଶி = 	 ଵଶ ൬ ଵௗ೔ + ଵௗೕ൰ ௜௝ܬ ௜ܹ௝, 481 

 482 

and ܦௌଶி is a diagonal matrix where the ݅-th diagonal element is ܦ௜௜ௌଶி = ∑ ௜ܹ௝ௌଶி௝ .  483 



Bacteria selection criteria and Datasets 484 

The criteria we used for selecting bacteria were: 485 

• The bacteria must have at least 10 functional annotations with an experimental or 486 

curated GO evidence code (EXP, IDA, IPI, IMP, IGI, IEP, TAS, or IC) in the GOA 487 

database19.  488 

• The bacteria must have at least 8 terms annotated with at least 3 genes after up-489 

propagation, for each GO subdomain – biological process (BP), molecular function 490 

(MF), and cellular component (CC). 491 

  492 

In our experiments, we used STRING version 11.0. All sequences in FASTA format were 493 

downloaded from UniProtKB/Swiss-Prot using the taxonomy identifiers listed in Table 1. The 494 

GO annotations were downloaded from the GOA database19. All datasets were downloaded 495 

in April 2020. We used HMMER version 3.1b2, InterProScan version 5.42-78.0, and blastp 496 

from BLAST 2.6.0+. 497 

 498 

Competitor algorithms 499 

 500 

In all our experiments, in order to simulate a real case scenario for the problem of 501 

predicting function in newly sequenced organisms, for each bacterium, we removed any 502 

functional information regarding that bacterium as well as any functional information about 503 

species that are phylogenetically close (the list of all organisms excluded is provided in the 504 

Supplementary Data).  505 

 506 



GOLabeler22 and its successor, NetGO23, are only offered as web services which use all the 507 

data available from their sources (namely GOA, STRING, UniProtKB, InterPro) for their 508 

prediction. Therefore, the results for NetGO and GOLabeler presented here were obtained 509 

running our own implementation of these systems that had been trained using datasets 510 

from which all the aforementioned functional information had been removed. All the 511 

parameters of the component models as well as the learning to rank ensemble were set 512 

using the default values suggested by the authors22,23. A detailed description on how to 513 

prepare the input data and how to use our implementation of these methods is available in 514 

Supplementary Note 17. 515 

 516 

Argot 2.520 was run on its web server (http://www.medcomp.medicina.unipd.it/Argot2-5/). 517 

For each bacterium, we first used BLAST and HMMER to obtain alignments between its 518 

proteins and a version of UniProtKB from which the sequences of excluded organisms (for 519 

that bacterium) were omitted. These alignments were then submitted to the Argot 2.5 web 520 

server. 521 

 522 

DeepGOPlus21 was run using the code from the latest stable version available (1.0.1). In 523 

order to remove the information from phylogenetically close organisms, we added some 524 

pre-processing steps to the input files and small corrections were made to the prediction 525 

script. A detailed guide on how to setup and run the pre-processing and prediction is 526 

described in Supplementary Note 16. 527 

 528 

InterPro was run using InterProScan version 5.42-78.0, the output file was then processed to 529 

extract the predictions that included GO terms. 530 

 531 



HMMER version 3.1b2 was run against a GO annotation file that was pre-processed to keep 532 

only the experimental or curated evidence codes (EXP, IDA, IPI, IMP, IGI, IEP, TAS, or IC). The 533 

output file was post-processed to remove any alignment that came from an organism that 534 

had been excluded in the prediction.  535 
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Tables 570 
 571 
Table 1 List of bacteria that satisfies our selection criteria with number of genes and 572 

annotations. The number of terms with more than 3 annotations in each of the GO domains 573 

(BP = biological process, MF =  molecular function, CC = cellular component) is calculated 574 

after up-propagation, and therefore may be larger than the number of experimentally 575 

annotated genes.  576 

NCBI ID Name Genes Experimentally 
annotated 
genes 

BP terms with > 
3 annotations 

MF terms with 
> 3 annotations 

CC terms with > 
3 annotations 

272624 Legionella pneumophila 
subsp. Pneumophila 
Philadelphia 1 

2,076 18 30 8 8 

223283 Pseudomonas syringae pv. 
tomato  

5,055 25 48 32 15 

359391 Brucella abortus 2,229 26 17 8 14 
99287 Salmonella typhimurium  3,764 116 183 46 24 
198628 Dickeya dadantii 3,411 102 214 21 13 
1111708 Synechocystis sp. 2,442 137 101 21 30 
224308 Bacillus subtilis  3,410 375 301 120 24 
208964 Pseudomonas aeruginosa  4,487 947 695 222 42 
83332 Mycobacterium tuberculosis  3,284 1,027 797 280 45 
83333 Escherichia coli  3,906 3,350 1,546 706 134 

 577 



  578 



Figure Legends/Captions 579 
 580 
Figure 1 Overview of the S2F approach The set of n protein sequences of the target 581 

organism (shown in red) constitutes the input to the system; t is the total number of GO 582 

terms to be predicted. External datasets (STRING 16, GOA 19, and UniProtKB 29) are shown in 583 

orange. Seed Inference. Running HMMER on the input sequences against experimentally 584 

annotated sequences from UniProtKB/Swiss-Prot we obtain an (݊ ×  of 585 ܪ matrix (ݐ

predictions (the HMMER seed set). Running InterPro we obtain ݉ matrices of predictions 586 ܴ(௠), one per InterPro model, each of size (݊ ×  These matrices are then combined into a 587 .(ݐ

single (݊ ×  The combined seed set ܻ, that will be used 588	 matrix ܴ (the InterPro seed set). (ݐ

for the label propagation, is a linear combination of ܪ and ܴ. Network Transfer. A collection 589 

of networks is built by our interaction transfer procedure using known functional 590 

relationships between proteins in every organism from the STRING database. Network 591 

Combination. Transferred networks are linearly combined into a single network ܹ. The 592 

weights of the linear combination are learnt using an auxiliary target network built from ܴ. 593 

Prediction. The network ܹ and the seed set ܻ are fed into our label propagation algorithm 594 

that outputs the protein function prediction ܨ, an (݊ ×  matrix where each row 595 (ݐ

corresponds to a protein, each column corresponds to a GO term and each entry ܨ௜,௝ is 596 

related to the probability for protein ݅ to have function ݆. For a given protein ݅, its labels ܨ௜,. 597 

are guaranteed to be consistent, i.e., they satisfy the GO “true path rule”. 598 

 599 

Figure 2 ܵmin metric for every organism per-gene (left) and per-term (right), lower values are 600 

better. Comparison of HMMER, InterPro, HMMER + InterPro, S2F, Argot 2.5, DeepGOPlus, 601 

GOLabeler, and NetGO. Values indicate the mean of the metric over genes or terms, and 602 

error bars indicate a confidence interval of 95%, estimated using 10,000 bootstrap iterations 603 

on the gene set or term set, respectively. 604 



 605 

Figure 3 ܨmax for every organism per-gene (left) and per-term (right), higher values are 606 

better. Comparison of HMMER, InterPro, HMMER + InterPro, S2F, Argot 2.5, DeepGOPlus, 607 

GOLabeler, and NetGO. Values indicate the mean of the metric over genes or terms, and 608 

error bars indicate a confidence interval of 95%, estimated using 10,000 bootstrap iterations 609 

on the gene set or term set, respectively. 610 

 611 

Figure 4 AUC-ROC for every organism per-gene (left) and per-term (right), higher values are 612 

better. Comparison of HMMER, InterPro, HMMER + InterPro, S2F, Argot 2.5, DeepGOPlus, 613 

GOLabeler, and NetGO. Values indicate the mean of the metric over genes or terms, and 614 

error bars indicate a confidence interval of 95%, estimated using 10,000 bootstrap iterations 615 

on the gene set or term set, respectively.  616 

  617 

Figure 5 AUC-PR for every organism per-gene (left) and per-term (right), higher values are 618 

better. Comparison of HMMER, InterPro, HMMER + InterPro, S2F, Argot 2.5, DeepGOPlus, 619 

GOLabeler, and NetGO. Values indicate the mean of the metric over genes or terms, and 620 

error bars indicate a confidence interval of 95%, estimated using 10,000 bootstrap iterations 621 

on the gene set or term set, respectively. 622 

  623 
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