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ABSTRACT 

There is a growing literature advocating for the use of non-monetary payment 

vehicles (PVs) in stated preference (SP) studies. It is typically argued that the use of a 

monetary PV underestimates willingness to contribute in subsistence-oriented 

communities where households often lack access to waged labour opportunities. Many 

studies use labour as a non-monetary PV which leads to estimates of willingness to work 

(WTW) in place of, or alongside, estimates of willingness to pay (WTP). 

This thesis comprises a series of chapters investigating issues around the use of 

labour as the PV. The empirical analysis is based on two discrete choice experiments – 

one concerns fortified flour in Kenya and one concerns water scarcity in India. 

Respondents in both studies were randomly assigned to treatments where the PV was 

either money or labour. In the Kenyan study, respondents were further randomly 

assigned to a treatment where choices were either hypothetical or consequential. 

Chapter 1 uses data from the Kenyan field study to investigate issues regarding 

monetisation of WTW. To obtain a monetary measure of welfare, which is a requirement 

in cost benefit analysis, estimates of WTW are often monetised ex post. A fundamental 

challenge, however, is the need to apply an opportunity cost of time (i.e. a rate for 

converting labour to money). Most studies use some proportion of the wage rate as a 

proxy for the opportunity cost of time but there is no consensus about the most 

appropriate conversion rate to use. Estimates of WTP (based on a monetary PV) are 

often used as the benchmark against which the performance of one or more conversion 

rates is evaluated. 

Previous (comparative) studies of PV effects are based on hypothetical SP studies. 

As a result, the benchmark against which monetised WTW is assessed is hypothetical 

WTP. The Kenyan study design allows a comparison of the performance of six commonly 

employed conversion rates using hypothetical WTP (which is standard in the literature) 

and consequential WTP (which is unique to this study) as the benchmark. The results in 

Chapter 1 indicate that the best performing rate when hypothetical WTP is used as the 

benchmark performs poorly when consequential WTP is used as the benchmark thus 

demonstrating the importance of the choice of benchmark. 

In Chapter 2, data from the Kenyan field study is used to test for differences in 

hypothetical bias (HB) between a monetary and a labour PV. A recurrent finding in the 

WTW literature is that monetised WTW exceeds WTP. One possible explanation is higher 

levels of HB for labour PVs. Chapter 2 investigates this claim and finds that hypothetical 

bias is 26 to 31 percentage points higher when a labour PV is used instead of money. 

Chapter 3 uses data from the Indian study to test for gender-based differences in 

the opportunity cost of time in the context of a patriarchal family structure. The results 

show that women, ceteris paribus, are WTW more than men while men are WTP more 

than women. The estimated shadow value of time is thus lower for women than for men 

which suggests that the choice of PV impacts not only welfare values in general but also 

the social importance attached to men and women in welfare valuation. 
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INTRODUCTION 

SETTING THE SCENE 

The lack of markets for nonmarket goods, including many environmental goods and 

services, means that their values are not revealed in market prices. To elicit information 

about the preferences that individuals hold for nonmarket goods, researchers have 

developed a series of nonmarket valuation techniques. The two main types of 

nonmarket valuation techniques are revealed and stated preferences methods. 

Researchers using revealed preference methods observe actual choices in real-life 

scenarios while researchers using stated preference methods rely on choices that 

individuals make in hypothetical scenarios. Revealed preferences methods avoid a range 

of potential biases, including hypothetical bias, but their use is limited because they can 

be applied only to individuals who use or purchase a particular good and to 

combinations of characteristics that are already available in the market. 

To obtain estimates of the economic value of a nonmarket good or service, stated 

preference studies (e.g. contingent valuation and discrete choice experiments) 

commonly include a monetary payment vehicle. A monetary payment vehicle is required 

to calculate ‘willingness to pay’ which is the marginal rate of substitution between a 

non-monetary attribute and money. There is a growing literature, however, advocating 

for the use of non-monetary payment vehicles, of which the most popular is labour 

contributions, leading to estimates of ‘willingness to work’ in place of, or alongside, 

estimates of ‘willingness to pay’. This has been primarily in relation to low-income 

communities in developing countries (e.g. Hagedoorn et al., 2020) but also includes 

high-income countries (e.g. Ando et al., 2020). 

In a developing country context, the argument typically put forward is that 

monetary prices underestimate willingness to contribute when low-income groups are 

asked to state their willingness (and ability) to pay using money as the medium of 

exchange. If labour markets are such that households lack the opportunity to engage in 

waged labour, stated preference choices will be made in relation to these budget 

constraints. Low-income households may, therefore, be willing but not be able to 

contribute money while they are both willing and able to contribute in-kind or with 
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labour. This argument is supported by a finding in several contingent valuation studies 

that labour contributions prompt fewer zero bids than monetary contributions (e.g. 

Asrat et al., 2004; Hung et al., 2007; Kamuanga et al., 2001). Most discrete choice 

experiments similarly find that participants are willing to contribute more labour than 

money when labour contributions are monetised ex post using the local wage rate (or a 

fraction thereof) as conversion rate (e.g. Abramson et al., 2011; Rai et al., 2015). 

In addition to a lack of ability to provide cash payments due to labour market 

imperfections, low-income households may also lack experience in exchanging money 

for goods and services which is likely to cause increases in hypothetical bias. Gibson et 

al. (2016) argue that hypothetical markets involving monetary payments, such as those 

often utilised in stated preference surveys, are likely to be more unrealistic to poor 

households who are less integrated in labour, goods and credit markets. 

To address the issues of using a monetary payment vehicle, researchers have 

adopted a range of non-monetary payment vehicles including crops such as rice and 

maize (Shyamsundar and Kramer, 1996; Sutton et al., 2008), everyday household items 

(Hossack and An, 2015) and meals to labourers (Diafas et al., 2017). The most commonly 

used non-monetary payment vehicle, however, is time contributions. In many studies, 

time contributions involve volunteering time towards a project or programme that 

provides the good or service being valued but it can also be increases in housework time 

(Eom and Larson, 2006) or an unrelated unskilled work task (Gibson et al., 2016; 

Hoffmann, 2018). Table 1 presents an overview of stated preference studies using time 

contributions in addition to, or instead of, money as the payment vehicle.  

Table 1: Papers using money and/or time as the payment vehicle 

 Country Good/Service Money Time 

Abramson et al. (2011) Zambia Water services X X 
Ahlheim et al. (2017) Vietnam Landslide protection X X 
Ando et al. (2020) USA Stormwater management X X 
Arbiol et al. (2013) Philippines Disease prevention  X 
Asrat et al. (2004) Ethiopia Soil conservation X X 
Casiwan-Launio et al. (2011) Philippines Fishery reserve protection X X 
Davies et al. (2014) United Kingdom Long-term ecological data  X 
Durán-Medraño et al. (2017) Spain Forest management  X 
Echessah et al. (1997) Kenya Tsetse control X X 
Eom and Larson (2006) South Korea Water quality X X 
Gibson et al. (2016) Cambodia Drinking water X X 

continued on next page  
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continued from previous page    

 Country Good/Service Money Time 

Hagedoorn et al. (2020) Vietnam Ecosystem-based adaptation X X 
Hardner (1996) Ecuador Water purification  X 
Hung et al. (2007) Vietnam Forest fire prevention X X 
Kamuanga et al. (2001) Burkina Faso Tsetse control X X 
Kassahun et al. (2020) Ethiopia Irrigation X X 
Lankia et al. (2014) Finland Recreational quality X X 
Lee and Wang (2017) Taiwan Land use programme X X 
Meginnis et al. (2020) Uganda Disease prevention X X 
Navrud et al. (2012) Vietnam Flood prevention  X 
Navrud and Vondolia (2020) Ghana Flood insurance X X 
O'Garra (2009) Fiji Traditional fishing ground X X 
Pokou et al. (2010) Côte d’Ivoire Tsetse control X X 
Pondorfer and Rehdanz (2018) Papua Ny Guinea Evacuation route X X 
Rai and Scarborough (2013) Nepal Invasive species mitigation X X 
Rai and Scarborough (2015) Nepal Invasive species mitigation X X 
Rai et al. (2015) Nepal Watershed services X X 
Schiappacasse et al. (2013) Chile Forest restoration X X 
Susilo et al. (2017) Indonesia Mangrove restoration  X 
Swallow and Woudyalew (1994) Ethiopia Tsetse control X X 
Tilahun et al. (2015) Ethiopia Forest conservation X X 
Tilahun et al. (2017) Ethiopia Invasive species mitigation X X 
Vasquez (2014) Guatemala Water services X X 
Vondolia et al. (2014) Ghana Irrigation X X 
Vondolia and Navrud (2018) Ghana Flood insurance X X 

This thesis explores a number of hypotheses related to using labour as an alternative 

to money as the payment vehicle in stated preference studies. To this end, two discrete 

choice experiments were designed and administered – one in India and one in Kenya. 

Respondents in both studies were randomly assigned to treatments with either money 

or labour as the payment vehicle. In Kenya, respondents were further randomly assigned 

to a treatment where choices were either hypothetical or consequential. 

While previous studies using labour contributions as the payment vehicle (see Table 

1) are hypothetical in nature, the work in this thesis provides an original and significant 

contribution to the literature by examining the difference between hypothetical and 

consequential labour (and monetary) payments in a split-sample discrete choice 

experiment. Here, ‘consequential’ refers to the fact that respondents were asked to 

make real purchasing choices i.e. paying for the selected product, if any, using actual 

out-of-pocket money, in the case of a monetary payment vehicle, or by actually working 

(i.e. sorting seeds), in the case of a labour payment vehicle. The discrete choice 

experiment can be considered a lab-in-the-field experiment since behaviour is 

investigated in a more naturalistic environment (i.e. in the neighbourhood where 



14 
 

respondents either live or work) rather than in a laboratory setting, whilst maintaining 

a high level of experimenter control by using a standardised survey design across 

treatments. While many of the studies in Table 1 include similar fieldwork components, 

the discrete choice experiment developed as part of this thesis is innovative in that it 

includes a treatment in which choices are consequential. 

A consequential discrete choice experiment design poses some practical problems 

since the selected products will have to be made available to respondents after the 

experiment. To ensure that all product combinations can be provided, the type of good 

used for this study is a private good (a bag of flour) which could be either purchased or 

produced by the researchers. Previous studies using labour payment vehicles often 

concern public goods, club goods or common goods (see Table 1) and an interesting 

avenue for future research is, therefore, to examine the extent to which the differences 

in hypothetical and consequential willingness to pay and willingness to work estimates 

can be generalised to other types of goods. 

 

THESIS OVERVIEW 

Chapter 1 investigates issues around monetisation of estimates of willingness to 

work. To enable assessment of welfare effects (e.g. by comparing benefits and costs), 

many studies monetise willingness to work estimates ex post. Most studies use a 

proportion of area average or sample average wage rates (typically one third) to convert 

labour into money but there is no consensus about the most appropriate conversion 

rate to use. To evaluate the performance of one or more conversion rates, a common 

approach in the literature is to compare estimates of monetised willingness to work to 

estimates of willingness to pay. Since previous labour payment vehicle studies are 

hypothetical stated preference studies, the benchmark against which monetised 

willingness to work is assessed, thus far in the literature, is hypothetical willingness to 

pay. 

Chapter 1 uses data from the Kenyan field study to generate estimates of not only 

hypothetical willingness to pay and hypothetical willingness to work but also 

consequential willingness to pay and consequential willingness to work. Six conversion 

rates (based on wage rate data) that are commonly employed in the literature are used 
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to generate monetised estimates of (hypothetical and consequential) willingness to 

work. The performance of the six conversion rates is then evaluated using either 

hypothetical willingness to pay (as is standard in the literature) or consequential 

willingness to pay (which is unique to this study) as the benchmark. 

The results show that there is no statistically significant difference between 

hypothetical willingness to work when it is monetised, using one third of the national 

average wage rate, and hypothetical willingness to pay. This result provides support for 

the use of one third of the wage rate (which can be traced back to Cesario, 1976) as the 

opportunity cost of time. Chapter 1 argues, however, that the relevant benchmark is 

consequential willingness to pay, rather than hypothetical willingness to pay, since 

consequential willingness to pay, in theory, is unaffected by hypothetical bias. When 

consequential willingness to pay is used as the benchmark, the value of monetised 

willingness to work, when it is monetised using one third of the national average wage 

rate, exceeds willingness to pay by a factor of almost 2 and one third of the national 

average wage rate ranks only fourth of the six conversion rates employed. The results 

thus cast doubt on the use of hypothetical willingness to pay as a suitable benchmark.  

Chapter 2 examines the effect of the payment vehicle (money versus labour) on 

hypothetical bias. The literature provides competing claims regarding the impact of a 

non-monetary payment vehicle on hypothetical bias. Gibson et al. (2016) hypothesise 

that contingent monetary markets may seem less realistic if households have limited 

experience with money as the medium of exchange which can amplify hypothetical bias. 

The use of labour as the payment vehicle in subsistence economies, where transactions 

occur primarily through barter or work exchange, might thus reduce hypothetical bias. 

In contrast, Ando et al. (2020) speculate that the recurrent finding that monetised 

willingness to work exceeds willingness to pay is caused by a labour payment vehicle 

exhibiting higher levels of hypothetical bias than a monetary payment vehicle. 

To evaluate the competing claims regarding the impact of the payment vehicle on 

hypothetical bias, Chapter 2 uses data from the Kenyan field study to generate and 

compare four sets of estimates: hypothetical willingness to pay, consequential 

willingness to pay, hypothetical willingness to work and consequential willingness to 

work. Hypothetical bias is then estimated for each of the two payment vehicles as the 

ratio of hypothetical to consequential willingness to pay/work. The results show that 
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hypothetical bias is 26 to 31 percentage points higher when respondents are asked to 

pay with labour instead of money thus providing evidence supporting the claim that the 

use of a labour payment vehicle increases hypothetical bias. 

Chapter 3 uses data from the Indian field study to evaluate willingness to pay and 

willingness to work as measures of welfare from a gendered perspective. In cost-benefit 

analysis, monetary estimates of benefits are typically estimated as the sum of 

individuals’ stated willingness to pay. It can be argued, however, that the sum of 

willingness to pay only measures the sum of social benefits in cases where money is 

equally important to all individuals on the margin (see e.g. Fleurbaey and Abi-Rafeh, 

2016; Nyborg, 2014). In all other cases, more weight will be given to preferences of 

individuals with a lower marginal utility of money (typically more wealthy individuals). 

Due to the patriarchal family structure of many households in rural India, women 

have limited financial independence. In this context, it is hypothesised that women have 

a higher marginal utility of money, which likely translates into a lower opportunity cost 

of time, compared to men. To investigate this issue, estimates of willingness to pay and 

willingness to work are calculated separately for male and female respondents. The 

results show that women are willing to work more than men, ceteris paribus, while men 

are willing to pay more than women. This finding suggests that money is more important 

to women on the margin while time is more important to men on the margin. Neither 

of the two payment vehicles, therefore, provide an accurate measure of the sum of 

social benefits. More weight will be given to preferences of men if willingness to pay is 

used as the measure of welfare and more weight will be given to preferences of women 

if willingness to work is used as the measure of welfare. These findings suggest that the 

choice of payment vehicle is non-trivial and necessarily based on value judgments with 

respect to the social importance of men and women. 

The objective of this thesis is thus twofold: (1) to provide support to decision makers 

in developing country settings who use cost-benefit analysis to evaluate development 

projects, programmes or policies; and (2) to expand methodological knowledge on the 

choice of payment vehicle in stated preference studies. The first objective is aimed at 

policymakers and decision takers while the second objective is aimed, primarily, at 

environmental economists. In addition to the two main objectives, Chapters 2 and 3 also 
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concern the substantive issues of fortified flour as a means to reduce malnutrition in 

Kenya (Chapter 2) and improved water infrastructure in rural India (Chapter 3).  

Chapter 2 investigates the demand for fortified flour of low-income communities in 

rural and urban Kenya. Malnutrition is a pressing issue in Kenya where 24% of the 

population suffer from undernourishment. Industrial fortification of foodstuffs has been 

suggested as a means of tackling malnutrition and many donor schemes are focused on 

increasing the capacity to fortify. The results in Chapter 2 demonstrate high demand for 

fortified flour thus encouraging further investments.  

Chapter 3 investigates the demand for improved water supply via a discrete choice 

experiment where respondents are asked to trade off different uses of water. The study 

is part of ‘Infrastructure for Climate Resilient Growth’ which is a 43-month programme 

funded by the UK’s Government Department for International Development (now 

replaced by Foreign, Commonwealth & Development Office). The programme aims to 

improve the design and implementation of natural resource management works under 

MGNREGA (India’s flagship national rural employment scheme). 

It is estimated that more than 132 million people in rural India lack access to basic 

water services yet there are more works related to e.g. rural connectivity completed 

under MGNREGA than works related to water conservation. The results in Chapter 3 

demonstrate high demand for improved water services thus encouraging decision 

makers to reconfigure MGNREGA to implement more water-related projects. 

To summarise, the objective of this thesis is twofold: (1) to provide support to 

decision makers in developing country settings who use cost-benefit analysis to evaluate 

development projects, programmes or policies; and (2) to expand methodological 

knowledge on the choice of payment vehicle in stated preference studies. The first 

objective is aimed at policymakers and decision takers while the second objective is 

aimed, primarily, at environmental economists. Both objectives concern the relative 

merits of using labour as an alternative to money as the payment vehicle in stated 

preference surveys but with a focus on either the impact of the choice of payment 

vehicle on decision strategies or on methodological issues. 
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CHAPTER 1 

THE MONETARY VALUE OF WILLINGNESS TO WORK 

1.1 ABSTRACT 

Labour payment vehicles are increasingly used in stated preference studies to 

estimate welfare values in developing countries. These studies yield willingness to work 

(WTW) measures of welfare which are often monetised ex post. There is no consensus 

about the appropriate conversion rate (i.e. value of time) to use in the monetisation. 

Many studies employ split-sample designs using both money and labour payment 

vehicles to allow comparison of willingness to pay (WTP) and monetised WTW. 

Estimates of WTP then act as the benchmark against which the performance of (one or 

more) conversion rates can be evaluated. 

This paper uses a discrete choice experiment to investigate the performance of a set 

of conversion rates typically used to monetise WTW, where performance is assessed in 

terms of the closeness of the value of monetised WTW to WTP. Unlike previous studies, 

we perform this exercise using both hypothetical and consequential choice data. 

Respondents are randomly assigned to one of four treatments where the payment 

vehicle is either money or labour and choices are either hypothetical or consequential. 

Six conversion rates that are commonly employed in the literature are then applied ex 

post to generate monetised estimates of WTW. This allows us to compare the 

performance of the conversion rates using first hypothetical WTP (which is standard in 

the literature) and second consequential WTP (which is unique to our study) as the 

benchmark. We argue that consequential WTP is the relevant benchmark since this 

value is free of hypothetical bias. Our results indicate that the best performing rate when 

hypothetical WTP is used as the benchmark performs rather poorly (by ranking 4th) 

when consequential WTP is used as the benchmark thus casting doubt on the use of 

hypothetical WTP as the benchmark. 
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1.2 INTRODUCTION  

There is a growing literature advocating for the use of labour as the payment vehicle 

(PV) in stated preference (SP) studies. The argument commonly put forward is that 

monetary prices underestimate willingness to contribute when low-income groups are 

asked about their willingness (and ability) to pay. To limit hypothetical bias, SP studies 

often ask respondents to consider their budget constraints before responding to 

discrete choice experiment (DCE) or contingent valuation (CV) type questions. In 

circumstances where households lack opportunity to engage in waged labour, responses 

will, therefore, be made in relation to these budget constraints (Gibson et al., 2016). 

Consequently, money-constrained households may be willing but unable to contribute 

money while they are both willing and able to contribute labour. This argument is 

supported by a finding in several CV studies that labour contributions lower the number 

of zero bids compared to monetary contributions (e.g. Asrat et al., 2004; Brouwer et al., 

2009; Echessah et al., 1997; Hung et al., 2007; Kamuanga et al., 2001; Swallow and 

Woudyalew, 1994). 

To enable assessment of welfare effects, estimates of willingness to work (WTW) 

are often converted into their monetary equivalent ex post. Such task, however, is 

complicated by the need to apply an opportunity cost of time. Many studies use a 

conversion rate that is based on some constant fraction (most commonly one third) of 

the wage rate (see Section 1.3). Czajkowski et al. (2019) and Lloyd-Smith et al. (2019) 

find, however, only weak correlation between individuals’ value of time (estimated 

using SP methods) and self-reported wage rates. Their results cast doubt on the use of 

wage rate data as a proxy for the value of time. 

Despite the concerns with respect to identifying an opportunity cost of time using 

wage rate data, it remains the most common practice for monetising WTW. With a few 

exceptions (e.g. Navrud et al., 2012), most studies produce both willingness to pay 

(WTP) and WTW estimates which enables them to compare WTP and monetised WTW. 

WTP is then the benchmark against which the performance of one or more conversion 

rates can be evaluated. Meginnis et al. (2020) find, for example, that “using the market 

wage rate, we find higher levels of willingness to contribute time than money” and 
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conclude that “this suggests that using the market wage rate is not an appropriate 

means to translate labour hours into monetary values” (Meginnis et al., 2020, p. 9). 

In this paper, we investigate the issues around monetisation of WTW in a split-

sample discrete choice experiment (DCE) concerning fortified flour in Kenya. 

Respondents were randomly assigned to one of four treatments where the PV was 

either money or labour and purchase choices were either hypothetical or consequential. 

This study design allows us to use a set of conversion rates that are commonly employed 

in the WTW literature to generate monetised values of not only hypothetical WTW (as 

is standard in the literature) but also consequential WTW (which, we believe, is unique 

to this study). We can furthermore compute both hypothetical and consequential 

estimates of WTP. 

The objective of this paper is to examine the reliability of inferences drawn from 

hypothetical data (i.e. where the benchmark for assessing the performance of 

competing conversion rates is hypothetical WTP) by making comparisons to inferences 

drawn from consequential data (i.e. where the benchmark for assessing the 

performance of competing conversion rates is consequential WTP). To this end, we use 

six conversion rates (based on wage rate data) that are commonly employed in the 

literature to monetise hypothetical WTW. We find that the best performing conversion 

rate, when the benchmark is hypothetical WTP, is one third of the national average wage 

rate. When hypothetical WTW is monetised using one third of the national average 

wage, we find that there is no significant difference between monetised WTW and 

hypothetical WTP. 

In contrast to Czajkowski et al. (2019) and Lloyd-Smith et al. (2019), whose findings 

call into question the income-based approach to valuing time, the above result provides 

support for the use of one third of the wage rate as a measure of the opportunity cost 

of time. We find, however, that model fit is reduced when individual- or site- specific 

wage rates, instead of generic wage rates, are employed to monetise WTW. This is 

consistent with Czajkowski et al. (2019) and Lloyd-Smith et al. (2019) who find that 

individuals value their time (a lot) differently than implied by their wage rates. 

When the benchmark is consequential WTP, instead of hypothetical WTP, we find 

that hypothetical WTW, when monetised using one third of the national average wage, 

exceeds WTP by 92% and that it ranks only fourth of the six conversion rates employed. 
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Since inferences drawn from hypothetical choice data do not translate to inferences 

drawn from consequential choice data, our findings cast doubt on the use of 

hypothetical WTP as the benchmark for evaluating the performance (and viability) of 

conversion rates. The best performing conversion rate, when the benchmark is 

consequential WTP, is the sample average wage rate. Despite being top-ranked, 

however, the sample average wage rate generates monetised WTW values that are 31% 

higher than WTP. This is, however, of a much lower magnitude than other WTW papers 

who find that monetised WTW is up to 20 times larger than WTP (Hagedoorn et al., 

2020). 

An alternative approach to monetising WTW assumes that welfare can be estimated 

using either of the two PVs (Eom and Larson, 2006). The implicit assumption is that the 

underlying preference structure is the same for both PVs (i.e. that both labour and 

money are suitable PVs) and that willingness to contribute more (less) labour relative to 

money is due to a low (high) value of time. Following such approach, joint estimation of 

the marginal utilities of labour and money can be utilised to elicit the shadow value of 

time. Using our unique dataset, we are able to estimate and compare four values of the 

shadow value of time which vary according to the nature of the choice tasks: (1) both 

labour and monetary payments are consequential, (2) both labour and monetary 

payments are hypothetical, (3) labour “payments” are consequential but monetary 

payments are hypothetical, and (4) labour “payments” are hypothetical but monetary 

payments are consequential. The latter is particularly interesting because it is essentially 

the rate at which WTW can be converted to (HB-deflated) WTP.  

Both of the abovementioned approaches (ex post conversion and joint estimation) 

are complicated by potential differences in hypothetical bias (HB) between the two PVs. 

If HB is more (less) of a problem when labour is used as an alternative to money, the 

monetised value of WTW will be biased upwards (downwards) and the associated 

shadow value of time will be biased downwards (upwards). A final observation, 

therefore, relates to differences in the scale of hypothetical bias (HB) between the two 

PVs. We find that the ratio of monetised WTW and WTP is higher in the hypothetical 

treatments (i.e. when both WTW and WTP are hypothetical) compared to the 

consequential treatments (i.e. when both WTW and WTP are consequential). This can 

be attributed to differences in HB between the two PVs. While we find that HB affects 



23 
 

both PVs, HB is significantly higher when labour is used as the PV which suggests that 

the recurrent finding that monetised WTW exceeds WTP (see e.g. Abramson et al., 2011) 

is (at least partially) due to this HB-PV asymmetry. 

In summary, this paper investigates the performance of six commonly employed 

conversion rates with respect to their ability to generate monetised WTW values that 

match WTP. First we use hypothetical WTP as the benchmark (this is the standard 

approach in the literature). We then use consequential WTP as the benchmark to assess 

the reliability of inferences drawn from the use of hypothetical WTP. We are further 

testing for differences in the scale of HB between money and labour PVs. 

To the best of our knowledge, this is the first study to compare monetised WTW and 

WTP using data from a consequential DCE. Our results are an important addition to the 

WTW literature as we provide the first bit of evidence about the rate at which WTW 

derived from hypothetical choice tasks can be converted to HB-deflated WTP. 

The remainder of this paper is structured as follows. We present an overview of 

commonly employed conversion rates in Section 1.3. In Section 1.4, we provide an 

introduction to the dataset and a description of the conversion rates that we employ. 

The conceptual framework is outlined in Section 1.5 and the results of the empirical 

analysis are presented in Section 1.6. In Section 1.7, we discuss the implications of the 

results and conclude. 

 

1.3 COMMONLY EMPLOYED CONVERSION RATES 

To enable assessment of welfare effects, many SP studies monetise labour 

“payments” ex post. Such conversion, however, is complicated by the need to apply an 

opportunity cost of time. Most studies use either individual specific, area average or 

sample average wage rates to convert labour into money (thus assuming that wage rates 

are a proxy for the value of time) but there is no consensus in the literature about the 

most appropriate conversion rate to use (see Palmquist et al., 2010 for a review of 

theoretical and empirical time valuation studies). Table 1.1 provides an overview of the 

most commonly applied conversion rates along with a list of SP studies in which they 

have been employed. The list of SP studies includes both CV and DCE type questions and 

between- and within- subjects designs. Of the papers using within-subjects designs, 
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money and labour contributions are either treated as substitutes (e.g. Meginnis et al., 

2020) or as complements (e.g. Kassahun et al., 2020). 

Table 1.1: Overview of conversion rates employed in the literature 

Conversion rate  

Area average wage rate (based on secondary data) Abramson et al. (2011) 
Gibson et al. (2016) 
Hagedoorn et al. (2020) 
Hoffmann (2018) 
Meginnis et al. (2020) 
Navrud et al. (2012) 
Navrud and Vondolia (2020) 
O'Garra (2009) 
Rai and Scarborough (2015) 
Rai et al. (2015) 
Schiappacasse et al. (2013) 
Tilahun et al. (2015) 
Tilahun et al. (2017) 
Vasquez (2014) 
Vondolia et al. (2014) 

1/3 of area average wage rate (based on secondary 
data) 

O'Garra (2009) 
Schiappacasse et al. (2013) 

Minimum wage rate Vondolia et al. (2014) 
Susilo et al. (2017) 
Tilahun et al. (2015) 
Tilahun et al. (2017) 

Sample average wage rate Ando et al. (2020) 
Lankia et al. (2014) 

1/3 of sample average wage rate Ando et al. (2020) 
Average expected wage rate Arbiol et al. (2013) 

Susilo et al. (2017) 
1/3 of average expected wage rate Arbiol et al. (2013) 
Average income (from livelihood activities) Tilahun et al. (2015) 

Tilahun et al. (2017) 
1/3 of average income (from livelihood activities) Casiwan-Launio et al. (2011) 
Individual-specific wage rate Hagedoorn et al. (2020) 
1/3 of individual-specific wage rate Hagedoorn et al. (2020) 

 

As shown in Table 1.1, the most popular type of conversion rate is area average 

wage rates from secondary data sources. Within this category, studies have used both 

average wage rates at the local (village or city) level (e.g. Hagedoorn et al., 2020), at 

province level (e.g. Gibson et al., 2016), and at national level (e.g. O'Garra, 2009). Other 
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types of conversion rates are minimum wage rates, based on legislative acts, and sample 

average wage rates. A couple of studies have also used the average expected wage rate 

by asking respondents to state the wage rate that they would expect to get paid if they 

were to get paid for the contributed labour time. Instead of using wage rate data, a few 

studies have used information about income from livelihood activities. This is relevant 

in subsistence-oriented communities where households do not engage in waged labour 

activities. 

It is often hypothesised that individuals substitute leisure time, rather than time 

already spent in work, when responding to SP type questions with a labour PV. To this 

end, many studies use a fraction (most commonly one third) of the wage rate as the 

opportunity cost of leisure time in addition to or instead of the full wage rate (see Table 

1.1). Using one third of the wage rate to value leisure time is a result which can be traced 

back to Cesario (1976). In a recent study, Whittington and Cook (2019) recommend 

instead the use of 50% of after-tax wages as the opportunity cost of time in low- and 

middle-income countries but suggest that a sensitivity analysis is undertaken to ensure 

that the conclusion of a cost-benefit analysis does not change for value of time estimates 

between 25% and 75% of the after-tax wage rate. 

Individuals are likely to value their time heterogeneously depending e.g. on 

employment status, wage rates and alternative uses of time (Ahlheim et al., 2017; 

Feather and Shaw, 1999 Lloyd-Smith et al., 2019). To incorporate some of this 

heterogeneity, Hagedoorn et al. (2020) use individual-specific wage rate data, instead 

of generic wage rates, to convert labour payments into money. Lloyd-Smith et al. (2019) 

find that respondents value their free time heterogeneously which is consistent with the 

use of an individual-specific approach to monetising labour contributions. They find, 

however, that respondents’ opportunity cost of time is only weakly correlated with self-

reported wage rates which casts doubt on the use of wage rates (whether generic or 

individual-specific) as a suitable proxy for the value of time. Bockstael et al. (1987) 

further find that wage rates are an inappropriate proxy when individuals work fixed 

hours since fixed work schedules hinder free substitution between work and leisure and 

thus between time and money.   
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1.4 THE DATASET 

1.4.1 SURVEY DESCRIPTION 

The empirical analysis is based on a unique dataset from a DCE field study where 

purchase choices are either hypothetical or consequential and the payment vehicle is 

either money or labour. Respondents were randomly assigned to one of the four 

treatments (hypothetical money, hypothetical labour, consequential money or 

consequential labour). 

The DCE concerns (2 kg) bags of flour which are described by a price attribute 

(money or labour) and three non-price attributes: plant, sifted and fortified. The 

attributes sifted and fortified take one of two levels: sifted1 or unsifted and fortified2 or 

unfortified. The attribute plant indicates the type of plant from which the root or grains 

are used to produce the flour. The attribute takes one of four levels: 100% maize, 50% 

maize and 50% sorghum, 50% maize and 50% cassava or 50% maize and 50% millet. 

We used Ngene software (ChoiceMetrics, 2018) to generate a D-efficient fractional 

factorial design based on priors derived from a pilot study conducted in January 2019. 

The Modified Federov algorithm was applied to generate 80 choice tasks which were 

split into 10 blocks. The choice tasks are identical across treatments except the payment 

vehicle which is either monetary (in Kenyan Shillings) or labour (specified as an amount 

of time that the respondents would commit to sorting seeds3). In each choice task, 

respondents are asked to select their preferred alternative amongst two different types 

of flour and an opt-out option. 

Respondents were recruited from two low-income communities in Kenya – Kibera 

(an urban slum on the edge of Nairobi) and Nyamira/Kisii (neighboring counties in 

Western Kenya in which the majority of the population live in rural areas growing food 

crops for subsistence). The survey was conducted one-on-one in public places in March 

and April 2019 by trained enumerators who spoke the local languages (Swahili/Sheng 

and Kisii). In the consequential treatments, enumerators informed respondents (prior 

                                                           
1 Unsifted maize flour is made from whole kernel maize while sifted maize flour has had the husk and 
the germ removed. 
2 Flour that is (industrially) fortified has been enriched with micronutrients (e.g. iron, zinc, folic acid, 
vitamin A and B vitamin) during the processing of crop. 
3 Seed sorting was successfully used as a non-monetary PV in Hoffmann, 2018. 
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to the choice tasks) that one of the choice tasks would be randomly selected (after the 

choice tasks) by rolling of an eight sided dice. The randomly selected choice task would 

be consequential i.e. respondents who selected one of the purchase options in the 

randomly selected consequential choice task would be expected to purchase the 

selected flour. Respondents who selected the no purchase option in the randomly 

selected choice task would not be purchasing any flour. 

Respondents in the consequential treatment were further informed that payment 

(with money or labour) and collection of the flour would take place in a well-known 

venue in the local area in the days following the experiment. To keep the transaction 

costs consistent across respondents, participants in all treatments were entitled to a 

small gift which was collectable only at the same days/times/venues as the 

work/payment for the selected flour. 

1.4.2 DATA SETUP 

We generate four price interaction terms: money (in KSh) and labour (in hours) are 

each interacted with indicator variables for the hypothetical and the consequential 

treatments. Prices are described in terms of either money or labour and choices are 

either hypothetical or consequential. For each observation (i.e. choice task) in the 

dataset, three out of four price metrics are, therefore, coded as zero i.e. monetary 

(labour) prices when the payment vehicle is labour (money) and hypothetical 

(consequential) prices when the treatment is consequential (hypothetical). To keep the 

analysis simple, but without loss of generality4, we merge the four levels for the attribute 

plant and define a new variable flour that acts as an alternative-specific constant (ASC) 

for the two purchase options. The non-price attributes are dummy-coded while the price 

attributes are treated as continuous variables. The coding scheme is demonstrated in 

Table A1.2 in Appendix A1. 

To enable comparison of labour and monetary contributions, we generate two 

additional variables (not shown in Table A1.2) where hypothetical and consequential 

labour contributions are converted to money. We perform this exercise using six 

different conversion rates (see Section 1.4.3). Three of these are based on secondary 

                                                           
4 We cannot reject a null hypothesis of equality of the coefficients on maize, sorghum, cassava and millet 
at the 5% level (see estimation output in Table A1.1 in Appendix A1) 
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data and three are derived from primary data. The procedure for obtaining an estimate 

of the sample hourly wage rate is described below. 

Respondents were able to report their level of income either per day, per week or 

per month. Answers provided per week or per month, were converted to daily values 

assuming a five day working week and 22 working days per month. As shown in Figure 

1.1 (a), the distribution of the reported level of daily income is skewed with 54 of 336 of 

the respondents reporting zero earnings and a few respondents reporting daily levels of 

income up to above 10,000 KSh.   

 

Figure 1.1: Frequency plots of daily earnings 

            (a) before correcting for outliers                     (b) after correcting for outliers 

 

 

We use the common 1.5×IQR (interquartile range) rule of thumb for identifying 

observations that are potential outliers (Hoaglin et al., 1986) and replace extreme values 

with the median value (300 KSh). Following this approach, 32 respondents with daily 

earnings above 1214 KSh are labelled as outliers. We further replace zero earnings with 

the median value to avoid zero prices when converting labour to money. Frequency 

plots of earnings before and after correcting for outliers are shown in Figure 1.1. 

Respondents were also asked to indicate the number of hours spent on a typical day 

(i) sleeping, (ii) working (paid), and (iii) doing productive non-work activities such as 

cooking and cleaning. We use this individual-level data to compute an hourly wage rate 

by dividing daily earnings by the number of hours spent working. 
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1.4.3 CONVERSION RATES 

To obtain monetised estimates of labour “payments”, we use six different 

conversion rates, all of which have been previously applied in the literature (see Table 

1.1). The conversion rates are shown and described in Table 1.2. Labour “payments” 

were monetised (after the survey but before model estimation) by multiplying the 

labour time presented in the choice tasks by one of the six types of conversion rates. 

Rates 1 to 4 are generic conversion rates while rate 5 and rate 6 are site- and individual-

specific, respectively. 

 

Table 1.2: Conversion rates 

 Value Description 

rate 1 185 KSh 185 KSh is the average hourly wage rate in Kenya for the 

lowest paid industry (agriculture, forestry and fishing) in the 

private sector (Kenya National Bureau of Statistics, 2020) 

assuming 250 working days per year and 8 hours work per 

day. 

rate 2 62 KSh One third of rate 1. 

rate 3 42 KSh Average sample hourly wage rate. 

rate 4 14 KSh One third of rate 3. 

rate 5 121 KSh 

or 

68 KSh 

121 KSh is the minimum hourly wage in Nairobi, Mombasa 

and Kisumu for general labour (Government of Kenya, 2018). 

We use this conversion rate in Kibera. 

68 KSh is the minimum hourly wage in areas outside the cities 

of Nairobi, Mombasa and Kisumu and the town councils of 

Mavoko, Ruiru and Limuru for general labour (Government of 

Kenya, 2018). We use this conversion rate in Kisii/Nyamira. 

rate 6 N/A Sample individual hourly wage rates. 

 

1.5 CONCEPTUAL FRAMEWORK 

The conceptual framework for analysis of the choice data is based on random utility 

theory. In any given choice task, respondent n is assumed to select flour j if the utility 

gained from flour j is at least as high as the utility gained from each of the other 

(purchase or no-purchase) options in the choice task. The utility of flour j for respondent 
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n is modelled as a linear function of flour j’s attributes Xj and a vector of preference 

parameters βn indicating the desirability of the attributes (Hensher et al., 2015): 

 
Unj = βnX

j
 + εnj = ∑ βnkAjk

K

k=1

 + βmoneyM
j
 + βlabourLj

 + εnj  (Eq. 1) 

 

The utility specification in Eq. 1 includes one price attribute (either money Mj or 

labour Lj) and K=3 non-price attributes (represented by Ajk) of which two describe the 

characteristics of the flour and one is an alternative-specific constant (see Section 1.4.2). 

The marginal utilities of money and labour are denoted by βmoney and βlabour, respectively, 

and εnj is a random error term. Taste heterogeneity is accommodated by allowing the 

preference parameter for the alternative-specific constant to vary across respondents 

(hence the subscript on βn). 

Assuming that εnj is independently and identically distributed type 1 extreme value, 

the probability of respondent n choosing flour i over flour j, conditional on knowing βn, 

is given by the conditional logit formula in Eq. 2 (Holmes et al., 2017; McFadden, 1974).   

 
Pni|βn

=
exp(βnXi)

∑ exp(βnXj)
J
j=1

 ∀ j ≠ i ∈ J (Eq. 2) 

To obtain respondent-specific preference parameters for the alternative-specific 

constant, we estimate a mixed logit model (MIXL) using 1000 Halton draws from the 

normal distribution. Following Carson and Czajkowski (2019), the negative of the price 

attributes (including any interaction terms) are included in the model as random 

variables with a log–normal distribution and standard deviations restricted to be zero 

(using the mixlogit command with the ln(#) option in Stata 14.0) (Hole, 2007b). This 

ensures that all respondents have non-positive price coefficients. The mean coefficients 

reported for the price variables Mj and Lj in the results section are, therefore, the natural 

logarithm of the negative of βmoney and βlabour, respectively. Estimates of willingness to 

pay (work) for attribute k are then calculated as the marginal utility of the attribute 

relative to the exponential of the estimated mean coefficient for money (labour). 
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1.6 RESULTS 

Summary statistics (mean value, minimum value and maximum value) are presented 

in Table 1.3. There is an equal number of men and women in the sample. The average 

respondent lives in a household with 2.6 individuals including 2 children and is 34 years 

old. Mean daily earnings is 362 KSh (≈ 3.6 USD at the time of the survey). Respondents 

reported working between 0 and 16 hours with the average respondent working 7.3 

hours on a typical work day. Some respondents reported spending up to 12 hours per 

day on productive non-work activities (e.g. housework and subsistence farming) while 

the average respondent spends 3.1 hours per day on such activities. A bit more than half 

of the sample completed high school as their highest level of education while 28% had 

only completed primary school. The statistics are presented separately for the 

treatments using a payment vehicle that is either money or labour as well as for the 

treatment where choices are either hypothetical or consequential in Table B1.1 in 

Appendix B1. As expected (due to random allocation of respondents to treatments), we 

find no statistically significant difference in means across treatments for any of the 

variables. 

Table 1.3: Summary statistics 

 mean minimum maximum 

Female (1 if female, 0 otherwise) 0.50 (0.50) 0 1 
Age (years) 34 (13) 18 80 
Daily earnings (KSh)* 362 (247) 11 1200 
Household size 5.6 (3.7) 1 25 
Children (<16 years) in household 2.0 (1.9) 0 12 
Hours spent on a typical work day    
 Sleeping 7.6 (1.4) 2 13 
 Working (paid) 7.3 (3.9) 0 16 
 Productive non-work activities 3.1 (2.0) 0 12 
Highest level of education completed    

 No formal qualifications 0.01 (0.08) 0 1 

 Primary school 0.28 (0.45) 0 1 

 High school 0.52 (0.50) 0 1 

 Vocational training 0.14 (0.35) 0 1 

 Higher education 0.05(0.22) 0 1 

Number of respondents 336   
* after correcting for outliers (see Section 3.2) 
Standard deviations in parentheses 
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To enable estimation of the shadow value of time, we pool the data from the four 

treatments and estimate treatment-specific5 utility weights for each of the price 

variables. Parameter estimates are presented in the first column of Table 1.4 (MIXL–0). 

MIXL-0 is the model in which labour “prices” are retained in the units of hours in which 

they were presented in the choice tasks. 

Table 1.4: MIXL estimation (ex post conversion of labour in MIXL1 to MIXL-6) 

 MIXL–0 MIXL–1 MIXL–2 MIXL–3 MIXL–4 MIXL–5 MIXL–6 

  ** rate 1 rate 2 rate 3 rate 4 rate 5 rate 6 

flour (ASC) 2.37*** 2.37*** 2.37*** 2.37*** 2.37*** 2.30*** 2.09*** 
 (0.14)*** (0.14)*** (0.14)*** (0.14)*** (0.14)*** (0.14)*** (0.15)*** 

sifted -0.14*** -0.14*** -0.14*** -0.14*** -0.14*** -0.13*** -0.11*** 
 (0.07)*** (0.07)*** (0.07)*** (0.07)*** (0.07)*** (0.07)*** (0.07)*** 

fortified 0.66*** 0.66*** 0.66*** 0.66*** 0.66*** 0.64*** 0.56*** 
 (0.08)*** (0.08)*** (0.08)*** (0.08)*** (0.08)*** (0.08)*** (0.07)*** 

money*conseq -3.35*** -3.35*** -3.35*** -3.35*** -3.35*** -3.35*** -3.35*** 
 (0.05)*** (0.05)*** (0.05)*** (0.05)*** (0.05)*** (0.05)*** (0.06)*** 

money*hyp -3.92*** -3.92*** -3.92*** -3.92*** -3.92*** -3.93*** -3.96*** 
 (0.06)*** (0.06)*** (0.06)*** (0.06)*** (0.06)*** (0.06)*** (0.07)*** 

labour*conseq 0.92***       
 (0.06)***       

labour*hyp 0.12***       
 (0.06)***       
alabour*conseq  -4.30*** -3.20*** -2.82*** -1.72*** -3.66*** -3.17*** 

  (0.06)*** (0.06)*** (0.06)*** (0.06)*** (0.06)*** (0.06)*** 
alabour*hyp  -5.10*** -4.00*** -3.62*** -2.52*** -4.37*** -3.89*** 

   (0.06)*** (0.06)*** (0.06)*** (0.06)*** (0.07)*** (0.08)*** 

SD        

flour (ASC) 1.42*** 1.42*** 1.42*** 1.42*** 1.42*** 1.55*** 1.84*** 

  (0.10)*** (0.10)*** (0.10)*** (0.10)*** (0.10)*** (0.11)*** (0.12)*** 

observations 2688*** 2688*** 2688*** 2688*** 2688*** 2688*** 2688*** 

LL -2017*** -2017*** -2017*** -2017*** -2017*** -2063*** -2182*** 

AIC 4051*** 4051*** 4051*** 4051*** 4051*** 4141*** 4381*** 

BIC 4106*** 4106*** 4106*** 4106*** 4106*** 4197*** 4437*** 
a monetised labour 

Standard errors in parentheses 

* p<0.10; ** p<0.05; *** p<0.01 

hyp = hypothetical 

conseq = consequential 

 

                                                           
5 This is equivalent to estimating additive interaction terms.  
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The mean parameter for flour is positive and significant which means that the 

respondents typically prefer the purchase option over the no purchase option. 

Respondents further prefer flour that is fortified and not sifted (although the attribute 

sifted is significant at the 10% level only). Due to the reparameterisation of the price 

variable coefficients (see Section 1.5), (the exponential of) the price parameters are 

constrained to strictly positive values. 

The mean parameters for the price variables can be used to calculate the shadow 

value of time which is the marginal rate of substitution between labour time and money. 

As shown in Table 1.4, (minus the exponential of) the marginal utilities of labour time 

and money are higher (i.e. less negative) when choices are hypothetical. This means that 

respondents are more sensitive to payment (using either payment vehicle) when choices 

are consequential. We can, therefore, calculate four different values of the shadow 

value of time which vary according to the nature of the choice tasks (hypothetical or 

consequential) (see Eq. 3 to Eq. 6).  

 

mean shadow value of time =

{
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 exp(βlabour*conseq)

exp(βmoney*conseq)
⁄  = 72 KSh            (Eq. 3)

 
 

exp(βlabour*hyp)

exp(βmoney*hyp)
⁄           = 57 KSh            (Eq. 4)

 
 

exp(βlabour*hyp)

exp(βmoney*conseq)
⁄      = 32 KSh            (Eq. 5)

 
 

exp(βlabour*conseq)

exp(βmoney*hyp)
⁄       = 127 KSh         (Eq. 6)

 

 

If we accept the premise that consequential choices provide incentives for truthful 

preference revelation, the ‘true’ average shadow value of time is 72 KSh per hour. Using 

values from the hypothetical treatments, the shadow value of time is only 57 KSh per 

hour. This is due to a difference in the scale of hypothetical bias (HB) between the two 

payment vehicles. The level of HB when the payment vehicle is labour is 
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exp(βlabour*conseq) / exp(βlabour*hyp) = 2.23 which exceeds the level of HB when money 

is used as the payment vehicle: exp(βmoney*conseq) / exp (βmoney*hyp) = 1.77 (a null 

hypothesis of equality is rejected at the 5% significance level). The shadow value of time 

is, therefore, lower when purchase choices are hypothetical compared to when 

purchase choices are consequential because, even if respondents overstate both 

hypothetical WTW and hypothetical WTP, the bias is higher, in relative terms, when the 

payment vehicle is labour.  

When labour “prices” are hypothetical and monetary prices are consequential, the 

shadow value of time is 32 KSh. This value has been HB-deflated with respect to the 

monetary payment vehicle (PV) but not with respect to the labour PV and is thus biased 

downwards compared to the ‘true’ shadow value of time. It is an interesting value (and 

unique to this study) because it is essentially the rate that would convert hypothetical 

labour to consequential money by correcting not only for HB in general but also for 

differences in HB between the two PVs. 

The shadow value of time when labour “prices” are consequential and monetary 

prices are hypothetical is 127 KSh. Since we do not expect that SP practitioners are 

interested in converting consequential labour to hypothetical money, this value is 

included in the interest of completeness. 

In the last six columns of Table 1.4 (MIXL–1 to MIXL–6), labour “payments” are 

converted to monetary values (before model estimation) using one of six different 

conversion rates (see Section 1.4.3). This approach is the one commonly employed in 

the WTW literature thus far (see Table 1.1). When a flat rate is used (rates 1-4), (the 

exponential of) the labour “price” interaction terms are scaled (down) while the mean 

parameters for the remaining variables, estimated standard deviations and log 

likelihoods are unchanged compared to MIXL–0. When site- or individual- specific rates 

are used (rates 5 and 6, MIXL–5 and MIXL–6), mean parameters and standard deviations 

change (marginally) compared to MIXL–0. There is no difference in the sign (and 

significance) of the mean parameters and standard deviations across the models (except 

the attribute sifted which is insignificant at the 10% level in MIXL–6). The statistics 

reported in the lower part of Table 1.4 (log likelihood, Akaike information criterion and 

Bayesian information criterion) indicate that MIXL–0 to MIXL-4 fit the data better than 
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MIXL–5 and MIXL–6. Model fit is thus reduced when heterogeneity (at the level of the 

site or individual) is introduced as opposed to the use of generic conversion rates. 

We can use the mean parameter estimates from MIXL–0 in Table 1.4 to calculate 

WTP and WTW separately for the hypothetical and the consequential treatments. The 

estimates are presented in the first two columns of Table 1.5. WTP and WTW are 

calculated as the ratio of the non-price variable’s coefficient to the exponential of the 

relevant price variable’s coefficient and the delta method is utilised to obtain 95% 

confidence intervals (Hole, 2007a). We omit the attribute sifted due to the statistical 

insignificance of the estimated coefficient for this variable. 

As shown in the first column of Table 1.5, the average respondent is willing to work 

126 minutes for a bag of unsifted, unfortified flour in the hypothetical treatment but 

only 56 minutes in the consequential treatment thus demonstrating the scale of the HB 

(as discussed above). Similarly, when the PV is money (see the second column in Table 

1.5), the average respondent in the hypothetical treatment is willing to pay 119 KSh for 

a bag of unsifted, unfortified flour which is significantly higher than mean WTP in the 

consequential treatment (67 KSh).  

In the last six columns of Table 1.5, we use the mean parameters from MIXL–1 to 

MIXL–6 in Table 1.4 to calculate estimates of WTP based on monetised labour 

“payments” (WTPlabour) for each of the six conversion rates. The subscripts ‘money’ and 

‘labour’ are used to distinguish between willingness to pay based on monetary prices 

(WTPmoney) and willingness to pay based on monetised labour “prices” (WTPlabour), i.e. 

monetised WTW. 

The last six columns in the upper panel of Table 1.5 show estimates of monetised 

WTW derived from hypothetical choice tasks (denoted as WTPlabour
hyp ). These values are 

equivalent to the values generated by the WTW literature thus far i.e. the papers listed 

in Table 1.1 each generate one or more of these values depending on which of the 

conversion rates they apply. WTPlabour
hyp  for a bag of unsifted, unfortified flour range 

between 29 KSh using the sample average hourly wage rate and 387 KSh using the 

national average hourly wage rate. 
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Table 1.5: WTW, WTPmoney and WTPlabour 

 
  rate 1 rate 2 rate 3 rate 4 rate 5 rate 6 

 WTW WTPmoney WTPlabour 

HYP          

flour (ASC) 126 119 387 129 88 29 182 102 

 [108;144] [104;135] [331;443] [110;148] [75;101] [25;34] [154;210] [83;121] 

fortified 35 33 108 36 25 8 51 27 

 [27;44] [25;42] [82;135] [27;45] [19;31] [6;10] [38;63] [19;35] 

consequential         

flour (ASC) 56 67 174 58 40 13 89 50 

 [50;63] [60;75] [153;194] [51;65] [35;44] [12;15] [77;100] [43;58] 

fortified 16 19 49 16 11 4 25 13 

 [12;20] [14;23] [37;60] [12;20] [8;14] [3;5] [19;31] [10;17] 

95% confidence interval in square brackets 

HYP = hypothetical treatments 

CONSEQ = consequential treatments 

WTP is in KSh and WTW is in minutes 

 

The common approach in the WTW literature for evaluating the performance of one 

or more conversion rates is to assess the closeness of WTPlabour
hyp  to WTPmoney

hyp  (i.e. WTP 

derived from hypothetical choice tasks with monetary prices). Here, we follow this 

approach before assessing its viability using choice data from the consequential 

treatment. The rate which produces an estimate of WTPlabour
hyp  closest to WTPmoney

hyp  is one 

third of the national average hourly wage rate but both one third of the national average 

hourly wage rate and individual-specific wage rates generate WTPlabour
hyp  estimates that 

are not significantly different from WTPmoney
hyp . 

The lower panel in Table 1.5 shows estimates of WTPlabour derived from 

consequential choice tasks (WTPlabour
conseq). These values are, to the best of our knowledge, 

unique to this paper. WTPlabour
conseq for a bag of unsifted, unfortified flour range between 13 

KSh using one third of the sample average hourly wage rate and 174 KSh using the 

national average wage rate. As in the upper panel, the rate which produces an estimate 

of WTPlabour
conseq closest to WTPmoney

conseq (i.e. WTP derived from consequential choice tasks with 

monetary prices) is one third of the national average wage rate. Individual-specific 

conversion rates continue to perform second-best with respect to generating WTPlabour
conseq 

estimates close to WTPmoney
conseq but, in contrast to the upper panel, the difference between 
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WTPlabour
conseq and WTPmoney

conseq is now significant at the 1% level for the attribute flour and at 

the 10% level for the attribute fortified. 

As demonstrated in Table 1.5, WTPlabour is not, in either consequential or 

hypothetical treatments, consistently higher or lower than WTPmoney. The relationship 

between WTPlabour and WTPmoney is further explored in Table 1.6 which presents ratios 

of WTPlabour to WTPmoney (see also Table B1.2 in Appendix B1 which presents the 

difference between WTPlabour and WTPmoney and the associated 95% confidence 

intervals). In Table 1.6, the ratio is equal to 1 if WTPlabour equals WTPmoney. If the ratio is 

higher (lower) than 1, then WTPlabour is higher (lower) than WTPmoney. By definition, if 

both labour and monetary prices are hypothetical (consequential), the ratios in the 

upper (middle) panel will be equal to 1 when the conversion rate equals the shadow 

value of time estimated in Eq. 4 (Eq.3). Similarly, if labour “prices” are hypothetical and 

monetary prices are consequential, the ratios in the lower panel will be equal to 1 when 

the conversion rate equals the shadow value of time estimated in Eq. 5.  

The upper panel in Table 1.6 shows the ratio of hypothetical WTPlabour (WTPlabour
hyp ) to 

hypothetical WTPmoney (WTPmoney
hyp ). We find that WTPlabour

hyp  exceeds WTPmoney
hyp  using the 

national average wage rate and site-specific minimum wage rates (although the 

difference is significant at the 10% level only for the attribute fortified using site-specific 

wage rates) and that WTPlabour
hyp  is lower than WTPmoney

hyp  using the sample average wage 

rate or one third thereof. WTP for a bag of unsifted, unfortified flour based on monetised 

hypothetical labour “prices” using e.g. site-specific minimum hourly wage rates is 52% 

higher than mean WTP for a bag of unsifted, unfortified flour based on consequential 

monetary prices. When one third of the national average wage rate or individual-specific 

wage rates are used to monetise hypothetical labour “prices”, WTPlabour
hyp  is not 

statistically significantly different from WTPmoney
hyp . 

The ratio of consequential WTPlabour (WTPlabour
conseq) to consequential WTPmoney 

(WTPmoney
conseq) is shown in the middle panel of Table 1.6. As in the upper panel, we find that 

WTPlabour
conseq exceeds WTPmoney

conseq using the national average wage rate and site-specific 

minimum wage rates (although the difference is insignificant at the 10% level for the 

attribute fortified using site-specific wage rates) and that WTPlabour
conseq is lower than 

WTPmoney
conseq using the sample average wage rate or one third thereof. In contrast to the 
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upper panel, we find that WTPlabour
conseq is significantly lower than consequential WTPmoney

conseq 

using one third of the national average wage rate and individual-specific wage rates. 

The results in the lower panel of Table 1.6 are unique (thus far) to this study. In the 

lower panel, we present the ratio of hypothetical WTPlabour (WTPlabour
hyp ) to consequential 

WTPmoney (WTPmoney
conseq). WTP for a bag of unsifted, unfortified flour based on monetised 

hypothetical labour “prices” using e.g. one third of the sample average wage rate is 1 – 

0.44 = 56% lower than mean WTP for a bag of unsifted, unfortified flour based on 

consequential monetary prices. We find that WTPlabour
hyp  for a bag of unsifted, unfortified 

flour exceeds WTPmoney
conseq using all six conversion rates except one third of the sample 

average wage rate. As shown, the rate which produces an estimate of hypothetical 

WTPlabour closest to consequential WTPmoney (i.e. the rate that generates a ratio closest 

to 1) is the sample average wage rate. When the sample average wage rate is used to 

monetise labour “prices”, WTPlabour
hyp  is 31% higher than WTPmoney

conseq (for both flour and 

fortified). 

  

Table 1.6: WTPlabour / WTPmoney 

 rate 1 rate 2 rate 3 rate 4 rate 5 rate 6 

WTPlabour
hyp /WTPmoney

hyp        

flour (ASC) 3.24*** 1.08*** 0.74*** 0.25*** 1.52*** 0.85*** 

 (0.26)*** (0.09)*** (0.06)*** (0.02)*** (0.15)*** (0.10)*** 

fortified 3.24*** 1.08*** 0.74*** 0.25*** 1.51*** 0.81*** 

 (0.26)*** (0.09)*** (0.06)*** (0.02)*** (0.27)*** (0.15)*** 

WTPlabour
conseq/WTPmoney

conseq       

flour (ASC) 2.58*** 0.86*** 0.59*** 0.20*** 1.32*** 0.75*** 

 (0.17)*** (0.06)*** (0.04)*** (0.01)*** (0.11)*** (0.07)*** 

fortified 2.58*** 0.86*** 0.59*** 0.20*** 1.31*** 0.71*** 

 (0.17)*** (0.06)*** (0.04)*** (0.01)*** (0.23)*** (0.13)*** 

WTPlabour
hyp /WTPmoney

conseq       

flour (ASC) 5.75*** 1.92*** 1.31*** 0.44*** 2.70*** 1.51*** 

 (0.43)*** (0.14)*** (0.10)*** (0.03)*** (0.26)*** (0.17)*** 

fortified 5.75*** 1.92*** 1.31*** 0.44*** 2.68*** 1.44*** 

 (0.43)*** (0.14)*** (0.10)*** (0.03)*** (0.47)*** (0.27)*** 

Standard errors in parentheses 

We test H0: WTPlabour / WTPmoney = 1 

* p<0.10; ** p<0.05; *** p<0.01 
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A final interesting observation from Table 1.6 relates to the comparison of ratios 

between the hypothetical and the consequential treatments (i.e. a comparison between 

the values in the upper panel and the middle panel). The WTPlabour / WTPmoney ratios are 

larger in the upper panel (which displays results from hypothetical treatments) 

compared to the middle panel (which displays results from consequential treatments) 

for all attributes and for all conversion rates. When a generic wage rate is used (rates 1-

4), the ratio of WTPlabour
hyp  to WTPmoney

hyp  is 26%6 higher than the ratio of WTPlabour
conseq to 

WTPmoney
conseq and when site- or individual- specific rates are used (rates 5-6) the ratio of 

WTPlabour
hyp  to WTPmoney

hyp  is 14-16% higher than the ratio of WTPlabour
conseq to WTPmoney

conseq
. The 

difference using rates 1-4 is significant at the 5% level while the difference using rates 5 

and 6 is not statistically significant (p > 0.20). 

The differences in WTPlabour / WTPmoney ratios between hypothetical and 

consequential treatments can be attributed to differences in HB between the two PVs. 

As articulated above, HB is present both when the PV is money and when the PV is labour 

but HB is higher when labour is used as the PV. This means that both WTPmoney and 

WTPlabour are biased upwards in the hypothetical treatments but the bias does not affect 

WTPmoney and WTPlabour by the same proportions (the bias associated with WTPlabour is 

higher). Consequently, the WTP ratios in the upper panel of Table 6 are higher than the 

HB-deflated WTP ratios in the middle panel. 

1.7 DISCUSSION 

This paper is based on a (at the time of writing) unique dataset from a field study 

with four treatments in which the payment vehicle (PV) is either money or labour and 

purchase choices are either hypothetical or consequential. The study design allows an 

investigation of the impact of the choice of PV on estimates of WTP based on monetised 

labour “prices” (WTPlabour), i.e. monetised WTW, relative to WTP based on monetary 

prices (WTPmoney). Specifically, we consider the impact of (i) the use of different rates to 

convert WTW values into WTP values, and (ii) differences in the level of HB between 

money and labour PVs. 

                                                           
6 This is equivalent to the ratio of HB when labour is used as the PV to HB when money is used as the PV 

i.e. (exp(βlabour*conseq) / exp(βlabour*hyp)) / (exp(βmoney*conseq) / exp(βmoney*hyp)) =1.26 
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The argument typically put forward in the literature advocating for the use of non-

monetary PVs is that a monetary PV underestimates welfare values of low-income 

households in subsistence economies due to liquidity constraints and/or lack of 

experience with money as the medium of exchange. Labour payments have been 

suggested as a suitable alternative to monetary payments. A fundamental challenge, 

however, is the need to apply an opportunity cost of time to obtain monetary measures 

of welfare which is required in most cost benefit analyses. In this paper, six commonly 

used rates for converting labour “prices” into their monetary equivalents were applied 

and compared across subgroups of the sample where choices are either hypothetical or 

consequential. The use of consequential treatments in addition to the standard 

hypothetical money- and/or labour- PV treatments allows a deeper investigation 

regarding the performance of the competing rates to monetise WTW. 

1.7.1 HYPOTHETICAL WTPLABOUR AND HYPOTHETICAL WTPMONEY 

In this section, we compare and discuss the difference between hypothetical WTP 

based on monetised labour “prices” (WTPlabour
hyp ), i.e. monetised WTW, and hypothetical 

WTP based on monetary prices (WTPmoney
hyp ) for six conversion rates that are commonly 

employed in the WTW literature. As this section concerns hypothetical treatments only, 

it reflects the analysis typically conducted in the non-monetary PV literature. 

Using the area average wage rate (at the national level) from secondary data (the 

most popular conversion rate in the literature – see Table 1.1), we find that WTPlabour
hyp  

(=387 KSh) is 224% higher than WTPmoney
hyp  (=119 KSh) which suggests that respondents, 

on average, value their time at a rate which is (about 70%) lower than the average wage 

rate. We similarly find that WTPlabour
hyp  exceeds WTPmoney

hyp  when labour is converted to 

money using site-specific minimum wage rates (although the difference for the attribute 

fortified is significant at the 10% level only). As discussed by Gibson et al. (2016), if 

respondents lack unlimited access to labour markets, they are less likely to consider 

market wages as a foregone opportunity and their opportunity cost of time is 

predictably lower. Given that respondents in our study were sampled from low-income 

areas where unemployment rates are high, it is not surprising that WTPlabour, evaluated 
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at the minimum wage rate or the national average wage rate (albeit for the lowest paid 

industry), exceeds WTPmoney.  

If instead we apply one third of the national average wage rate as the conversion 

rate (a rate which can be traced back to Cesario, 1976), we find no statistically significant 

difference between WTPlabour
hyp  and WTPmoney

hyp . This result provides support for the use of 

one third of the wage rate as a measure of the value of time and is consistent with the 

literature suggesting that individuals substitute leisure time, rather than time already 

spent in work, when considering their willingness to contribute labour. To this end, many 

studies (e.g. Ando et al., 2020; Arbiol et al., 2013; O'Garra, 2009; Schiappacasse et al., 

2013) use one third of the (sample/local/national) average wage rate as the opportunity 

cost of leisure time. We find, however that WTPlabour
hyp  is lower than WTPmoney

hyp  using one 

third of the sample average wage rate i.e. it is only one third of the national average 

wage rate which performs well by generating values of WTPlabour
hyp  that match WTPmoney

hyp . 

Using the sample average wage rate (or one third of the sample average wage rate 

as discussed above), we find that WTPlabour
hyp  is lower than WTPmoney

hyp  which suggests that 

respondents value their time at a rate that is higher than the sample average wage rate. 

We speculate, that this may be due to time constraints related to non-work activities 

and non-wage income (e.g. subsistence farming or hustling) which increase 

respondents’ opportunity cost of time. It is also possible that respondents have 

underreported their daily earnings. 

If we apply individual-specific wage rates to convert labour “prices” into money, we 

find no statistically significant difference between WTPlabour
hyp  and WTPmoney

hyp . This suggests 

that individual-level wage rate data performs well when performance is measured in 

terms of the closeness of WTPlabour
hyp  to WTPmoney

hyp . We find, however, that the use of 

individual- (or site-) specific wage rates, instead of generic wage rates, reduces model 

fit. This is consistent with Czajkowski et al. (2019) and Lloyd-Smith et al. (2019) who find 

that individuals’ value of time (estimated using SP methods) are only weakly correlated 

with self-reported wage rates.  

In summary, we have compared the mean values of hypothetical WTP based on 

monetised labour “prices” and hypothetical WTP based on monetary prices using six 

different conversion rates of which four are generic and two are site or individual-
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specific. We find that the relationship between WTPlabour
hyp  and WTPmoney

hyp  is highly 

sensitive to the conversion rates used and that WTPlabour
hyp  is not consistently higher (or 

lower) than WTPmoney
hyp . This is in contrast to Hagedoorn et al. (2020) who, in a DCE study 

concerning ecosystem-based adaptation measures in Vietnam, find that WTPlabour
hyp  

exceeds WTPmoney
hyp  for all the conversion rates used7.  

Thus far the comparisons we have made are akin to those made in the extant 

literature on monetised WTW and WTP. That is, ex post conversion of hypothetical 

estimates of WTW to WTP at differing rates to compare the resulting WTPlabour
hyp  values 

to WTPmoney
hyp . In the following two subsections, we analyse the issue of converting labour 

to money more deeply through the use of consequential money and labour PV 

treatments. 

1.7.2 CONSEQUENTIAL WTPLABOUR AND CONSEQUENTIAL WTPMONEY 

When both labour and monetary payments are consequential, we find that the 

relative difference between WTPlabour and WTPmoney is larger than when both labour and 

monetary payments are hypothetical. This finding can be attributed to differences in 

hypothetical bias (HB) between the two PVs. We find that the level of HB is 26% higher 

when the PV is labour compared to when the PV is money. Since the effect of HB on 

WTPlabour is higher than the effect on WTPmoney, the relative difference between WTPlabour 

and WTPmoney is larger in the hypothetical treatment compared to the consequential 

treatment. If HB affected WTPlabour and WTPmoney by the same proportions, the bias 

would cancel out and the ratio of WTPlabour
hyp  to WTPmoney

hyp  would equal the HB-deflated 

ratio of WTPlabour
conseq to WTPmoney

conseq. 

This finding has important implications for the evaluation of welfare effects. If, for 

example, the national average hourly wage rate is applied to monetise hypothetical 

labour payments, we find that WTPlabour is 224% higher than WTPmoney. However, when 

HB is removed from the equation (by taking differences in HB between the two PVs into 

                                                           
7 Hagedoorn et al. (2020) use six different conversion rates: (1) the average market wage rate, 

(2) individual-specific wage rates, (3) one third of the individual-specific wage rates, (4) half of 

the individual-specific wage rates, (5) an individual-specific weighted value of time which is a 

function of paid and unpaid work hours and leisure time, and (6) like (5) but with different 

weights. 
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account or by using consequential choice data), WTPlabour is “only” 158% higher than 

WTPmoney. Decision-makers relying on monetised hypothetical labour payments, will 

therefore not only overestimate benefits due to the presence of HB in general (as 

discussed in the next section) but also because of the PV-HB asymmetry. 

Our results confirm the untested claim (made e.g. by Ando et al., 2020 and Eom and 

Larson, 2006) that the recurrent finding that WTPlabour
hyp  exceeds WTPmoney

hyp  (see e.g. 

Abramson et al., 2011; Casiwan-Launio et al., 2011; Hagedoorn et al., 2020; Meginnis et 

al., 2020) is (at least partly) due to differences in HB between the two PVs. The level of 

HB is estimated to be 26% higher when the PV is labour which suggests that monetised 

values of hypothetical labour payments should be knocked down by a factor 0.80 to 

account for this HB-PV asymmetry8. Such correction, however, accounts only for 

differences in HB between the two PVs and not for HB in general. We address the latter 

in the next subsection by comparing WTPlabour
hyp  and WTPmoney

conseq. 

1.7.3 HYPOTHETICAL WTPLABOUR AND CONSEQUENTIAL WTPMONEY 

A common approach in the WTW literature for assessing the performance of one or 

more conversion rates is to compare WTPlabour
hyp  to WTPmoney

hyp . We argue, however, that 

the relevant benchmark is WTP derived from consequential choice tasks (WTPmoney
conseq) 

rather than WTP derived from hypothetical choice tasks (WTPmoney
hyp ). If we accept the 

premise that consequentiality of the choice tasks induces truth telling, then WTPmoney
conseq 

can be thought of as the ‘true’ monetary measure of welfare. In this section, we compare 

and discuss the difference between WTPlabour
hyp  and WTPmoney

conseq for the same six conversion 

rates as in Section 1.7.1. In the next section, we will then compare the performance of 

the different conversion rates across the two benchmarks (WTPmoney
hyp  and WTPmoney

conseq). To 

the best of our knowledge, this is the first labour PV study to examine the ability of a set 

of (commonly used) conversion rates to generate HB-deflated monetised WTW values. 

We find that WTPlabour
hyp  for a bag of unsifted, unfortified flour exceeds WTPmoney

conseq 

using all six conversion rates except when using one third of the sample average wage 

rate. WTPlabour
hyp  for the attribute fortified exceeds WTPmoney

conseq using the national average 

                                                           
8 (exp(βmoney*conseq) / exp(βmoney*hyp)) / (exp(βlabour*conseq) / exp(βlabour*hyp)) = 0.80 (based on 

coefficients from MIXL–0 in Table 1.4) 
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wage rate, one third of the national average wage rate, the sample average wage rate 

and site-specific minimum wage rates while WTPlabour
hyp  is lower than WTPmoney

conseq using one 

third of the sample average wage rate and WTPlabour
hyp  is not significantly different from 

WTPmoney
conseq using individual-specific wage rates. 

The conversion rate which produces an estimate of hypothetical WTPlabour
hyp  closest 

to the estimate of WTPmoney
conseq is the sample average wage rate. Of the six conversion rates 

that we apply, it seems, therefore, that the sample average wage rate is the best 

performing rate with respect to converting hypothetical WTW to the ‘true’ estimate of 

(consequential) WTP. Despite being the best performing conversion rate, however, the 

sample average wage rate still generates WTPlabour
hyp  estimates (for both attributes) that 

are 31% higher than WTPmoney
conseq thus overestimating the ‘true’ value of WTP. 

1.7.4 CONVERSION RATE PERFORMANCE 

Thus far we have discussed the performance of the different conversion rates with 

respect to converting WTPlabour to WTPmoney when both labour and monetary prices are 

hypothetical (Section 1.7.1), when both labour and monetary prices are consequential 

(Section 1.7.2) and when labour “prices” are hypothetical but monetary prices are 

consequential (Section 1.7.3). In this section we compare the performance of the 

different conversion rates with respect to converting (1) WTPlabour
hyp  to WTPmoney

hyp  (this 

approach is standard in the WTW literature) and (2) WTPlabour
hyp  to WTPmoney

conseq (this 

approach, we believe, is unique to our study). In particular, we are comparing the 

performance of six commonly employed conversion rates across two different 

benchmarks: WTPmoney
hyp  (the commonly applied benchmark) and WTPmoney

conseq (our 

proposed benchmark). We argue that WTPmoney
conseq is the relevant benchmark because, 

unlike WTPmoney
hyp , it eliminates HB (both differences in HB between labour and money 

PVs, as demonstrated in Section 1.7.2, and HB in general). 

When both labour and monetary prices are hypothetical, one third of the national 

average wage rate and individual-specific wage rates generate estimates of WTPlabour
hyp  

that are not significantly different from WTPmoney
hyp . Following the common approach in 

the literature, one third of the national average wage rate and individual-specific wage 

rates are thus the best performing rates with respect to producing WTPlabour
hyp  which 
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match WTPmoney
hyp . If instead we use WTPmoney

conseq as the benchmark, then one third of the 

national average wage rate overestimates WTPmoney by 92% and performs rather poorly 

by ranking 4th out of the 6 rates employed. Individual-specific wage rates continue to 

perform best or second-best by producing estimates of WTPlabour
hyp  that are (i) 51% higher 

than WTPmoney
conseq for flour (second-best) and, (ii) not significantly different from WTPmoney

conseq 

for fortified (best). The best performing conversion rate when WTPmoney
conseq is used as the 

benchmark is the sample average wage rate. The sample average wage rate generates 

estimates of WTPlabour
hyp  that are 31% higher than the ‘true’ value of WTP (WTPmoney

conseq) for 

both attributes. Following the common approach in the literature, however, WTPlabour
hyp

 

is (incorrectly) assumed to be underestimated by a factor 0.74. 

In summary, when using WTPmoney
conseq as the benchmark instead of WTPmoney

hyp , the 

sample average wage rate moves from being ranked 4th to 1st while one third of the 

national average wage rate drops from 1st to 4th and individual-specific wage rates 

continue to be second-best. Our results demonstrate why the choice of benchmark is 

important: if the common benchmark (WTPmoney
hyp ) is used to evaluate the performance 

of e.g. one third of the national average wage rate, we (incorrectly) conclude that labour 

and money PVs generate WTP values of the same magnitude while WTP derived from 

monetised labour “payments”, i.e. monetised WTW, in fact overestimates the ‘true’ 

value of WTP (i.e. WTPmoney
conseq) by 92%. 

1.7.5 THE SHADOW VALUE OF TIME 

For the purpose of assessing welfare effects e.g. by comparing benefits and costs, 

the conversion of labour to money appears to be a relevant and important exercise. It 

can be argued, however, that if labour is used as the PV due to low-income groups 

having little or no access to waged labour, and money therefore is deemed an 

inappropriate metric, then the conversion of labour to money is somewhat ill-founded. 

It is furthermore common practice in many WTW papers (e.g. Ando et al., 2020; Gibson 

et al., 2016; Navrud and Vondolia, 2020) to collect WTP data in addition to WTW data in 

order to compare estimates of WTPlabour and WTPmoney (this is also the approach which 

we used to assess the performance of a set of conversion rates in Sections 1.7.1 to 1.7.3 

albeit using consequential data in place of hypothetical data in Sections 1.7.2 and 1.7.3). 
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Following the same argument, however, WTPmoney seems to be an unfitting benchmark 

if the motivation for using labour as the PV in the first instance was the unsuitability of 

a monetary PV. 

As such, the comparison between WTPlabour and WTPmoney seems only justified in 

circumstances where both PVs are deemed appropriate. In such situations, if both PVs 

are used, the shadow value of time can be estimated which, by definition, is the value 

at which WTPlabour equals WTPmoney. Unique to our paper is the ability to calculate the 

shadow value of time when both labour and monetary payments are consequential (72 

KSh per hour), when both labour and monetary payments are hypothetical (57 KSh per 

hour) and when labour “payments” are hypothetical but monetary payments are 

consequential (32 KSh per hour). The latter is of particular interest because it is the rate 

at which hypothetical labour payments can be converted to consequential monetary 

payments. While the ‘true’ shadow value of time is 72 KSh, hypothetical labour 

payments will have to be monetised using a (much) lower conversion rate to account 

not only for HB in general but also for differences in HB between the two PVs. 

32 KSh is approximately three quarters of the sample average wage rate or one sixth 

of the national average wage rate which suggests that the opportunity cost of time is 

not one third of the wage rate as it is commonly presumed. As discussed in Section 1.7.3, 

the conversion rate which produces an estimate of WTPlabour
hyp  that most closely matches 

WTPmoney
conseq is the sample average wage rate (42 KSh) but despite being the best 

performing conversion rate, the sample average wage rate still generates WTPlabour
hyp  

estimates that are 31% higher than WTPmoney
conseq thus overestimating the ‘true’ value of 

WTP. 

1.8 CONCLUSION 

This paper has investigated the performance of six commonly employed conversion 

rates with respect to their ability to generate monetised WTW values that match WTP. 

First we used hypothetical WTP as the benchmark (this is the standard approach in the 

literature) and found that one third of the national average wage rate performed well 

by generating monetised WTW values that are not significantly different from WTP. We 

then used consequential WTP as the benchmark to assess the reliability of inferences 
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drawn from the use of hypothetical WTP. When consequential WTP was used as the 

benchmark, we found that the value of WTW, when monetised using one third of the 

national average wage rate, exceeded WTP by a factor of almost 2 and that one third of 

the national average wage rate ranked only fourth of the six conversion rates employed. 

The results thus cast doubt on the use of hypothetical WTP as a suitable benchmark. We 

further found that monetised values of hypothetical WTW overestimate the ‘true’ value 

of WTP due to not only hypothetical bias (HB) in general but also differences in HB 

between the two types of payment vehicles. Our results are an important addition to 

the WTW literature as they provide the first bit of evidence about the rate at which 

hypothetical WTW can be converted to HB-deflated WTP. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



48 
 

A1 APPENDIX: DATA SETUP 

Table A1.1: MIXL estimation (unrestricted model) 

maize 2.14*** 
 (0.15) *** 

sorghum 2.22*** 
 (0.14) *** 

cassava 1.92*** 
 (0.14) *** 

millet 2.26*** 

 (0.16) *** 

sifted -0.18*** 
 (0.08) *** 

fortified 0.66*** 
 (0.08) *** 

money*conseq -0.03*** 
 (0.00) *** 

money*hyp -0.02*** 
 (0.00) *** 

labour*conseq -2.40*** 

 (0.12) *** 

labour*hyp -1.28*** 

  (0.07) *** 

SD  

maize 1.12*** 

  (0.16) *** 

sorghum 1.14*** 

 (0.14) *** 

cassava 0.83*** 

 (0.18) *** 

millet 1.18*** 

 (0.16) *** 

observations 2688*** 

LL 2090*** 

Standard errors in parentheses 

* p<0.10; ** p<0.05; *** p<0.01 

hyp = hypothetical 

conseq = consequential 
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Table A1.2: Coding scheme 

       hypothetical consequential 

id task alternative choice flour (ASC) sifted fortified money labour money labour 

1 1 1 0 1 0 1 120 0 0 0 

1 1 2 1 1 1 0 40 0 0 0 

1 1 3 0 0 0 0 0 0 0 0 

⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ 

4 1 1 1 1 1 0 0 0 40 0 

4 1 2 0 1 1 1 0 0 160 0 

4 1 3 0 0 0 0 0 0 0 0 

⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ 

7 1 1 0 1 1 1 0 4 0 0 

7 1 2 1 1 1 0 0 0.25 0 0 

7 1 3 0 0 0 0 0 0 0 0 

⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ 

11 1 1 0 1 1 1 0 0 0 2.5 

11 1 2 0 1 0 0 0 0 0 3 

11 1 3 1 0 0 0 0 0 0 0 
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B1 APPENDIX: RESULTS 

Table B1.1: Summary statistics by treatment type 

 MPV LPV difference HYP CONSEQ difference 

Female (1 if female, 0 otherwise) 0.49 0.51 -0.02 0.51 0.49 0.01 

(0.50) (0.50) (0.05) (0.50) (0.50) (0.05) 

Age (years) 
 

35 33 1 34 35 -1 

(14) (13) (1) (13) (14) (1) 

Daily earnings (KSh)* 
 

366 358 8 368 356 12 

(239) (255) (27) (243) (250) (27) 

Household size 
 

5.5 5.8 -0.2 5.8 5.5 0.2 

(3.4) (3.9) (0.4) (3.6) (3.7) (0.4) 

Children (<16 years) in household 
 

2.0 2.0 0.0 2.1 1.8 0.2 

(1.8) (2.1) (0.2) (1.9) (1.9) (0.2) 

Hours spent on a typical day       

 Sleeping 7.6 7.7 -0.1 7.5 7.7 -0.3 

  (1.4) (1.4) (0.2) (1.4) (1.4) (0.2) 

 Working (paid) 7.5 7.0 0.4 7.0 7.5 -0.5 

  (3.9) (3.8) (0.4) (4.0) (3.7) (0.4) 

 Productive non-work activities 3.0 3.2 -0.2 3.2 2.9 0.3 

  (2.0) (2.0) (0.2) (2.0) (2.0) (0.2) 

Highest level of education completed       

 No formal qualifications 0.01 0.01 0.00 0.01 0.01 0.00 

  (0.08) (0.08) (0.01) (0.08) (0.08) (0.01) 

 Primary school 0.29 0.28 0.01 0.26 0.30 -0.04 

  (0.45) (0.45) (0.05) (0.44) (0.46) (0.05) 

 High school 0.49 0.55 -0.07 0.50 0.53 -0.03 

  (0.50) (0.50) (0.05) (0.50) (0.50) (0.05) 

 Vocational training 0.16 0.13 0.03 0.16 0.12 0.04 

  (0.36) (0.33) (0.04) (0.37) (0.33) (0.04) 

 Higher education 0.06 0.04 0.03 0.07 0.03 0.03 

  (0.25) (0.19) (0.02) (0.25) (0.18) (0.02) 

Number of respondents 171 165  164 172  

* after correcting for outliers (see Section 3.2) 
Means of each variable with standard deviations in parentheses in MPV, LPV, HYP and CONSEQ columns 
Standard errors in parentheses in the ‘difference’ columns 
MPV = money as payment vehicle 
LPV = labour as payment vehicle 
HYP = hypothetical treatment 
CONSEQ = consequential treatment 
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Table B1.2: WTPlabour – WTPmoney (in KSh) 

 rate 1 rate 2 rate 3 rate 4 rate 5 rate 6 

WTPlabour
hyp –WTPmoney

hyp         

flour (ASC) 268 10 -31 -90 63 -17 

 [215;321] [-10;30] [-48;-15] [-104;-75] [31;94] [-42;7] 

fortified 75 3 -9 -25 17 -6 

 [54;95] [-3;8] [-14;-4] [-32;-19] [2;32] [-18;5] 

WTPlabour
conseq–WTPmoney

conseq        

flour (ASC) 106 -9 -28 -54 21 -17 

 [87;125] [-17;-2] [-35;-21] [-61;-47] [8;35] [-28;-6] 

fortified 30 -3 -8 -15 6 -5 

 [22;38] [-5;0] [-10;-5] [-19;-11] [-2;13] [-11;0] 

WTPlabour
hyp –WTPmoney

conseq        

flour (ASC) 320 62 21 -38 115 35 

 [266;373] [44;79] [9;33] [-45;-31] [86;143] [14;55] 

fortified 90 17 6 -11 32 8 

 [67;112] [12;23] [2;9] [-14;-8] [18;45] [-1;17] 

95% confidence interval in square brackets 
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CHAPTER 2 

DO NON-MONETARY PRICES REDUCE HYPOTHETICAL BIAS? 

2.1 ABSTRACT 

It is well established that stated preference studies are vulnerable to hypothetical 

bias.  This paper uses a discrete choice experiment to investigate two competing claims 

in the literature: (i) using a non-monetary payment vehicle reduces hypothetical bias; 

(ii) using a non-monetary payment vehicle amplifies hypothetical bias. Respondents are 

randomly assigned to a treatment where choices are either hypothetical or 

consequential and the payment vehicle is either monetary or non-monetary (labour). 

This 2 x 2 design allows us to detect differences in hypothetical bias between the two 

payment vehicles. We find evidence supporting the second claim: hypothetical bias is 26 

to 31 percentage points higher when respondents are asked to pay with labour instead 

of money.  

The discrete choice experiment concerns industrial fortification of flour, with the 

attributes including whether the flour is fortified (a pressing issue in Kenya where 24% 

of the population suffer from malnutrition).  Our results demonstrate high demand for 

increased access to nutrient rich food in the form of industrially fortified maize flour thus 

encouraging investments in food fortification programmes. 

2.2 INTRODUCTION  

This paper concerns hypothetical bias (HB) in stated preference studies (Penn and 

Hu, 2018; Penn and Hu, 2019). The primary research question it addresses is whether 

HB is reduced by the use of non-monetary prices. We report the results of a discrete 

choice experiment (DCE) in Kenya incorporating both hypothetical and consequential 

treatments, using both monetary and non-monetary (labour) prices. The design allows 

the scale of HB, using both labour and monetary payment vehicles (PVs), to be estimated 

and the competing claims regarding the impact of non-monetary PVs on HB to be 

evaluated. 
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The results contribute to the literatures on HB and on the impact of the choice of 

PV on welfare estimates. There is a growing literature investigating and/or advocating 

the use of non-monetary PVs. This has been primarily in relation to low-income 

communities in developing countries (see for example Gibson et al., 2016; Hagedoorn 

et al., 2020; Meginnis et al., 2020; Navrud and Vondolia, 2020; Pondorfer and Rehdanz, 

2018; Rai and Scarborough, 2015) but also includes high-income countries where 

volunteering time has been used as a PV (e.g. Ando et al., 2020; Davies et al., 2014; 

Durán-Medraño et al., 2017; Lankia et al., 2014). Within this literature, competing claims 

have been made that (i) “the problem [i.e. using monetary prices to measure welfare in 

developing countries] may be further amplified though increased hypothetical biases” 

(Gibson et al., 2016, p. 698), and (ii) “hypothetical bias is more of a problem when cost 

is expressed in terms of time rather than money” (Ando et al., 2020, p. 14).   

Ando et al. (2020) conclude their paper, which features monetary and volunteer 

time contributions, by recommending future investigation of the PV-HB issue via a DCE 

study with a field study component in which time commitments are not hypothetical. 

This paper uses a design of the kind proposed: respondents were randomly assigned to 

one of four treatments where decisions were either hypothetical or consequential and 

the PV was either money or labour. We do so regarding an enhanced-health foodstuff 

in a developing country. The paper is (to our knowledge) the first investigation of the 

impact of the choice of PV (money or labour payment) on HB.   

Non-monetary PVs, primarily labour, have been advocated for use in developing 

countries, in place of monetary payments. The argument typically put forward is that a 

significant part of consumption of low-income groups in developing countries comes 

from subsistence production, or barter, and that the use of monetary prices will 

underestimate willingness to contribute:  

An important, yet overlooked aspect of these WTP studies is that 

cash is the only form of payment examined, even though these 

cash payments are unlikely to be meaningful in partially monetized 

economies typical of rural areas of the developing world 

(Abramson et al., 2011, p. 2) 
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This argument is supported by a finding in several contingent valuation studies that 

labour contributions prompt fewer zero bids than monetary contributions contributions 

(e.g. Asrat et al., 2004; Brouwer et al., 2009; Echessah et al., 1997; Hung et al., 2007; 

Kamuanga et al., 2001; Swallow and Woudyalew, 1994). Many studies in which 

willingness to work (WTW) is monetised ex post generate willingness to pay (WTP) 

values (often far) greater than those generated using a standard, monetary PV (e.g. 

Abramson et al., 2011; Casiwan-Launio et al., 2011; Hagedoorn et al., 2020; Rai et al., 

2015; Vasquez, 2014). HB is a possible cause of these higher valuations when WTW 

rather than WTP is used (see discussions in Ando et al., 2020; Diafas et al., 2017; Eom 

and Larson, 2006; Tilahun et al., 2017; Vondolia et al., 2014). In contrast, Gibson et al. 

(2016) speculate that if contingent monetary markets are less realistic in subsistence 

economies then the use of labour payments might reduce HB. This paper seeks to 

provide evidence to inform evaluation of these competing claims.  

The case study is a DCE concerning fortified flour in Kenya. A challenge in 

undertaking a consequential DCE is that the multi-attribute multi-level framework leads 

to a high number of potential composite goods which must be available to respondents 

ex post. This serves to both keep the number of DCE-HB studies in developing countries 

low and for those conducted to have few attributes and levels. For example Chowdhury 

et al., 2011 and Meenakshi et al., 2012 both feature a single non-cost attribute (variety 

of maize or potato). This simplicity may be problematic since there is likely to be greater 

confidence in inferences drawn from such studies the more closely they resemble typical 

DCEs and, ultimately, real market transactions. This study includes a relatively high 

number of non-cost attributes (three) and levels yielding a total of 16 product types. 

While this poses practical problems (the 16 flour types had to be produced by the 

researchers) we contend that it means the DCE more closely mimics both real markets 

and typical DCEs to which our results speak. 

Two of the three non-cost attributes were familiar to the respondents while the 

third attribute (flour fortification) was unfamiliar to 85% of our sample prior to the 

study. Empirical evidence in developed countries suggests that familiarity with the good 

(or attribute) reduces HB (e.g. Schläpfer and Fischhoff, 2012). We test for the impact of 

attribute-familiarity on HB in a developing country context.  
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A final objective of the study is to investigate the substantive issue of the value of 

maize flour fortification; a significant issue since almost 25% of the Kenyan population 

suffer from malnutrition. The EU has contributed €3.2 million to a 7 year project 

(European Commission, 2017) to strengthen the capacity of mills to fortify flour and 

thereby improve access to nutrient rich food in Kenya. Such food fortification 

programmes are now common with USAID having funded the SPRING industrial 

fortification project (2012-2017) in Uganda and the UK Department for International 

Development (DFID) funding a £66 million project to reduce undernourishment in 

Pakistan involving the installation of micro-feeders for fortification (DFID, 2019). These 

investments concern the supply side; the aim of this study is to investigate the demand 

side. Investments in fortification should be demand-driven because such investments 

will only be effective if consumers are willing to pay a price sufficient to maintain and 

run the donated equipment as well as source the micronutrients required. 

In summary, first we test whether labour contributions, as opposed to monetary 

payments, reduce HB. Second, we test for the impact of attribute-familiarity on HB. 

Third, we test for differences in error variance across treatments. These hypotheses are 

investigated via a DCE field study, with consequential treatments, conducted in Kenya 

concerning the value of industrially fortified flour.  

The rest of the paper is structured as follows. Section 2.3 provides a description of 

the case study and field sites. Section 2.4 presents the experimental design, recruitment 

process and survey procedures. Section 2.5 describes the modelling framework. Section 

2.6 defines the testable hypotheses. Section 2.7 presents the empirical results. Section 

2.8 concludes with a discussion. 

2.3 CASE STUDY 

Malnutrition is a significant problem in Kenya where 11.7 million people (24% of the 

population) suffer from undernourishment (FAO, 2018). The effects of malnutrition 

include vitamin A deficiency (the leading cause of blindness in children worldwide 

(UNICEF, 2019) and iron-deficiency anaemia (the most common type of anaemia) (WHO, 

2014). 
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The Government of Kenya has introduced a number of initiatives to reduce 

undernutrition (and realise Sustainable Development Goal 2)9 including industrial 

fortification of packaged wheat and maize flour (Government of Kenya, 2012). Industrial 

food fortification10 refers to the process of enriching processed foods with 

micronutrients such as iron, zinc, folic acid, vitamin A and B vitamins (WHO and FAO, 

2006). It is widely regarded as a cost-effective means to improve nutritional intake 

without requiring people to change their food habits (Horton et al., 2008). 

A number of studies have examined preferences for bio-fortified foods both in 

Kenya and other developing countries (see e.g. Birol et al., 2011; Chowdhury et al., 2011; 

De Groote and Kimenju, 2008; De Groote et al., 2011; González et al., 2009; Meenakshi 

et al., 2012) but there is no study, to the best of our knowledge, estimating the premium, 

that Kenyan consumers are willing to pay for industrially fortified maize flour. Maize 

accounts for about 36% of total calories consumed (Mohajan, 2014) meaning that the 

addition of nutrients to maize flour has large potential public health implications. 

Although the Kenyan Government has introduced mandatory industrial fortification 

of packaged wheat and maize flour it is common practice amongst small-scale farmers 

(who produce more than 60% of the country’s agricultural output) to bring crops to 

small-scale local (‘posho’) mills for processing, thereby bypassing fortification. Posho 

mills typically process whole kernel maize (to produce ‘unsifted’ flour) while packaged 

flour is produced from maize after removal of the husk and the germ (‘sifted’ flour). 

Posho mills lack the capacity to fortify. 

Respondents were recruited from two low-income communities in Kenya – Kibera 

and Nyamira/Kisii. Kibera is an urban slum on the edge of Nairobi where a majority of 

the population (who have emigrated from all over Kenya) live in small rented shacks (see 

Figure A2.1 in Appendix A2). Most residents are self-employed or casual labourers 

without regular incomes. Nyamira and Kisii are neighbouring counties in Western Kenya 

in which the majority of the population live in rural areas with small land holdings 

growing food crops (e.g. maize, bananas, beans and potatoes) for subsistence (see 

                                                           
9 Target 2.2: “By 2030, end all forms of malnutrition, including achieving, by 2025, the internationally 
agreed targets on stunting and wasting in children under 5 years of age, and address the nutritional needs 
of adolescent girls, pregnant and lactating women and older persons.” (United Nations, 2015) 
10 Industrial fortification is the addition of nutrients during the processing of crops as opposed to bio-
fortification which refers to the process of increasing nutrient levels in crops during plant growth. 
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Figure A2.2 in Appendix A2). Unemployment rates are high (above 50%) in both 

Nyamira, Kisii and Kibera. 

2.4 EXPERIMENTAL DESIGN AND PROCEDURE 

2.4.1 SURVEY DESIGN 

We designed a DCE with three non-price attributes and a price attribute (either 

money or labour) as specified in Table 2.1. The last column in Table 2.1 specifies the 

variable names used in the results section. The design yielded 4x2x2 = 16 different 

product types. As two of the treatments were consequential, the researchers produced 

and bagged the flour types using ingredients from various outlets (including one outlet 

in Tanzania as unsifted, fortified maize flour is unavailable in Kenya) (see Figures A2.3 

and A2.4 in Appendix A2).  

Table 2.1: Attributes 

Attributes Levels variable names 

crop 100% maize maize 
 50% maize, 50% sorghum sorghum 
 50% maize, 50% cassava cassava 
 50% maize, 50% millet millet 

sifted yes sifted 
 no  

fortified yes fortified 
 no  

price 40; 60; 80; 100; 120; 140; 160; 180; 200; 220 (KSh) money 

 0.25; 0.5; 0.75; 1; 1.5; 2; 2.5; 3; 3.5; 4 (hours) labour 

 

Respondents were randomly assigned to one of four treatments (see Table 2.2) where 

choices were either hypothetical or consequential and the PV was either money or 

labour. 

Table 2.2: Treatments 

 Hypothetical Consequential 

Money WTPHYP WTPCONSEQ 

Labour WTWHYP WTWCONSEQ
 

WTP = willingness to pay 

WTW = willingness to work 

HYP = hypothetical 

CONSEQ = consequential 
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Each respondent completed 8 choice tasks. Examples of choice tasks with monetary 

and labour prices, respectively, can be seen in Appendix A2, Figures A2.5 and A2.6. 

Ngene software (ChoiceMetrics, 2018) was used to generate a D-efficient fractional 

factorial design using priors derived from a pilot study. Constraints were included to 

avoid dominated alternatives and the Modified Federov algorithm was applied to 

generate 80 choice situations which were blocked into 10 blocks. 

The survey comprised the following sections: (1) a general introduction; (2) a 

conversation about food fortification to elicit the respondent’s understanding prior to 

the survey and to subsequently ensure that the respondent knows what food 

fortification is and is aware of common arguments for and against it; (3) introduction to 

the DCE including two practice rounds; (4) eight choice tasks and follow-up questions if 

the respondent selected either ‘flour’ or ‘no flour’ in all the tasks; (5) rolling of an eight-

sided dice in the consequential treatments to determine the binding choice task; (6) 

sociodemographic questions and questions about food preferences; (7) thank you and 

completion of voucher with details about flour and/or gift collection details. 

2.4.2 RECRUITMENT  

Respondents were approached in public places (on the street, in cafes, at market 

places) in March and April 2019 by trained, local, enumerators who spoke the local 

languages (see the participation information sheet in Appendix A2.8, pre-screening 

survey in Appendix A2.9, interview procedure in Appendix A2.10 and debriefing note in 

Appendix A2.11). The survey interview was conducted in person on tablets using an 

offline survey app (Lighthouse Studio, Sawtooth Software). To avoid surveying 

respondents who had received information by people who had already participated, the 

enumerators would not accept requests to be surveyed and frequently changed their 

location each day. 

2.4.3 SURVEY PROCEDURES 

In the consequential treatments, respondents were informed (prior to the choice 

tasks) that one of the eight choices would be randomly selected (after the choice tasks) 

to be binding by rolling an eight sided dice. It was explained at the outset that: 
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 Respondents who selected the no purchase option in the binding choice task would 

not be purchasing any flour. 

 Respondents who selected one of the purchase options in the binding choice task 

would be expected to purchase the selected flour at the specified price (money11 or 

labour). 

The labour price was specified as an amount of time that the respondent would 

commit to perform a task. The task was described as the sorting of seeds (see Figure 

A2.7 in Appendix A2) – a task regarded as not requiring excessive strength, skill or 

education (seed sorting was successfully used as a non-monetary PV in Hoffmann, 2018). 

It was explained that payment (with money or labour) and collection of the flour 

would take place in the days following the experiment. The location would be a well-

known venue in the local area (e.g. a school or community centre) within 15 minutes 

walking distance of the experiment location. More than one time/day was offered 

including one weekday and either a Saturday or Sunday. All participants were entitled 

to a small (non-monetary) gift for taking part. To keep transaction costs (i.e. travel and 

time costs associated) consistent across all treatments the gift was only collectable at 

the same days/times/locations as the work/payment for selected flour options. Steps 

were taken to ensure only the respondent could work/pay for their chosen flour and/or 

collect the gift. 

2.5 MODELLING FRAMEWORK 

2.5.1 UTILITY SPECIFICATION 

The analysis of choice data from the DCE is based on random utility theory. We 

assume respondent n chooses the flour j that yields the highest utility in any given choice 

task. Each flour is described by a set of observed attributes Xj accompanied by a vector 

of preference parameters β indicating the marginal utility of the attributes (Hensher et 

al., 2015). As shown in Table 2.1, we have K = 3 attributes describing the characteristics 

of the flour (represented by Ajk) and a price attribute (either money Mj or labour Lj). The 

                                                           
11 Unlike most consequential DCEs, e.g. Aoki et al. (2010) and Johansson-Stenman and Svedsäter (2012), 
we asked respondents to make out-of-pocket payments. This avoids potential issues relating to the 
endowment effect (Loureiro et al., 2003). 



60 
 

utility for respondent n from flour j is then specified as a linear and additively separable 

function of the attributes: 

 
Unj = βXj + εnj = ∑ βkAjk

K

k=1

 + βmoneyM
j
 + βlabourLj

 + εnj Eq. 1 

where εnj is a random error term capturing factors that are outside the model such as 

measurement error, βmoney is the marginal utility of money and βlabour is the marginal 

utility of labour. Willingness to pay (WTP) and willingness to work (WTW) for attribute k 

is then defined as the marginal utility of the attribute relative to (the negative of) the 

marginal utility of money and labour, respectively:  

 
WTP = –

βk

βmoney

 ; WTW = –
βk

βlabour

 Eq. 2 

2.5.2 (HETEROSCEDASTIC) CONDITIONAL LOGIT MODEL 

The distribution of the random term εnj is assumed to be independently and 

identically distributed following a type 1 extreme value distribution. This assumption 

leads to the conditional logit (CL) model (McFadden, 1974) in which the probability of 

respondent n choosing flour i over flour j is given by: 

 
Prni = Pr(βXi + εni > βXj + εnj) ∀ j ≠ i ∈ J =

exp(λnβXi)

∑ exp(λnβXj)
J
j=1

 Eq. 3 

In the homoscedastic model the scale parameter λ, which is inversely related to the 

variance of the random term (λ = π/√6var[ε]), is assumed to be constant with λ 

normalised to 1. The heteroscedastic conditional logit (HCL) model allows for unequal 

error variance across individuals, treatments etc. (DeShazo and Fermo, 2002; Hensher 

et al., 1999; Hole, 2006). 

In the HCL model, the scale term is a function of individual or treatment-specific 

characteristics Zn and parametrised as exp(θZn) which ensures that λn always is positive 

and that the model nests the homoscedastic model when θ = 0. 
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2.5.3 GENERALISED MULTINOMIAL LOGIT MODEL 

Heterogeneity in both preferences and error variance can be accommodated in 

infinite mixture (mixed logit) models, for example Fiebig et al. (2010)’s generalised 

multinomial logit (G-MNL) model. In the G-MNL model, the utility obtained by 

respondent n from flour j is given by: 

 Unj = λnβX
j
 + γηnXj + (1–γ)λnηnXj + εnj Eq. 4 

where β is the vector of mean utility weights in the population and ηn is respondent n’s 

deviation from the mean thus capturing residual taste heterogeneity. λn captures scale 

heterogeneity and is parametrised as exp(λ̅ + θZn + τε0) where �̅� is a normalising constant 

(Gu et al., 2013), θZn has the same interpretation as in the HCL model, ε0 is a standard 

normally distributed scalar and τ indicates the degree to which the vector of preference 

parameters is scaled proportionately across individuals. 

The parameter γ in Eq. 4 specifies how the variance of residual taste heterogeneity 

varies with scale. Fiebig et al. (2010) impose γ to be between 0 and 1 where γ = 0 implies 

that ηn is proportional to λn whereas γ = 1 indicates that ηn is independent of scale. 

Following Keane and Wasi (2013) we will allow γ to take any value (Gu et al., 2013).  

2.6 HYPOTHESES 

We test a number of hypotheses which relate to the impact of the PV upon HB. First, 

we test if the magnitude of HB differs when the PV is money (HBmoney) versus when the 

PV is labour (HBlabour). 

Hypothesis 1  H0: HBmoney = HBlabour 

HA: HBmoney ≠ HBlabour 

This is motivated by the increasing use of non-monetary PVs and the recurrent 

finding that the monetised value of the WTW values generated are greater than the 

equivalent WTP measures generated with a monetary PV (e.g. Hagedoorn et al., 2020). 

Most studies use either individual-specific or area-average wage rates, or a fraction 

thereof, to monetise WTW and compare to WTP values (e.g. Abramson et al., 2011; 
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Arbiol et al., 2013; Casiwan-Launio et al., 2011; Gibson et al., 2016; Tilahun et al., 2015; 

Vasquez, 2014). Lloyd-Smith et al. (2019), however, find that the opportunity cost of 

leisure time (which they estimate on survey data using a stochastic payment card 

elicitation technique) is only weakly correlated with the wage rate. Lew and Larson 

(2005) further argue that the value of time is stochastic and that the wage-based 

approach, which assumes a constant value of time, therefore is biased. Following Larson 

et al. (2004), we adopt an alternative approach where, instead of imposing a (somewhat 

arbitrary) conversion rate, the marginal utilities of time and money are estimated jointly 

(see Eq. 1 in Section 2.5.1).  

Second, we test for the impact of attribute-familiarity on HB.  

Hypothesis 2A  H0: HBfamiliar
money  = HBunfamiliar

money  

HA: HBfamiliar
money  ≠ HBunfamiliar

money  

Hypothesis 2B  H0: HBfamiliar
labour  = HBunfamiliar

labour  

HA: HBfamiliar
labour  ≠ HBunfamiliar

labour  

Previous studies have investigated the effect of experience with the good being 

valued on HB. In a meta-analysis, Schläpfer and Fischhoff (2012) find that experience 

with the good reduces HB. In a study about bio-fortified potatoes in Uganda, Chowdhury 

et al. (2011) similarly finds that the magnitude of HB is minimal for the familiar potato 

varieties while WTP for the unfamiliar varieties are overstated by a factor of more than 

two. List (2001), in contrast, finds no significant difference in the degree of HB for dealers 

and non-dealers of sports cards in an experimental auction (but he finds that a cheap 

talk script successfully eliminates HB for inexperienced participants). To inform the 

debate about the impact of familiarity on HB, we conduct pairwise tests of equality of 

HB between the unfamiliar attribute fortified and the familiar attributes maize, 

sorghum, cassava, millet and sifted. We perform these tests using both money 

(Hypothesis 2A) and labour (Hypothesis 2B) to test whether any HB-familiarity effect is 

modified by the choice of PV. 
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Third, we test for differences in error variance across treatments. 

Hypothesis 3  H0: error variance is constant across treatments 

HA: error variance is not constant across treatments 

In their hypothetical DCE studies, Vondolia and Navrud (2018) find that non-

monetary PVs (labour and in-kind) exhibit higher levels of error variance whilst Gibson 

et al. (2016) find no difference in error variance between money and labour treatments. 

To inform the debate about the impact of the PV on error variance, we test for equality 

of the scale term across the two subgroups using labour and money as the PV, 

respectively. The scale term is parametrised as exp(θZn) (see Section 2.5.2) so a test for 

θ=0 is a test for error variance being constant across treatments. We further test for 

equality of the scale term across hypothetical and consequential treatments which 

allows us to evaluate if it is the hypothetical/consequential nature of the DCE or the type 

of PV that contributes more to increased error variance. 

2.7 RESULTS 

Descriptive statistics are shown in Table 2.3. The average respondent is 34 years old 

and living in a household with 5.6 household members including 2 children. An equal 

number of men and women were interviewed. The mean daily income is 569 KSh but as 

indicated by the large standard deviation, the level of income varies greatly across 

respondents. The median daily income (not reported in Table 2.3) is 300 KSh. More than 

half of the respondents thus live on less than 3 USD a day (at the time of the experiment, 

1 USD = 101 KSh). High school is the highest level of education completed for over half 

of the sample while about a quarter of the sample have completed primary school only 

as their highest level of education. Food fortification, which is the attribute of interest, 

is unfamiliar to a majority of the respondents as only 3% of the sample has a good 

understanding of what it means while the remaining sample has either a vague 

understanding (12%) or no understanding (84%).    
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Table 2.3: Descriptive statistics 

Female (1 if female, 0 otherwise) 0.50 
(0.50) 

Age (years) 
 

34 
(13) 

Daily income (KSh) 
 

569 
(1048) 

Household size 
 

5.6 
(3.7) 

Children (<16 years) in household 
 

2.0 
(1.9) 

Highest level of education completed (%)  

 No formal qualifications 0.01 

 Primary school 0.28 

 High school 0.52 

 Vocational training 0.14 

 Higher education 0.05 

How familiar is the respondent with food fortification (%)  

 Never heard about it 0.59 

 Heard about it but does not know what it is 0.25 

 Has a vague understanding of what it is 0.12 

 Has a good understanding of what it is 0.03 

Number of respondents  

 Rural 202 

 Urban 134 
Means of each variable with standard deviations in parentheses unless stated otherwise  

* p<0.10; ** p<0.05; *** p<0.01 

 

The study design included work or payment for flour, and this work/payment 

(and/or the collection of the participation gift) occurred on subsequent days to the 

experiment. The degree of attrition, and its variation over treatments, is therefore of 

interest and shown in Table 2.4. 

Table 2.4: Attrition 

 

sample 
size 

 attrition flour 
collected 

flour not 
collected buy opt-out (no show) 

labour, hypothetical 82     3     

money, hypothetical 89   4   

labour, consequential 91 56 35 5 53 3 

money, consequential 92 44 48 6 39 5 

total 354     18 92 8 
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Of the 91 respondents in the consequential treatment with labour as the PV, 56 

respondents selected a flour purchase option in the binding choice task and were thus 

expected to collect the selected flour in exchange for the designated hours of work. Five 

of the 91 did not attend of which 3 were due to work (the other two were expected to 

collect only the gift).  

The values in Table 2.4 indicate that the logistical arrangements (see Section 2.4.3) 

led to low attrition rates in all treatments. In total, 18 of 354 respondents did not collect 

their flour and/or gift. To maintain the consequential nature of the responses, the 18 

no-shows are excluded from the analysis thus reducing the sample size to 336 (336 

respondents x 8 choice tasks = 2688 observations). We conclude that attrition rates are 

low and of a similar scale across treatments, occurring also in the hypothetical 

treatments. 

In the empirical analysis, we pool the data from the four treatments and estimate a 

number of choice models to investigate treatment effects and test the hypotheses 

articulated above. The three non-price attributes are dummy-coded while the price 

attributes (money and labour) are treated as continuous variables. Missing values 

(monetary prices when labour is the PV and labour “prices” when money is the PV) are 

coded with a zero value to enable joint estimation of the marginal utilities of labour and 

money. The parameter estimates are presented in Tables 2.5 and 2.6. 

CL-1 in Table 2.5 is a conditional logit model including only the flour attributes (see 

Table 2.1). No alternative-specific constant is included as estimation of all the four 

attribute levels describing the type of crop preclude estimation of an alternative-specific 

constant. As expected, the utility weights for maize, sorghum, cassava and millet are 

positive while the utility weights for the two price attributes are negative. Respondents 

thus prefer a bag of flour (irrespective of the type of crop) compared to the no purchase 

option and dislike higher prices. The sifted and fortified parameters indicate that the 

average effect is indifference with respect to the processing of the flour (sifted or 

unsifted) but the average effect is positive regarding fortification of the flour. 
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Table 2.5: Choice models (without treatment-specific interaction terms) 

  CL-1*** HCL-1*** 

maize 1.641*** 2.856*** 

 (0.109) *** (0.233) *** 

sorghum 1.689*** 2.866*** 

 (0.100) *** (0.219) *** 

cassava 1.443*** 2.464*** 

 (0.108) *** (0.220) *** 

millet 1.740*** 3.017*** 

 (0.114) *** (0.243) *** 

sifted -0.122*** -0.267*** 

 (0.070) *** (0.113) *** 

fortified 0.569*** 0.749*** 

 (0.069) *** (0.114) *** 

money (KSh) -0.020*** -0.033*** 

 (0.001) *** (0.002) *** 

labour (hours) -1.367*** -2.710*** 

  (0.055) *** (0.212) *** 

Scale θ   

MPV x HYP  -0.760*** 

 
 (0.108) *** 

LPV x HYP  -1.225*** 

 
 (0.127) *** 

LPV x CONSEQ  -0.307*** 

 
 (0.095) *** 

LL -2257*** -2186*** 

Observations 2688*** 2688*** 
Standard errors in parentheses 
* p<0.10; ** p<0.05; *** p<0.01 

MPV = money as payment vehicle 
LPV = labour as payment vehicle 
HYP = hypothetical 
CONSEQ = consequential 

HCL-1 is a heteroscedastic conditional logit model which allows investigation of scale 

differences across treatments (Carlsson and Johansson-Stenman, 2010). Respondents in 

the consequential treatment (CONSEQ) with monetary PV (MPV) are used as the 

reference group (i.e. λMPV-CONSEQ is normalised to 1). As λn is parametrised as exp(θZn) 

(see Section 2.5.2), a test for θ=0 is a test for error variance being constant across 

treatments. If θ is significantly smaller (greater) than 0, then λn is significantly smaller 

(greater) than 1. As shown in Table 2.5, the estimated scale parameter θ is negative and 

highly significant for all the treatment groups indicating that respondents in the 
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reference group (MPV-CONSEQ) have lower error variance (since λ is inversely related 

to the variance of the error term). Respondents thus appear to be making more 

consistent choices when choices are consequential and when the PV is money. When 

comparing the magnitude of the scale terms, it appears that the hypothetical nature of 

the DCE contributes more to increased error variance than a labour PV since θMPV-HYP is 

greater (in absolute value) than θLPV-CONSEQ (a test of equality gives χ2 = 13.35). 

Table 2.6: Choice models (with treatment-specific interaction terms) 

  HCL-2*** G-MNL-1*** 

HYP x maize 1.950*** 12.178*** 

 (0.192)*** (2.581)*** 

HYP x sorghum 2.012*** 11.689*** 

 (0.187)*** (2.475)*** 

HYP x cassava 1.908*** 11.789*** 

 (0.198)*** (2.506)*** 

HYP x millet 2.030*** 12.016*** 

 (0.204)*** (2.578)*** 

HYP x sifted -0.172*** -0.521*** 

 (0.105)*** (0.415)*** 

HYP x fortified 0.753*** 1.073*** 

 (0.106)*** (0.527)*** 

HYP x money -0.018*** -0.122*** 

 (0.001)*** (0.026)*** 

HYP x labour -1.294*** -9.519*** 

 (0.106)*** (1.978)*** 

CONSEQ x maize 2.706*** 46.189*** 

 (0.241)*** (11.618)*** 

CONSEQ x sorghum 2.670*** 43.047*** 

 (0.216)*** (10.647)*** 

CONSEQ x cassava 2.193*** 40.168*** 

 (0.225)*** (10.253)*** 

CONSEQ x millet 2.878*** 46.644*** 

 (0.249)*** (11.923)*** 

CONSEQ x sifted -0.241*** -3.535*** 

 (0.130)*** (2.456)*** 

CONSEQ x fortified 0.479*** 3.965*** 

 (0.127)*** (1.852)*** 

CONSEQ x money -0.033*** -0.527*** 

 (0.002)*** (0.128)*** 

CONSEQ x labour -2.760*** -50.486*** 

  (0.210)*** (11.692)*** 

continued on next page 
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Scale θ   

LPV -0.316*** -0.440*** 

  (0.083)*** (0.109) *** 

τ  1.526*** 

  (0.108)*** 

γ  0.647*** 

  (0.097)*** 

standard deviations   

HYP x maize  3.946*** 

  (0.764)*** 

HYP x sorghum  4.158*** 

  (0.804)*** 

HYP x cassava  3.746*** 

  (0.688)*** 

HYP x millet  4.561*** 

  (0.858)*** 

HYP x sifted  2.833*** 

  (0.526)*** 

HYP x fortified  5.077*** 

  (0.951)*** 

CONSEQ x maize  11.361*** 

  (3.010)*** 

CONSEQ x sorghum  11.687*** 

  (3.036)*** 

CONSEQ x cassava  10.230*** 

  (3.366)*** 

CONSEQ x millet  12.027*** 

  (3.050)*** 

CONSEQ x sifted  6.917*** 

  (1.753)*** 

CONSEQ x fortified  9.592*** 

  (2.519)*** 

LL -2123*** -1710*** 

Observations 2688*** 2688*** 
Standard errors in parentheses 
* p<0.10; ** p<0.05; *** p<0.01 

LPV = labour as payment vehicle 
HYP = hypothetical 
CONSEQ = consequential 

 

In HCL-2 and G-MNL-1, we estimate treatment-specific utility weights (rather than 

additive interaction terms) for the hypothetical (HYP) and the consequential (CONSEQ) 

subsamples, respectively. In G-MNL-1, we further estimate correlated random 

parameters for all non-price attributes to test for taste heterogeneity. We used 500 
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draws and multiple starting points to ensure convergence at the global maximum (Gu et 

al., 2013). The final model is estimated using starting values based on estimation of an 

uncorrelated G-MNL model. 

In G-MNL-1 all mean parameters, with the exception of sifted, are significant and 

with the expected signs. In both the hypothetical and the consequential treatments, 

respondents prefer a bag of flour (maize, sorghum, cassava or millet) over the no 

purchase option, they obtain positive utility from flour that is fortified (although HYP x 

fortified and CONSEQ x fortified are significant at the 5% level only) and they dislike 

higher prices both in terms of money and labour. As in Table 2.5, the average respondent 

appears to be indifferent with regards to whether the flour is sifted or unsifted. 

The scale parameter τ is positive and significant in G-MNL-1 confirming scale 

heterogeneity in the data. This is in addition to differences in scale between the two 

PVs. The estimated scale parameter θ is negative and highly significant (p < 0.01) in both 

HCL-2 and G-MNL-1 for the LPV group (i.e. the subgroup of respondents who were 

presented with choice tasks where labour was used as the PV). As in HCL-1 respondents 

thus appear to be making more consistent choices (the error variance is lower because 

λLPV = exp(-0.440) = 0.644 < 1) when the PV is money. 

The parameter γ is estimated at 0.647 which implies that the variance of residual 

taste heterogeneity is varying less than proportionally with scale. Finally, standard 

deviations for the random parameters are all significant which means that respondents 

have heterogeneous preferences with respect to the non-price attributes. 

2.7.1 WILLINGNESS TO PAY AND WILLINGNESS TO WORK 

In Table 2.7, we calculate WTP and WTW using the utility weights from G-MNL-1 in 

Table 2.6 and the delta method is utilized to estimate standard errors (Hole, 2007a). 

Estimates of WTP and WTW are calculated separately for respondents in the 

hypothetical and consequential treatments and HB is defined as the ratio of the two 

(Murphy et al., 2005). We calculate WTP, WTW and HB for each of the 16 composite 

products generated by our study design. The monetary values in the WTP columns are 

essentially estimated market prices for the different types of flour (2kg bags). The 

difference in HB when the PV is labour versus when the PV is money and the associated 

standard errors (in parentheses) are presented in the last column of Table 2.7. As shown, 



70 
 

HB is 26 to 31 percentage points higher when the PV is labour and this difference is 

significant for all flour combinations at least at the 5% level. 

Table 2.7: WTP, WTW and HB by product type 

 WTP  WTW   

 HYP CONSEQ HBmoney HYP CONSEQ HBlabour HBlabour - HBmoney 

maize        

unsifted, unfortified 100 88 1.14*** 77 55 1.40*** 0.26*** 

 (5) (3) (0.07) *** (5) (4) (0.13)*** (0.10) *** 

unsifted, fortified 108 95 1.14*** 84 60 1.40*** 0.26*** 

 (5) (4) (0.07) *** (5) (5) (0.14) *** (0.11) *** 

sifted, unfortified 95 81 1.18*** 73 51 1.45*** 0.27*** 

 (4) (4) (0.07) *** (4) (2) (0.11) *** (0.10) *** 

sifted, fortified 104 89 1.18*** 80 55 1.45*** 0.27*** 

 (4) (3) (0.05) *** (5) (3) (0.11) *** (0.11) *** 

sorghum        

unsifted, unfortified 96 82 1.17*** 74 51 1.44*** 0.27*** 

 (5) (3) (0.07) *** (4) (3) (0.12) *** (0.10) *** 

unsifted, fortified 104 89 1.17*** 80 56 1.44*** 0.27*** 

 (5) (3) (0.07) *** (5) (4) (0.13) *** (0.11) *** 

sifted, unfortified 91 75 1.22*** 70 47 1.50*** 0.28*** 

 (5) (4) (0.09) *** (5) (2) (0.11) *** (0.10) *** 

sifted, fortified 100 83 1.21*** 77 52 1.49*** 0.28*** 

 (5) (3) (0.07) *** (5) (2) (0.11) *** (0.11) *** 

cassava        

unsifted, unfortified 96 76 1.27*** 74 48 1.56*** 0.29*** 

 (4) (3) (0.07) *** (4) (4) (0.14) *** (0.12) *** 

unsifted, fortified 105 84 1.26*** 81 52 1.55*** 0.29*** 

 (6) (4) (0.09) *** (5) (5) (0.16) *** (0.12) *** 

sifted, unfortified 92 70 1.33*** 71 44 1.63*** 0.31*** 

 (4) (3) (0.08) *** (4) (2) (0.12) *** (0.11) *** 

sifted, fortified 101 77 1.31*** 78 48 1.61*** 0.30*** 

 (5) (3) (0.09) *** (5) (3) (0.14) *** (0.12) *** 

millet        

unsifted, unfortified 98 89 1.11*** 76 55 1.37*** 0.26*** 

 (5) (3) (0.07) *** (5) (4) (0.12) *** (0.10) *** 

unsifted, fortified 107 96 1.11*** 83 60 1.37*** 0.26*** 

 (6) (4) (0.07) *** (6) (5) (0.14) *** (0.10) *** 

sifted, unfortified 94 82 1.15*** 72 51 1.41*** 0.26*** 

 (4) (3) (0.07) *** (4) (2) (0.10) *** (0.10) *** 

sifted, fortified 103 89 1.15*** 79 56 1.42*** 0.27*** 

 (5) (2) (0.06) *** (5) (3) (0.11) *** (0.10) *** 

Standard errors in parentheses 

* p<0.10; ** p<0.05; *** p<0.01 

WTP is in KSh and WTW is in minutes 

In the HBPV columns, we test H0: HBPV = 1 
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Figure 2.1 shows calculations of WTP and WTW along with their 95% confidence interval 

for each of the attributes. WTP and WTW for the attributes maize, sorghum, cassava 

and millet are for 2kg bags of unsifted, unfortified flour and these estimates are thus 

equivalent to the estimates in Table 2.7 rows 1, 5, 9 and 13, respectively. Respondents 

in the hypothetical treatment with money as the PV are, on average, WTP more for all 

four crop types although the difference is insignificant for millet (at the 10% level) and 

significant at the 5% level only for maize and sorghum as indicated by the overlapping 

confidence intervals (see Figure 2.1a). Similarly, as shown in Figure 2.1b, the average 

respondent in the hypothetical treatment with labour as the PV is WTW more for all four 

crop types and this difference is significant at the 1% level for both maize, sorghum, 

cassava and millet. With the exception of millet when money is used as the PV, we thus 

find substantial evidence of HB. There is, however, no significant difference in WTP and 

WTW between hypothetical and consequential treatments for the attributes sifted and 

fortified and thus no evidence of HB, for the average respondent, when considering 

these two attributes in isolation. 

Figure 2.1: WTP and WTW by attribute 

 

 

 

 

 



72 
 

Figure 2.1: WTP and WTW by attribute (continued from previous page) 

 

We further test for equality of HB across attributes (Hypotheses 2A and 2B) but 

reject all pairwise tests, for both PVs, between the unfamiliar attribute fortified and each 

of the familiar non-cost attributes (maize, sorghum, cassava, millet, sifted). Table 2.8 

presents HB calculated for each non-cost attribute (familiar and unfamiliar) along with 

the associated 95% confidence intervals. As shown, the confidence intervals for the 

unfamiliar attribute fortified and each of the familiar non-cost attributes are overlapping 

for both PVs. Attribute familiarity thus seems to have no effect on the magnitude of HB. 

Table 2.8: HB by attribute 

 MPV LPV 

maize 1.14 1.40 

 [1.00;1.27] [1.15;1.64] 
sorghum 1.17 1.44 

 [1.03;1.31] [1.21;1.67] 
cassava 1.27 1.56 

 [1.13;1.40] [1.29;1.82] 
millet 1.11 1.37 

 [0.97;1.25] [1.13;1.60] 
sifted 0.64 0.78 

 [-0.62;1.89] [-0.79;2.35] 
fortified 1.17 1.44 
  [-0.11;2.44] [-0.19;3.06] 
95% confidence interval in square brackets 
LPV = labour as payment vehicle 
MPV = money as payment vehicle 
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2.7.2 WILLINGNESS TO PAY FOR FORTIFIED FLOUR 

The average respondent in the consequential treatment with money as the PV is 

WTP a premium of 8 KSh for 2kg fortified flour. At the time of the study, the market price 

for maize flour was 85–110 KSh per 2 kg flour depending on the season, weather events, 

brand (for packaged flour) and perceived quality of the crops (for unpackaged flour). The 

average respondent is thus WTP a premium of about 8% of the market price for fortified 

flour.  

Perhaps of greater value than an average effect is information on the potential 

market share at different price premiums. To this end, we use respondent-specific 

coefficients derived from the G-MNL model in Table 2.6 (G-MNL-1) to produce 

individual-level estimates of WTP for the attribute fortified. In Table 2.9, we report the 

market penetration at different price points. The results are reported for the 

consequential treatment with money as the PV in aggregate and disaggregated by 

location (rural and urban). 

Table 2.9: Share of respondents WTP for the attribute fortified 

 % WTP 

premium all rural urban 

0 KSh 0.63 0.66 0.59 
5 KSh 0.57 0.60 0.51 
10 KSh 0.43 0.46 0.37 
15 KSh 0.33 0.36 0.28 
20 KSh 0.27 0.27 0.27 
25 KSh 0.23 0.24 0.22 
30 KSh 0.19 0.20 0.18 

 

The results in Table 2.9 demonstrate high levels of preference heterogeneity for 

fortified flour (as also evident from the significant standard deviations in G-MNL-1, Table 

2.6). 63% of the respondents in the consequential treatment with money as the PV are 

WTP a premium for fortified flour. Over half of the sample would buy fortified flour with 

a price premium of 5 KSh or less and one third of the respondents are WTP at least 15 

KSh premium per 2 kg fortified flour. It is further evident from Table 2.9 that our results 

suggest greater market penetration for rural respondents compared to urban 

respondents at all price points.     
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2.8 DISCUSSION AND CONCLUSIONS 

This paper has reported the design and implementation of a consequential multi-

attribute DCE field study concerning fortified flour in Kenya. Unlike previous 

consequential DCEs in developing countries, we included a high number of attributes 

and levels yielding a total of 16 composite products. While our design came with some 

practical challenges around having to make the composite products available to 

respondents ex post, we argue that there is greater confidence in inferences drawn from 

a multi-attribute consequential DCE which more closely resembles typical (hypothetical) 

DCEs and market exchange. 

To investigate the impact of the choice of the PV on HB, respondents were randomly 

assigned to one of four treatments where purchase decisions were either hypothetical 

or consequential and the PV was either money or labour. This is (to our knowledge) the 

first study examining the magnitude of HB in a DCE with labour contributions and the 

first study investigating the impact of the choice of PV (money or labour prices) on HB. 

Our study yields several findings that are relevant for researchers using DCEs as well as 

for aid agencies and policymakers in developing countries. 

We find that respondents, on average, are WTP approximately 8% of the market 

price for fortified flour. More than half of the rural respondents (66%) are WTP a 

premium for having their flour fortified. This is a relevant finding for aid agencies who 

fund food fortification programmes aimed at improving access to nutrient rich food 

amongst the rural poor. Our results demonstrate high demand for fortified flour in rural 

(and urban) communities thus encouraging efforts to strengthening the capacity of 

posho mills to fortify flour. 

When comparing hypothetical and consequential purchase choices, we find that 

consumers in Kenya overstate their WTP for 14 out of 16 flour types by 14 to 33 percent. 

This is lower than the median level of HB of 39 percent reported in a recent meta-

analysis by Penn and Hu (2018) and much lower than other HB studies in developing 

countries. Alemu and Olsen (2018) find that participants in Kenya are WTP three to six 

times more when purchase decisions are hypothetical compared to when purchase 

decisions are consequential. Similarly, Chowdhury et al. (2011) find that respondents in 

Uganda overstate their WTP by a factor of up to nearly 5 for bio-fortified potatoes. They 

find that the scale of HB is lower for more familiar potato varieties – a finding consistent 
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with a meta-analysis by Schläpfer and Fischhoff (2012) concluding that experience with 

the product reduces HB. We find, however, no statistically significant difference in the 

scale of HB between the familiar attributes (maize, sorghum, cassava, millet, sifted) and 

the unfamiliar attribute (fortified) for either payment vehicle (PV). This suggests that 

attribute (un)familiarity has no effect on the magnitude of HB and we thus fail to reject 

Hypotheses 2A and 2B. Of course a categorisation of attributes as (un)familiar is crude 

and the degree of familiarity will differ across respondents within a study and across 

attributes between studies.  

We compute HB as the ratio of consequential to hypothetical contributions (money 

or labour) for each of the 16 flour types generated by our study design and find that HB 

is 26 to 31 percentage points higher when the PV is labour compared to when the PV is 

money. A common finding in the stated preference literature in developing countries 

(see Hagedoorn et al., 2020 for a recent review) is that the monetised value of 

hypothetical labour contributions exceeds estimated WTP. A possible cause put forward 

e.g. by Ando et al. (2020) is that labour payments cause higher levels of HB. We find 

evidence supporting this claim thus rejecting our Hypothesis 1 – HB is consistently higher 

when consumers are asked to contribute labour instead of money and the difference is 

significant at least at the 5% level. This finding has important implications for 

researchers using stated preference methods in developing countries because monetary 

payments seem to outperform labour payments with respect to HB and thus serve as a 

cautionary note for those advocating for the use of labour as PV. 

When looking at choice consistency across treatments, we find further support for 

the use of monetary payments. Respondents make more consistent choices when the 

PV is money which means we reject Hypothesis 3 – error variance varies across 

treatments. This is consistent with a DCE study in Ghana where Vondolia and Navrud 

(2018) find that non-monetary PVs (labour and in-kind) exhibit higher degrees of 

uncertainty. Gibson et al. (2016), in contrast, find no difference in choice consistency 

between labour and monetary treatments in a DCE study about improved drinking water 

quality in Cambodia.  

The PV-HB tests in a developing country setting are in part motivated by the 

argument that labour as the PV is particularly well suited to more subsistence-oriented 

economies. Given this literature, we would have liked to test for variations in HB, using 
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different PVs, as a function of the extent of respondents’ integration with monetised 

economic activities. In particular, whether the magnitude of HB, using money and labour 

as PVs, differs between an urban area (Kibera, Nairobi) and a mixed subsistence-cash 

local economy in a rural area (Nyamira/Kisii). While we find a numerical difference in HB 

between the two PVs for the rural subsample of similar magnitude to the aggregate 

sample, estimates are too imprecise (likely due to sample size issues and associated 

standard errors) and the difference is only (very) weakly significant (0.10 < p < 0.11) for 

all 16 flour types (the results are presented in Appendix B2). Investigation of such 

differences, via studies with the necessary sample sizes and statistical power, seems 

worthy of consideration. 

The primary research question addressed in this paper is whether HB is reduced by 

the use of non-monetary prices. This is a pertinent question given the increasing use of 

labour as PV in stated preference studies. We find that HB is higher when the PV is labour 

compared to when a monetary PV is used. This suggests that the recurrent finding that 

the monetised value of hypothetical labour contributions exceeds estimated WTP is (at 

least partly) due to differences in HB. How much of the gap, identified in many papers, 

between monetised WTW and WTP is due to differences in HB cannot be resolved by 

one study. Given that papers (see e.g. Hagedoorn et al., 2020) have found monetised 

labour values up to 20 times larger than WTP, a difference of a different order of 

magnitude to the HB difference identified in this paper, there are likely to be additional 

factors contributing to this difference between WTP values derived from the two PVs. 
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A2 APPENDIX: SURVEY INFORMATION 

Figure A2.1: Kibera 

 

Figure A2.2: Kisii 
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Figure A2.3: Flour production 

 

Figure A2.4: Research assistants and produced flour bags 
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Figure A2.5: Sample choice task (labour as the payment vehicle) 

 

 

Figure A2.6: Sample choice task (money as the payment vehicle) 
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Figure A2.7: Seed sorting 
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Appendix A2.8: Participation information sheet 

 
This PIS should be read in conjunction with the University of Manchester Privacy 
Notice. 
 
You are being invited to take part in a research study that is part of a student project. 
Before you decide whether to take part, it is important for you to understand why the 
research is being conducted and what it will involve. Please ask if there is anything that 
is not clear or if you would like more information.  
 
Who will conduct the research?  
This research is conducted by Camilla Knudsen (PhD student in the School of Social 
Sciences at the University of Manchester) in collaboration with her supervisors Prof Dan 
Rigby and Dr Prasenjit Banerjee 
 
What is the purpose of the research?  
To investigate what kind of ugali people prefer. 
 
Who takes part in the survey?  
About 200 adults from Kibera Sub-County and about 200 adults from Nyamira County 
 
Why have I been invited to participate? 
You have been invited to participate because your answers to the pre-screen 
questionnaire indicate that you meet the inclusion criteria for the study. You have been 
approached following a systematic random sampling strategy. 
 
What would I be asked to do if I took part?  
In the survey you will be asked  

 questions about you and your household 

 questions about how much and what kind of ugali you eat 

 to make some choices about different types of flour 
 
You may be invited to take part in a follow-up event but this is completely voluntary and 
you do not have to decide if you want to participate in the follow-up event at this stage. 
 
What will happen to my personal information?  
Data will be securely stored in electronic format at the University of Manchester and 
only the research team will have access to this information. Your data will be identified 
by a unique survey number, and not by your name. However, for practical reasons, you 
will be asked to show your personal ID and we will note down your name on a piece of 
paper along with your unique survey number. This piece of paper will be destructed as 
soon as the follow-up event has taken place. You will also be asked if would be happy to 
provide your mobile number which we will use to send you at most two reminders about 
the follow-up event. However, if you wish not to receive any reminders then you will 
not have to provide your mobile number. If you do submit your mobile number then it 
will be kept safe along with your name and the details will be destroyed as soon as the 
follow-up event has taken place. 
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What happens if I do not want to take part or if I change my mind?  
It is up to you to decide whether or not to take part. If you do decide to take part you 
will be given this information sheet to keep and be asked to give verbal consent. If you 
decide to take part you are still free to withdraw at any time without giving a reason and 
without detriment to yourself. However, it will not be possible to remove your data from 
the project once it has been anonymised and forms part of the dataset as we will not be 
able to identify your specific data. This does not affect your data protection rights.  
 
Will my data be used for future research? 
When you agree to take part in a research study, the information about you may be 
provided to researchers running other research studies in this organisation. This 
information will not identify you and will not be combined with other information in a 
way that could identify you.   
 
Will I be paid to participate in the research?  
No but you will be able to select a small gift from a list of available gifts. The selected 
gift will have to be collected at [location] between [time] and [time] on [date], [date] or 
[date]. 
 
What is the duration of the research?  
If you agree to participate, it will take approximately 20 minutes to complete the 
survey. The follow-up event, if you are invited and if you agree to attend, will take up 
to 4 hours. 
 
Will the outcomes of the research be published?  
The results may be presented at scientific conferences or in a journal article. 
 
What if I want to make a complaint? 
If you have a minor complaint then you need to talk to the interviewer or contact the 
researchers in the first instance (see contact details below). 
 
Camilla Knudsen 
Telephone: +254 727 365 308 
Email: camilla.knudsen@manchester.ac.uk 
 
Dan Rigby 
Telephone: +44 (0) 161 275 4808 
Email: dan.rigby@manchester.ac.uk 
 
If you wish to make a formal complaint or if you are not satisfied with the response you 
have gained from the researchers in the first instance then please contact the Research 
Governance and Integrity Manager (see contact details below). 
  
The Research Governance and Integrity Manager 
Research Office 
Christie Building 
University of Manchester 
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Oxford Road 
Manchester 
M13 9PL 
Email: research.complaints@manchester.ac.uk   
Telephone: +44 (0) 161 275 2674 
 
 
 

Appendix A2.9: Pre-screening survey 

 

 How old are you? 
The participant should be at least 18 years old 
 

 How often do you eat ugali? 
The participant must be consuming ugali at least a couple of times per month. 
 

 Do you visit this area frequently? 
The participant must either live nearby (i.e. within a walking distance of 15 minutes) or 
visit the area frequently (i.e. at least once a week) because of for example work or to 
visit relatives.  

 

 

Appendix A2.10: Interview procedure 

 

You should always wear the name tag provided and carry the following with you: 
- Tablet (always keep the tablet in your bag until you begin the survey) 
- Permission letter from local authorities 
- Copies of the Participant Information Sheet 
- Duplicate book for creating vouchers + writing tools 
- Designated folder for storing vouchers until collected by or delivered to the 

researcher 
 
Recruiting participants 
You should approach participants (according to the strategy agreed with researchers) 
and do the following: 
- Greet the person 
- State your name 
- Tell the person that you are looking to interview him/her about ugali 
- Tell the person that you have a short pre-screen questionnaire that will determine if 

the he/she is eligible to take part 
- Tell the person that if he/she is eligible then you will provide them with further 

information about the survey and he/she can decide if they want to take part 
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If a person agrees to answer the pre-screen questionnaire, take him/her through the 
questions. If a person does not satisfy the criteria of one of the screening questions, 
briefly explain to the person why he/she is ineligible and thank the person for his/her 
time. 
If a person fulfils the criteria of the pre-screen questionnaire, give the person a copy of 
the PIS (to keep) and ask him/her if he/she prefers to read it on his/her own or if he/she 
prefers to have it read aloud by the interviewer. Ask the person if he/she has any 
questions. Allow the person to take up to 30 minutes, if needed, to consider if he/she 
wants to take part while you recruit/interview someone else. 
 
Interviewing participants 
You should guide the participant through the survey (following the procedures discussed 
during the training sessions) and record answers on the tablet. You should always allow 
the participant to see the screen of the tablet (also if the person is illiterate). 
When you write the voucher (either for a gift only or for a gift and collection/payment 
of flour), ask the person for his/her ID. Add the person’s full name on the voucher. If the 
person asks, repeat the message from the PIS about what will happen to the voucher. 
Tell the person that he/she has to collect the flour (and/or gift) himself/herself. Give 
back the ID and keep our copy of the voucher in the designated folder. 
Collection/payment of flour and collection of participation gift 
When a person arrives to collect and pay/work for flour and/or collect the gift, confirm 
the details on the voucher with our copy of the voucher and double-check the name 
with the person’s ID. Keep collected vouchers in the designated folder (participants 
should not keep them). 
If a participant is collecting a gift only, give him/her the selected gift and a copy of the 
debriefing note. Ask the participant if he/she wishes to have the note read aloud. Read 
the note aloud, if required. Thank the participant for his/her participation. 
If a participant is also collecting and paying/working for flour, give him/her the selected 
gift and ask the following: 
“You agreed to work/pay X hours/KSh for a bag of 2 kg flour (add specifications of the 
flour). Are you still willing to work/pay this amount of hours/KSh to receive that bag of 
flour?” 
If the participant has changed his/her mind about the purchase, give him/her a copy of 
the debriefing note. Ask the participant if he/she wishes to have the note read aloud. 
Read the note aloud, if required. Thank the participant for his/her participation and add 
the following note on the voucher: “opt out”. 
If the participant continues to be willing to pay/work X KSh/hours, do the following: 
- If the participant committed to pay a certain amount, collect the agreed amount and 

give the flour. Give him/her a copy of the debriefing note. Ask the participant if 
he/she wishes to have the note read aloud. Read the note aloud, if required. Thank 
the participant for his/her participation and add the following note on the voucher: 
“collected” 

- If the participant committed to work a certain amount of hours, initiate the work 
task and keep time (practical details to be determined on the ground). Ensure that 
the participant is aware that he/she will have to work the total amount of agreed 
time in order to get the flour. Give respondents the opportunity to leave and come 
back (the time should be paused while the respondent is away). Once the agreed 
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amount of time is completed, give the flour. Give him/her a copy of the debriefing 
note. Ask the participant if he/she wishes to have the note read aloud. Read the note 
aloud, if required. Thank the participant for his/her participation and add the 
following note on the voucher: “collected” 

 

 

Appendix A2.11: Debriefing note 

Thank you for having taken the time to participate in this research. You can read more 
about the aims of the study below, if you are interested. 
You will have been making choices about different types of flour that had either a 
monetary price (i.e. a certain amount of KSh that you would be required to pay) or a 
non-monetary price (i.e. a certain amount of time that you would be required to work). 
In addition, you will have been asked to make either hypothetical choices (i.e. where no 
actual purchase takes place) or non-hypothetical choices (i.e. where one of the choices 
is selected at random to be enforced and an actual purchase may take place). 
Participants were randomly assigned to one of these different versions of the survey. 
 
What is the aim of the study? 
The aim of the survey is twofold: 
1. To see if people are willing to pay/work a premium for flour that has been fortified. 
2. To see if there is a difference between the average willingness to pay/work between 

people who answered the hypothetical version and people who answered the non-
hypothetical version (i.e. to see if people in the hypothetical version overestimate 
their willingness to pay/work when their answers are purely hypothetical). 

 
What if I have questions or want to make a complaint? 
If you have any questions about the research or if you have a minor complaint then you 
need to contact the student researcher in the first instance (see contact details below). 
 
Camilla Knudsen 
Telephone: +254 727 365 308 
Email: camilla.knudsen@manchester.ac.uk 
 
If you wish to make a formal complaint or if you are not satisfied with the response you 
have gained from the researchers in the first instance then please contact the Research 
Governance and Integrity Manager (see contact details below). 
  
The Research Governance and Integrity Manager 
Research Office 
Christie Building 
University of Manchester 
Oxford Road 
Manchester 
M13 9PL 
Email: research.complaints@manchester.ac.uk   
Telephone: +44 (0) 161 275 2674 
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B2 APPENDIX: ESTIMATION WITH SITE-SPECIFIC INTERACTION TERMS 

We investigate whether the magnitude of HB, using money and labour as PVs, differs 

between an urban area (Kibera, Nairobi) and a mixed subsistence-cash local economy in 

a rural area (Nyamira/Kisii). These PV-HB tests between rural and urban populations are 

in part motivated by the argument that labour as the PV is particularly well suited to 

more subsistence-oriented economies. The urban-rural split is, however, not just 

important in relation to the investigation of the effects of different PVs but in the 

consideration of HB in general. For example, an important consideration when applying 

benefit-transfer techniques is whether the presence and scale of HB is stable across 

locations. Ehmke et al. (2008) argue that most studies make ‘panhuman’ assumptions 

when focusing on economic and sociodemographic drivers of HB, paying little attention 

to cultural differences. They tested this in a multinational HB contingent valuation study 

and found significant differences in the scale of HB between China, France, Niger and 

the United States, thus rejecting (untested) assumptions about the panhuman nature of 

HB. The analysis presented below extends this logic further by testing pan-national 

assumptions about the scale of HB. 

In Table B2.1, we treat sifted and fortified as random variables and interact all 

attributes with site-specific indicator variables. This enables us to estimate WTP, WTW 

and HB for the rural and the urban subgroup separately (see Table B2.2 and Figure B2.1). 
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Table B2.1: Site-specific G-MNL model 

 G-MNL-2*** 

HYP x maize x rural 6.514*** 

 (1.696)*** 

HYP x sorghum x rural 6.358*** 

 (1.625) *** 

HYP x cassava x rural 6.178*** 

 (1.596) *** 

HYP x millet x rural 7.313*** 

 (1.905) *** 

HYP x sifted x rural -1.558*** 

 (0.525) *** 

HYP x fortified x rural 2.303*** 

 (0.723) *** 

HYP x money x rural -0.068*** 

 (0.017) *** 

HYP x labour x rural -4.811*** 

 (1.236) *** 

HYP x maize x urban 7.405*** 

 (2.058)*** 

HYP x sorghum x urban 7.184*** 

 (1.952) *** 

HYP x cassava x urban 7.598*** 

 (2.050) *** 

HYP x millet x urban 7.096*** 

 (1.951) *** 

HYP x sifted x urban 0.057*** 

 (0.499) *** 

HYP x fortified x urban 0.025*** 

 (0.643) *** 

HYP x money x urban -0.066*** 

 (0.017) *** 

HYP x labour x urban -7.367*** 

 (2.030) *** 

CONSEQ x maize x rural 14.568*** 

 (3.907) *** 

CONSEQ x sorghum x rural 16.154*** 

 (4.227) *** 

CONSEQ x cassava x rural 13.746*** 

 (3.577) *** 

CONSEQ x millet x rural 17.272*** 

 (4.512) *** 

CONSEQ x sifted x rural -2.342*** 

 (0.916) *** 

CONSEQ x fortified x rural 1.508*** 

 (0.816) *** 

continued on next page  
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CONSEQ x money x rural -0.210*** 

 (0.053) *** 

CONSEQ x labour x rural -17.744*** 

 (4.647) *** 

CONSEQ x maize x urban 7.237*** 

 (1.854) *** 

CONSEQ x sorghum x urban 5.589*** 

 (1.431) *** 

CONSEQ x cassava x urban 5.687*** 

 (1.436) *** 

CONSEQ x millet x urban 6.493*** 

 (1.706) *** 

CONSEQ x sifted x urban 0.188*** 

 (0.419) *** 

CONSEQ x fortified x urban 0.416*** 

 (0.468) *** 

CONSEQ x money x urban -0.071*** 

 (0.018) *** 

CONSEQ x labour x urban -7.367*** 

 (1.852) *** 

Scale θ  

LPV -0.436*** 

  (0.189) *** 

τ 1.423*** 

 (0.139) *** 

γ 0.414*** 

 (0.119) *** 

Standard deviations  

HYP x sifted x rural 1.668*** 

 (0.416) *** 

HYP x fortified x rural 3.422*** 

 (0.741) *** 

HYP x sifted x urban 2.114*** 

 (0.654) *** 

HYP x fortified x urban 3.600*** 

 (1.001) *** 

CONSEQ x sifted x rural 2.481*** 

 (0.837) *** 

CONSEQ x fortified x rural 3.908*** 

 (1.068) *** 

CONSEQ x sifted x urban 1.422*** 

 (0.530) *** 

CONSEQ x fortified x urban 2.055*** 

 (0.554) *** 

LL -1842*** 

Observations 2688*** 

Standard errors in parentheses 
* p<0.10; ** p<0.05; *** p<0.01 
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Table B2.2: WTP, WTW and HB by product type and by site 

 WTP  WTW   

 HYP CONSEQ HBmoney HYP CONSEQ HBlabour HBlabour - HBmoney 

RURAL        

maize        

unsifted, unfortified 96 69 1.39*** 81 49 1.65*** 0.26*** 

 (6) (5) (0.14) *** (7) (3) (0.18)*** (0.16) *** 

unsifted, fortified 130 76 1.70*** 110 54 2.02*** 0.32*** 

 (8) (5) (0.16) *** (9) (4) (0.22) *** (0.20) *** 

sifted, unfortified 73 58 1.26*** 62 41 1.50*** 0.24*** 

 (6) (6) (0.16) *** (7) (4) (0.21) *** (0.14) *** 

sifted, fortified 107 65 1.64*** 91 46 1.95*** 0.31*** 

 (8) (5) (0.19) *** (8) (4) (0.25) *** (0.19) *** 

sorghum        

unsifted, unfortified 94 77 1.22*** 79 55 1.45*** 0.23*** 

 (5) (5) (0.10) *** (7) (3) (0.14) *** (0.14) *** 

unsifted, fortified 128 84 1.52*** 108 60 1.81*** 0.28*** 

 (8) (5) (0.13) *** (9) (4) (0.19) *** (0.17) *** 

sifted, unfortified 71 66 1.08*** 60 47 1.28*** 0.20*** 

 (7) (5) (0.14) *** (7) (3) (0.17) *** (0.12) *** 

sifted, fortified 105 73 1.44*** 89 52 1.71*** 0.27*** 

 (8) (6) (0.16) *** (9) (4) (0.22) *** (0.17) *** 

cassava        

unsifted, unfortified 91 65 1.40*** 77 46 1.66*** 0.26*** 

 (5) (4) (0.12) *** (6) (2) (0.16) *** (0.16) *** 

unsifted, fortified 125 72 1.73*** 106 52 2.05*** 0.32*** 

 (9) (5) (0.17) *** (9) (3) (0.23) *** (0.20) *** 

sifted, unfortified 68 54 1.26*** 58 39 1.49*** 0.24*** 

 (7) (5) (0.17) *** (7) (3) (0.21) *** (0.14) *** 

sifted, fortified 102 61 1.67*** 86 44 1.98*** 0.31*** 

 (9) (5) (0.21) *** (9) (4) (0.27) *** (0.19) *** 

millet        

unsifted, unfortified 108 82 1.32*** 91 58 1.56*** 0.25*** 

 (6) (5) (0.11) *** (8) (2) (0.14) *** (0.15) *** 

unsifted, fortified 142 89 1.59*** 120 64 1.89*** 0.30*** 

 (9) (5) (0.13) *** (10) (3) (0.19) *** (0.18) *** 

sifted, unfortified 85 71 1.20*** 72 50 1.42*** 0.22*** 

 (6) (5) (0.12) *** (7) (3) (0.15) *** (0.14) *** 

sifted, fortified 119 78 1.52*** 101 56 1.81*** 0.28*** 

 (8) (5) (0.15) *** (9) (4) (0.20) *** (0.17) *** 

continued on next page  
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URBAN        

maize        

unsifted, unfortified 113 102 1.11*** 60 59 1.02*** –0.08*** 

 (8) (5) (0.10) *** (5) (6) (0.13)*** (0.13) *** 

unsifted, fortified 113 108 1.05*** 61 62 0.97*** –0.08*** 

 (10) (7) (0.12) *** (7) (7) (0.15) *** (0.12) *** 

sifted, unfortified 114 105 1.09*** 61 60 1.00*** –0.08*** 

 (9) (7) (0.11) *** (6) (7) (0.15) *** (0.12) *** 

sifted, fortified 114 110 1.03*** 61 64 0.95*** –0.08*** 

 (12) (9) (0.14) *** (8) (7) (0.17) *** (0.12) *** 

sorghum        

unsifted, unfortified 109 79 1.39*** 59 46 1.29*** –0.11*** 

 (7) (7) (0.15) *** (4) (5) (0.17) *** (0.16) *** 

unsifted, fortified 110 85 1.30*** 59 49 1.20*** –0.10*** 

 (11) (8) (0.18) *** (7) (6) (0.19) *** (0.15) *** 

sifted, unfortified 110 81 1.36*** 59 47 1.25*** –0.10*** 

 (9) (8) (0.17) *** (6) (5) (0.19) *** (0.16) *** 

sifted, fortified 111 87 1.27*** 59 50 1.17*** –0.10*** 

 (13) (10) (0.21) *** (8) (6) (0.22) *** (0.14) *** 

cassava        

unsifted, unfortified 116 80 1.45*** 62 46 1.34*** –0.11*** 

 (7) (6) (0.13) *** (4) (4) (0.14) *** (0.17) *** 

unsifted, fortified 116 86 1.35*** 62 50 1.25*** –0.10*** 

 (10) (9) (0.18) *** (6) (5) (0.19) *** (0.16) *** 

sifted, unfortified 117 83 1.41*** 62 48 1.30*** –0.11*** 

 (8) (8) (0.17) *** (5) (5) (0.18) *** (0.16) *** 

sifted, fortified 117 89 1.32*** 63 51 1.22*** –0.10*** 

 (12) (10) (0.21) *** (8) (6) (0.22) *** (0.15) *** 

millet        

unsifted, unfortified 108 91 1.18*** 58 53 1.09*** –0.09*** 

 (7) (7) (0.12) *** (4) (5) (0.13) *** (0.14) *** 

unsifted, fortified 109 97 1.11*** 58 56 1.03*** –0.08*** 

 (11) (9) (0.15) *** (6) (6) (0.16) *** (0.13) *** 

sifted, unfortified 109 94 1.16*** 58 54 1.07*** –0.09*** 

 (8) (8) (0.14) *** (5) (6) (0.15) *** (0.13) *** 

sifted, fortified 109 100 1.09*** 58 58 1.01*** –0.08*** 

 (13) (10) (0.17) *** (8) (7) (0.18) *** (0.12) *** 

Standard errors in parentheses 

* p<0.10; ** p<0.05; *** p<0.01 

WTP is in KSh and WTW is in minutes 

In the HBPV columns, we test H0: HBPV = 1 
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From Table B2.2 and Figure B2.1, it appears that HB is driven primarily by the rural 

subsample. HB for the urban subsample is insignificant (p > 0.05) for 11 of the 16 flour 

types when money is used as the PV and for 15 out of 16 flour types when labour is used 

as the PV. The rural subsample, on the other hand, exhibits levels of HB that are 

statistically significant (p < 0.05) for almost all flour types using both PVs (12 and 15 out 

of 16 flour types when money and labour is used as the PV, respectively). Rural areas 

(with low degrees of marketisation) thus seem to exhibit higher levels of HB compared 

to urban areas (with high degrees of marketisation) when the PV is money, as 

hypothesised by Gibson et al. (2016), but this marked difference in HB persists when 

labour is used as the PV. Our results suggest that differences in HB between urban and 

rural populations are not explained by varying degrees of marketisation i.e. while rural 

respondents may be less familiar with money as a PV compared to urban respondents 

this is not the main driver of HB. Our results further suggest that the scale of HB is far 

from stable across locations. HB thus has implications not only for stated preference 

practitioners but also for policy makers worldwide who rely on benefit-cost analysis to 

support their decision making.12 

 

 

 

 

 

 

 

 

                                                           
12 See for example the requirement for environmental impact assessments in the European Union as 
outlined in Directive 2011/92/EU and Directive 2001/42/EC; in Australia as outlined in the Environment 
Protection and Biodiversity Conservation Act 1999; and in the United States as outlined in Chapter 2 of the 
Environmental Protection Agency’s Guidelines for Preparing Economic Analyses. 
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Figure B2.1: WTP and WTW by attribute and by site 
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CHAPTER 3 

DO NON-MONETARY PRICES FAVOUR WOMEN? 

3.1 ABSTRACT 

This paper investigates the effects of using a non-monetary price attribute (labour) 

versus a monetary price attribute in a split-sample discrete choice experiment 

concerning improved water infrastructure in rural India. As well as sample average 

effects we test for gender effects in the context of gendered control of financial assets 

in rural India. Respondents were randomly assigned to one of two treatments using 

either money or work as the payment vehicle (PV). At the sample level, we find no 

significant effect of the PV on marginal utilities suggesting that aggregate welfare 

measures and configuration of optimal water projects is unaffected by the choice of the 

PV. At a more disaggregate level, however, we find that women are willing to work more 

but pay less for improvements in water provision compared to men. In societies where 

it is predominantly men who earn and control financial resources, this result can be 

attributed to gender differences in the opportunity cost of time. We argue, however, 

that ‘willingness to pay’ and ‘willingness to work’ as measures of welfare are likely to 

assign unequal social importance to men and women which suggests that the choice of 

PV is non-trivial and necessarily based on value judgments. 

3.2 INTRODUCTION 

Stated preference (SP) studies are increasingly used to estimate economic values of 

non-market goods and services in developing countries. Bennett and Birol (2010) argue 

that such advancement in public policymaking is particularly important in developing 

countries given that the effect of improved decision making is likely to be greater 

compared to developed countries. This study adds to the literature that estimates non-

market values in the developing world. 

The focus of the study is the value of improvements in water supply in rural India 

and specifically the relative value of different benefits which could flow from a national 
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programme of water infrastructure investments. The results thus speak to the 

configuration of the projects within that programme. 

The results presented and discussed are from a discrete choice experiment (DCE) 

designed and administered across nine rural Indian villages. To increase the realism of 

the DCE, we use a pivoted design in which the choice tasks are customised based on 

individual responses to a set of pre-DCE questions. As well as a focus on the substantive 

issue of the value of improvements in water supply, the study speaks to the 

methodological issue of the choice of payment vehicle (PV) in SP studies conducted with 

the rural poor in developing countries. 

3.2.1 CONTEXT AND AIMS 

In 2015, more than 132 million people in rural India did not have access to basic 

water services (World Bank, 2018c). The problem is particularly acute during the 

summer season when many natural water sources dry out. Water scarcity is a life 

threatening issue to millions of people in India and other developing countries yet there 

are more works related to rural connectivity completed under MGNREGA (Mahatma 

Gandhi National Rural Employment Guarantee Act – India’s flagship national rural 

employment scheme) than works related to water conservation (Government of India, 

2018). The aim of this study is to inform decision makers about the economic values of 

the benefits that water projects could deliver and also how that varies with different 

project configurations.  

To estimate the economic value of different water attributes, a DCE is conducted in 

nine rural villages in Chhattisgarh and Odisha. To enable estimation of willingness to pay 

(WTP), DCEs often asks respondents to make trade-offs between nonmarket goods and 

money such that marginal rates of substitution can be calculated. It has been argued, 

however, that monetary PVs are inappropriate in rural developing settings because of 

the subsistence nature of many households in such communities (see for example 

Abramson et al., 2011; Gibson et al., 2016; Meginnis et al., 2020). Due to liquidity 

constraints and lack of experience in monetary markets, economic values are likely to 

be underestimated when rural households are asked about their willingness and ability 

to pay using money as the medium of exchange. To address this problem, researchers 

have adopted a range of non-monetary PVs of which the most popular is labour 
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contributions. In line with this relatively new strand of literature, we randomly assigned 

respondents to one of two treatments using either money or work as the PV. 

We jointly estimate the marginal utilities of time and money and find that there is 

no significant effect of the PV on the coefficients for the non-cost attributes which 

suggests that welfare measures can be estimated using either of the two PVs. However, 

further analysis shows that women, compared to men, are more payment sensitive 

when the PV is money and less payment sensitive when the PV is labour. From this result 

it can be inferred that the relative importance of time and money differs between men 

and women. The choice of PV is, therefore, controversial because willingness to pay 

(WTP) and willingness to work (WTW), as measures of welfare, are likely to assign 

different weight to the preferences of men and women. Choosing money or labour as 

the PV requires value judgment because it is essentially a choice between two different 

distributional weights. Given MGNREGA’s commitment to empower women by ensuring 

high female participation, and the fact that MGNREGA projects are delivered using the 

labour of beneficiaries, the consideration of gender and labour as the means of payment 

for improvements in water provision is particularly pertinent. 

The aim of this study is to: (1) investigate demand for improved water infrastructure 

in India, (2) compare estimates of WTP and WTW for those improvements and (3) 

examine gender differences in the marginal value of the improvements and how the 

choice of PV affects those differences. 

3.3 LITERATURE REVIEW 

3.3.1 NON-MONETARY PAYMENT VEHICLES 

An increasing number of studies in the environmental valuation literature argue that 

monetary payment vehicles are inappropriate when a significant part of the population 

is engaged primarily in subsistence activities (see e.g. Hagedoorn et al., 2020; Kassahun 

et al., 2020; Meginnis et al., 2020). It is estimated that 70 percent of the nearly 900 

million rural residents in India depend primarily on agriculture for their livelihood 

(UNFAO, 2018). Many of these households have limited access to off-farm labour and 

since 82 percent of the rural farmers are small and marginal, they have little or no 

opportunity for generating income. According to data by the World Bank, more than 25 
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percent of the rural population in India lived on less than 1.90 US dollars a day in 2011 

(World Bank, 2018a). Trade involving money will be limited amongst such low-income 

households and the exchange of many goods and services is therefore likely to take 

place using alternative forms of transaction such as barter or work exchange. In this 

context, it is often argued that monetary estimates of WTP provide a poor measure of 

welfare. Surveys that ask liquidity-constrained respondents about their willingness (and 

ability) to pay using money as the medium of exchange risk underestimating the demand 

of the good or service under consideration. When considering their budget constraints, 

low-income households will be able to contribute very little or nothing for a good with 

high benefits. In a contingent valuation study, Brouwer et al. (2009) find, for example, 

that rural households in Bangladesh are willing to pay substantially less for flood risk 

protection compared to the costs of the damage. 60 percent of the respondents refused 

to contribute money to an embankment project but 40 percent of these respondents 

indicated a willingness to contribute either labour or in-kind instead. The use of a non-

monetary payment vehicle in addition to (or instead of) a monetary one is therefore 

likely to reduce zero bids and increase willingness to contribute. Other contingent 

valuation studies finding higher levels of acceptability for labour contributions 

compared to cash contributions are Echessah et al. (1997), Kamuanga et al. (2001), Asrat 

et al. (2004) and Hung et al. (2007). 

In a meta-analysis of 21 contingent valuation studies about water service 

improvements, Abramson et al. (2011) find that WTP is significantly lower in rural areas 

compared to urban areas as well as in smaller rural communities compared to larger 

rural communities. The authors argue that monetary exchange markets are limited in 

areas where population densities are low and differences in WTP estimates are 

therefore likely to reflect inability and potentially inexperience in providing cash 

payments rather than an absence of demand for improved water services. Given that 

the provision of water services in rural areas of developing countries is considerably 

behind that of urban areas (WHO/UNICEF, 2017), it does indeed seem unlikely that the 

demand for water service improvements should be lower in rural areas. 

In an attempt to address the problems of using monetary PVs in low-income 

economies, researchers have adopted a range of non-monetary payment vehicles 

including crops such as rice and maize (Shyamsundar and Kramer, 1996; Sutton et al., 
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2008), everyday household items (Hossack and An, 2015) and meals to labourers (Diafas 

et al., 2017). However, the most common non-monetary PV in stated preference studies 

is labour contributions. All households are faced with decisions about how to allocate 

time between productive (paid or non-paid) and leisure activities which makes time 

contributions a popular alternative to money contributions. A respondent’s willingness 

to allocate time towards receiving a certain good is, ceteris paribus, expected to increase 

with the perceived benefits of that good. 

In order to assess welfare effects by comparing benefits and costs, many studies 

convert labour contributions into monetary contributions. Such task requires an 

estimate of the opportunity cost of contributed time. Most studies use either area or 

sample average wage rates or a fraction thereof (see e.g. Abramson et al., 2011; 

Casiwan-Launio et al., 2011; Arbiol et al., 2013; Vasquez, 2014). A common finding when 

using this approach is that the average respondent is willing to contribute more labour 

than money. 

While the literature comparing monetary and non-monetary PVs is growing, only a 

few papers have addressed the impact of the PV on male and female respondents 

separately. Gender discrimination exists in many contexts in rural India for example in 

relation to property rights (Bhalotra et al., 2019), education (Kaul, 2018) and nutrition 

(Aurino, 2017). In recognition of this vulnerability, many projects and programmes 

include provisions aiming to empower women. MGNREGA stipulates, for example, that 

at least one-third of the beneficiaries should be women. Information about how PVs can 

affect women compared to men is relevant to decision makers who are looking to 

implement gender-equitable or female-favoured policies. 

Existing studies that examine the impact of the PV across gender focus mostly on 

household heads. In an open-ended contingent valuation study amongst household 

heads in rural Kenya, Echessah et al. (1997) found that male-headed households, ceteris 

paribus, are willing to contribute more labour but less money for tsetse control 

compared to female-headed households. The authors do not explore this finding any 

further except in an analysis of the average male- and female- headed household, they 

note that the number of available adult labourers is lower in female-headed households. 

This observation is then used to calculate monetary contributions as a percentage of 

income and labour contributions as a percentage of available labour leading to the 



98 
 

conclusion that female-headed households, mutatis mutandis, are more committed to 

tsetse control. Similarly, Tilahun et al. (2015) find that male-headed households, ceteris 

paribus, are more likely to accept higher bids in a contingent valuation study about 

forest conservation, especially in terms of labour, compared to female-headed 

households. 

Larson et al. (2015) conduct a CV study in Botswana asking respondents to accept 

or decline wildlife conservation jobs with varying wages and varying time commitments. 

They estimate the (dis)utility associated with the work as well as the shadow value of 

time. The reservation wage (minimum wage required to accept the work) is the shadow 

value of time adjusted for the (dis)utility from the work activity. They find that women 

have higher disutility for almost all the different categories of work and a higher shadow 

value of time compared to men. 

This paper provides the first study that compares monetary and non-monetary 

contributions across gender when a significant proportion (half) of the sampled 

population is not the head of their household. We demonstrate that this comparison is 

relevant and argue that the choice of PV is related to the long-standing discussion about 

equity concerns in cost-benefit analysis. According to the World Bank (2018b), the 

labour force participation of the female population in India was 28.7 percent in 2017 

while that of the male population was 81.7 percent. Women are therefore less likely to 

have access to finances for personal consumption compared to men. As a result, women 

are likely to have a higher marginal utility of money than men because, at the margin, 

income is assumed to be more important to a poor individual than to a rich individual 

(Layard et al., 2008). If we accept this premise, then the discussion about equity 

concerns in cost-benefit analysis, and economic valuation in general, applies to gender 

as well. 

3.3.2 EQUITY CONCERNS IN ECONOMIC VALUATION 

Welfare effects are often assessed using cost-benefit analysis (CBA) which requires 

monetary estimates of both the costs and the benefits of a particular project or policy. 

Benefits are typically calculated as the sum of individuals’ monetary-equivalents (i.e. the 

amount of money that will produce the same level of welfare as the project or policy in 

question). Elicitation of an individual’s stated willingness to pay for a good (or service) is 
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a popular approach amongst economists to estimating the monetary-equivalent for that 

good. 

If the benefits of a project outweigh the costs, then the project is thought to be 

welfare improving from a utilitarian perspective. However, CBA has been extensively 

criticised for being insensitive to distributional considerations (see e.g. Blackorby and 

Donaldson, 1990 and Fleurbaey and Abi-Rafeh, 2016). The rationale for this criticism is 

typically based on differences in the marginal social value of income. The argument 

commonly put forward is that a dollar is worth more to a poor individual than to a rich 

individual. In a study using more than 200,000 observations of self-reported happiness 

from over 50 countries, Layard et al. (2008) confirm that the marginal utility of income 

indeed decreases as income increases. Thus, only in cases where money is equally 

important to all individuals on the margin, does the sum of WTP actually measure the 

sum of social benefits (Nyborg, 2014). In all other cases, more weight will be given to 

preferences of individuals with lower marginal utility of money. 

To mitigate the issue of differences in the social marginal utility of income, a long-

established scholarly literature argue that distributional weights should be incorporated 

into CBA (Adler, 2016). The concept of distributional weights is straightforward – the 

weights should reflect the marginal utility of income such that an individual’s monetary 

equivalent can be adjusted to measure the impact on social welfare. Distributional 

weights play “the same role for utility comparisons across individuals as the exchange 

rate plays for comparison of goods prices expressed in different currencies” (Nyborg, 

2014, p. 126). The implementation of distributional weights, however, is much less 

straightforward. It is difficult, if not impossible, to compare the importance of money, 

at the margin, across individuals. Such interpersonal comparisons involve value 

judgments which includes dealing with conflicting interests in terms of who is more or 

less deserving (Fleurbaey and Abi-Rafeh, 2016). However, as pointed out by many 

proponents of distributional weights, unweighted CBA is itself a value judgment. 

Individuals with lower marginal utility of income (most likely richer individuals) are 

considered more socially important in unweighted CBAs.  

Unweighted CBAs rely on the criterion of Kaldor-Hicks efficiency. A project or policy 

is considered to be efficient if the ‘winners’ (i.e. those with positive monetary 

equivalents) can compensate the ‘losers’ (i.e. those with negative monetary equivalents) 
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such that the project or policy is a potential Pareto improvement. Some scholars argue 

that such redistribution is better dealt with through taxation while other scholars argue 

that it is practically impossible (for an overview see Johansson-Stenman, 2005 and 

Nurmi and Ahtiainen, 2018). In this study, where the comparison of interest is not rich 

and poor per se but rather intra-household comparisons between men and women, it 

can be argued that redistribution is implausible because gender roles are socially 

prescribed rather than politically determined. 

3.4 EXPERIMENTAL DESIGN AND PROCEDURE 

A discrete choice experiment (DCE) was designed to elicit the willingness of rural 

households in India to contribute money or labour towards improved water availability. 

The study was conducted during the months of January and February 2018 in nine 

villages (across four districts) in two states of India (see Figures A3.1 and A3.2 in 

Appendix A3). The study sites were selected within blocks identified as being some of 

the most backward in the country and with extreme drought frequencies (Samaj Pragati 

Sahayog, 2016). 

3.4.1 RECRUITMENT AND INTERVIEWING 

Respondents were recruited by community facilitators who work with local NGOs. 

The community facilitators provided a familiar face to the respondents which is 

important because of the limited interaction of rural households with individuals from 

outside communities. The community facilitators also served as the main point of 

contact for obtaining authorisation from village leaders and they identified and 

organised suitable survey locations. 

Respondents were recruited one day prior to the survey and if they agreed to 

participate they were invited to the survey location during a morning or an afternoon 

session. Only individuals who at least occasionally undertake manual labour and who 

experience frequent water shortages were recruited to take part. The survey location 

was either an office building or a local school and was always within walking distance 

from the village. The interviews were conducted by research assistants who are fluent 

in the local languages (Hindi or Oriya). To avoid potential gender biases, the research 

assistants were both male and female and they interviewed both men and women. 
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Respondents were interviewed individually and it was ensured that the survey was 

conducted in an isolated environment without anyone listening or interfering. The 

interviews were conducted in conversational form because many of the questions 

required probing. Conversation also allows for better explanation of the hypothetical 

scenarios in the choice experiment and may therefore have reduced hypothetical bias 

(Hardner, 1996). Pictures from the interviews are displayed in Figure A3.3 in Appendix 

A3. 

To compensate respondents for their time, they were gifted a box of sweets after 

completing the interview. Monetary compensation was avoided due to the sensitive 

nature of cash in rural poor areas (Hossack and An, 2015). It is believed that cash 

payments would have attracted a lot of unwanted attention from villagers who were 

not recruited and potentially offended village leaders and other elite members of the 

community. 

3.4.2 ATTRIBUTES 

A reconnaissance visit to Chhattisgarh and Odisha in October 2017 revealed that the 

most important attributes relating to water use are irrigation for agricultural production, 

drinking water, water for domestic use, water for livestock, and water for vegetable 

cultivation. Designing a discrete choice experiment with these attributes, however, is 

not straightforward because (i) different water uses may come from the same water 

sources, and (ii) the same water uses may come from different water sources. Both (i) 

and (ii) differ across households and also across seasons which complicates the design 

even further. There is thus no straightforward way of defining attribute levels that are 

generic across respondents. One household may, for example, fetch drinking water from 

a well which means attribute levels could be in terms of trips taken, quantity collected 

or time spent but another household may rely on government supplied water which 

means attribute levels rather should be in terms of e.g. frequency of delivery. 

After multiple dialogues with community members, community facilitators and local 

engineers, four attributes related to water use and availability were selected (see Table 

3.1). To make the choice experiment more realistic to the individual respondent, we 

used a pivot design in which the choice tasks were customised based on individual 

responses to a set of pre-DCE questions. This means that respondents were presented 
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with choice tasks which featured relevant attributes only (i.e. between one and four 

water-related attributes) as described in detail below. 

 The first attribute, Months, indicates the number of months where water is 

unavailable from a self-selected water source (i.e. the type of water source (e.g. pond, 

lake, well) was allowed to vary across individuals). Respondents were asked to think 

about the water sources currently used by the household. Of the water sources that 

occasionally dry out, respondents were asked to select the source that they would most 

want to hold water longer than usual. Subsequently, they were asked to indicate what 

they use the source for and the months in which water is typically unavailable from that 

source. To avoid multi-collinearity, respondents were not allowed to select sources that 

they used for irrigation of agricultural fields or kitchen gardens, if any.   

Table 3.1: Attributes 

attributes description respondents presented with choice 
tasks featuring this attribute 

Months number of months where 
water is unavailable from a 
self-selected water source 

all respondents using a water source 
which occasionally dries out (except 
sources used for irrigation) 

   
DoubleCrop dummy variable (0 = single 

cropping, 1 = double 
cropping) 

all farmers currently practising single 
cropping 

   
yield kharif crop yield (tonnes) all farmers 
   
VegYes dummy variable (0 = no 

vegetable production, 1 = 
vegetable production) 

all respondents living in households 
with private kitchen gardens (but not 
currently growing any vegetables in it) 

   

VegDouble dummy variable (0 = current 
vegetable production, 1 = 
double vegetable production) 

all respondents living in households 
which grow vegetables in private 
kitchen gardens 

   
Labour person-days of unpaid 

manual labour (one-off 
contribution) 

 

Money rupees (one-off contribution)  
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The second and third attribute, DoubleCrop and Yield, relate to water used for 

irrigation of agricultural fields. More than 80 percent of the sample is engaged in 

subsistence agriculture of which 89 percent practise single cropping. Single cropping 

refers to farmers who harvest only once per year. This crop is called kharif crop and it is 

cultivated and harvested during monsoon season (June to October). The attribute 

DoubleCrop is a dummy variable indicating whether the household will be able to 

practise double cropping. Double cropping refers to farmers who can harvest twice per 

year. The second crop is called rabi crop and it is cultivated and harvested during winter 

or spring (October to March). Due to weather conditions, farmers whose agricultural 

fields are solely rainfed (89 percent of the sample) are generally unable to practise 

double cropping. 

The third attribute Yield specifies the kharif crop yield. Almost all the farmers in the 

sample (98 percent) grow rice as their kharif crop. Both DoubleCrop and Yield were 

included because increases in kharif crop yield and the ability to grow rabi crop are likely 

to depend on two different types of irrigation systems. Supplemental or protective 

irrigation systems (e.g. canals) are designed such that water is spread over a large area 

to protect farmers against crop failure (Jurriëns and Mollinga, 1996). The aim of such 

irrigation systems is not to supply farmers with water so as to maximise their yields but 

rather to provide enough to prevent crop failure. Supplemental or protective irrigation 

systems are likely to reduce the risk of crop failure during kharif season but because 

rainfall remains the principal source of moisture under these systems, they are less likely 

to enable double cropping. Conventional irrigation systems (e.g. farm ponds) are more 

effective in enabling double cropping because, unlike protective irrigation systems, 

irrigation water is the principal source of moisture while rainfall is only supplementary. 

All farmers in the sample were presented with choice tasks which featured Yield as 

an attribute but only farmers who are not already practising double cropping were 

presented with choice tasks featuring both Yield and DoubleCrop.  

The fourth attribute, VegYes or VegDouble, is a dummy-coded variable indicating 

whether the household can cultivate vegetables (if they currently do not grow 

vegetables) or whether they can double their production (if they currently do grow 

vegetables). Only households who currently grow or have the ability to grow vegetables 

privately in kitchen gardens will be presented with choice tasks where VegYes or 
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VegDouble is included as an attribute. Respondents who cultivate vegetables as part of 

a community (self-help) group will not be given choice tasks with VegDouble included as 

an attribute because different community group members may enjoy different shares 

of the increased production. Similarly, to avoid multi-collinearity, respondents who 

cultivate vegetables on agricultural land were not presented with choice tasks which 

featured VegDouble as an attribute. 

In addition to the attributes related to water use, the choice tasks featured either a 

monetary (in rupees) or a labour (in days) payment vehicle. Both types of payments 

were described as one-off contributions. 

3.4.3 SURVEY PROCEDURES 

Two versions of the survey were designed and respondents were randomly assigned 

to one the two. The only difference between the two versions is the payment vehicle 

(labour or money). Respondents were asked to imagine a hypothetical scenario in which 

an international NGO is planning to design a project that can improve the availability of 

water in the village. In the money treatment, they were told that the project would not 

generate employment but that households would have to pay a one-off contribution in 

order to get access to the benefits of the project. In the labour treatment, respondents 

were told that the NGO would cover all material costs but that households would have 

to contribute manual labour for the project to be implemented. Respondents could only 

volunteer labour on behalf of themselves (i.e. it was explained that the work, if any, 

would have to be carried out by the respondent and not by other members of the 

household). 

Each respondent was presented with eight choice tasks in which they were asked to 

choose between an improved hypothetical scenario (WITH project) at some cost (labour 

or money) and the current scenario (WITHOUT project) at zero costs. An example of a 

choice task with labour (money) as the payment vehicle is shown in Figure A3.4 (Figure 

A3.5) in Appendix A3. 

The experimental design of the attribute levels in the choice tasks was generated using 

the software Ngene (version 1.1.2). A pivot design was used where attribute levels in 

the WITH project alternative are pivoted around the respondent’s current attributes 

levels that are displayed in the WITHOUT project alternative. The WITHOUT project 
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alternative is thus respondent-specific and the attributes for this alternative are 

invariant across choice tasks. The WITH project alternative represents an upgraded 

scenario where at least one of the non-payment attributes have improved but this will 

come at some cost in the form of either money or labour contributions. The survey was 

designed using Sawtooth Software Lighthouse Studio (version 9.5.3) and administered 

on tablets using an offline survey app. 

3.5 THEORETICAL FRAMEWORK AND MODEL SPECIFICATION 

3.5.1 UTILITY SPECIFICATION 

The analysis of choice data from the choice experiment is based on random utility 

theory. The conceptual foundation for random utility theory was developed by Louis 

Thurstone who noted that “an observer is not consistent in his comparative judgments 

from one occasion to the next” (Thurstone, 1927, p. 274). Choice behaviour is thus 

assumed to be stochastic and the utility U obtained by individual n from alternative j can 

be partitioned into a deterministic component Xnjkβ and a random component εnj 

(McFadden, 1974). 

 

 Unj = Xnjkβ + εnj Eq. 1 

 

The deterministic component of the utility function in Eq. 1 is defined as a linear 

function of observed attributes (see Table 3.1) accompanied by a set of preference 

parameters β indicating the marginal utility of the attributes (Hensher et al., 2015; Hole, 

2006). Xnjk denotes the attribute level of the kth attribute relating to the jth alternative 

plus any relevant interactions between xjk and choice-specific or individual-specific 

characteristics. 

The utility function in Eq. 1 can be estimated either separately for the two 

treatments (i.e. each model is estimated with one cost variable which is either money 

or labour) or together in a pooled model. The pooled model approach infers an empirical 

value of contributed time by estimating a joint model with two cost variables (money 
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and labour). The marginal disutility of labour relative to the marginal disutility of money 

then provides an estimate of the implicit value of contributed time. 

A basic utility specification where the preference parameters for money and labour 

are estimated jointly is shown in Eq. 2. An alternative-specific constant for the status 

quo (ASCSQ) is included to reflect any (dis)utility associated with this alternative. A 

statistically significant positive (negative) alternative specific constant for the status quo 

alternative suggests that respondents like (dislike) the current state of affairs 

independent of the attributes describing that alternative. 

 

       Unj = β1Monthsj + β2DoubleCropj + β3Yieldj + β4VegYesj 

                + β5VegDoublej + β6Moneyj + β7Labourj + β8ASCSQ + εnj 

Eq. 2 

 

The joint estimation approach assumes that the underlying preference structure is 

the same for both labour and monetary PVs. To test for potential utility differences 

between the two PVs, we include a set of interaction terms between a dummy variable 

indicating the type of PV (LPV=1 if labour is used as the PV, LPV=0 if money is used as 

the PV) and each of the non-cost attributes (see Eq. 3). If these interaction terms are 

statistically significant, either individually or jointly, it means that utility differences 

between the two PVs exist and that the utility function in Eq. 2 is misspecified (Gibson 

et al., 2016). 

 

       Unj = β1Monthsj + β2DoubleCropj + β3Yieldj + β4VegYesj 

                + β5VegDoublej + β6Moneyj + β7Labourj + β8ASCSQ  

                + β9LPV×Monthsj + β10LPV×DoubleCropj + β11LPV×Yieldj 

                + β12LPV×VegYesj + β13LPV×VegDoublej + εnj 

Eq. 3 

 

In the utility specifications in Eq. 2 and Eq. 3 we estimate generic coefficients (i.e. 

coefficients that are shared across alternatives) for all attributes. Hess and Rose (2009) 

argue, however, that in the case of pivot style data, marginal utilities might differ 

between the status quo which is a ‘real world’ alternative and the improved scenario 

which is a hypothetical alternative. To investigate this, we estimate a model with 

separate coefficients for the status quo and the improved scenario. Since attribute levels 
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for DoubleCrop, VegYes, VegDouble, Money and Labour are not shared across 

alternatives13, separate coefficients are only estimated for the two (continuous) 

variables attributes Months and Yield. 

3.5.2 CHOICE MODELS 

The distribution of the random term is unknown but a standard assumption in the 

literature is that εnj is independently and identically distributed following a type 1 

extreme value distribution. This assumption leads to the conditional logit (CL) model 

(McFadden, 1974) in which the probability of respondent n choosing alternative i over 

alternative j is given by Eq. 4 

 

 
Pni = Pr(βXnik + εni > βXnjk + εnj) ∀ j ≠ i ∈ J =

exp (λβXnik)

∑ exp (λβXnjk)
J
j=1

 Eq. 4 

 

The scale term λ is both inversely related to the error variance (λ=π/√6var[ε]) and 

confounded with the deterministic component of the utility function which means that 

differences in the vector of estimated preference parameters can be a result of 

differences in marginal utilities and/or it can be a result of differences in error variance. 

Respondents with higher error variance (i.e. respondents whose choices are more 

affected by factors not captured by the model) will, ceteris paribus, have estimated 

utility coefficients that are smaller in magnitude than respondents with lower error 

variance (Hess and Train, 2017). This kind of heterogeneity is referred to as scale 

heterogeneity because it impacts estimated parameters for the observed variables in 

the same way (Louviere and Eagle, 2006). In most applications, however, including the 

CL model, the error variance is assumed to be constant and λ is therefore normalised to 

1. An alternative model is the heteroscedastic conditional logit (HCL) model which allows 

for unequal error variance across individuals (DeShazo and Fermo, 2002; Hensher et al., 

1999; Hole, 2006). This is illustrated in Eq. 5 where the subscript n has been added to 

the scale parameter. 

                                                           
13 For DoubleCrop, VegYes, VegDouble, it is only the improved scenario that can take non-zero values. 
For Money and Labour, the improved scenario always takes non-zero values. 
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Pni =

exp (λnβXnik)

∑ exp (λnβXnjk)
J
j=1

 Eq. 5 

 

In the HCL model, the scale term is parametrised as exp(θZn) which ensures that λn 

always is positive and that Eq. 5 equals Eq. 4 when the parameter θ is zero. Zn is a vector 

of e.g. individual and treatment-specific characteristics. 

In Section 3.6, we estimate HCL models to test for differences in error variance 

between (i) money and labour PVs, and (ii) respondents who were presented with choice 

tasks featuring only one water-related attribute versus respondents who were 

presented with choice tasks featuring at least two water-related attributes (as suggested 

by Hess and Rose, 2009). 

3.6 RESULTS 

Summary statistics are presented in Table 3.2 for the aggregate sample (first 

column) and disaggregated by treatment (second and third column). As shown (in the 

fourth column), there is no statistically significant difference in means between the two 

treatments for any of the variables. Nearly half of the surveyed respondents are women. 

The average respondent lives in a household with 9.4 individuals, including 4.1 children 

under the age of 18, and is 36.5 years old. 38% of the sample hold no formal 

qualifications and a majority of the sample belong to a caste classified as backward (45%, 

scheduled tribe, 14% scheduled caste and 36% other backward caste). The remaining 

5% of the sample belong to either Brahmin or other forward castes. The average 

respondent lives in a household that earns 319 rupees per day (≈ 5 USD at the time of 

the interview) and 16% of the surveyed respondents live in a household where at least 

one household member migrates seasonally (e.g. to big cities) in search of work. Nearly 

half of the surveyed respondents (188 of 387) are head of their household of which 41 

are female-headed households (not shown in Table 3.2). A majority of the sample (86%) 

are farmers with 2 acres of land, on average, which is most commonly rainfed (only 11% 

of the farmers have access to irrigation systems). 89% of the farmers practise single 

cropping (i.e. kharif crop) and the average yield is 1.28 tonnes per season. 
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Table 3.2: Summary statistics (by treatment) 

 aggregate LPV MPV LPV-MPV 

all respondents     

gender  (1 = female, 0 = male) 0.48 0.49 0.47 0.02 

 (0.50) (0.50) (0.50) (0.05) 

age 36.5 37.1 36.0 1.2 

 (9.0) (9.4) (8.6) (0.9) 

education (1 = yes, 0 = no) 0.62 0.58 0.65 -0.07 
 (0.49) (0.49) (0.48) (0.05) 

household size 9.4 9.5 9.3 0.1 

 (2.0) (2.1) (2.0) (0.2) 

children in household (17 years or below) 4.1 4.1 4.1 0.0 

 (1.4) (1.4) (1.3) (0.14) 

scheduled tribe (1 = yes, 0 = no) 0.45 0.45 0.45 0.00 

 (0.50) (0.50) (0.50) (0.05) 

scheduled caste (1 = yes, 0 = no) 0.14 0.16 0.13 0.03 

 (0.35) (0.37) (0.34) (0.04) 

other backward caste (1 = yes, 0 = no) 0.36 0.35 0.37 -0.02 

 (0.48) (0.50) (0.48) (0.05) 

migration (1 = yes, 0 = no) 0.16 0.16 0.16 0.00 

 (0.37) (0.37) (0.37) (0.04) 

household daily earnings (rupees)  319 320 317 3 

 (107) (108) (107) (11) 

household head (1 = yes, 0 = no) 0.49 0.52 0.46 0.06 

 (0.50) (0.50) (0.50) (0.05) 

farmer (1 = yes, 0 = no) 0.86 0.87 0.84 0.03 

 (0.35) (0.34) (0.37) (0.04) 

respondents 387 186 201  

non-farmers excluded     

land (acres owned) 2.0 1.9 2.1 -0.2 

 (2.0) (1.9) (2.1) (0.2) 

irrigation (1 = yes, 0 = no) 0.11 0.12 0.11 0.02 
 (0.32) (0.33) (0.31) (0.04) 

yield (tonnes) 1.28 1.15 1.40 -0.25 

 (1.40) (1.29) (1.49) (0.15) 

cropping (1 = single, 0 = double) 0.89 0.91 0.86 0.05 

 (0.32) (0.28) (0.34) (0.03) 

respondents 331 162 169  

Means of each variable with standard deviations in parentheses in the first 3 columns 
Standard errors in parentheses in the last column (LPV-MPV) 
* p<0.10; ** p<0.05; *** p<0.01 

LPV = labour as payment vehicle 

MPV = money as payment vehicle 
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A total of 481 respondents were interviewed of which 387 are included in the 

analysis. 50 respondents were practice interviews and thus dropped from the dataset. 

12 respondents provided conflicting responses (e.g. they reported to use a source from 

which water occasionally dries out but when asked to state the months in which water 

is temporarily unavailable, they stated none). Following the common IQR (interquartile 

range) method for identifying outliers, 20 respondents are dropped due to having 

reported extreme wage rates and 6 large-scale farmers (with high yields) are excluded 

from the analysis. 2 respondents who always selected the improved scenario are 

dropped because they misunderstood the conditions of the choice experiment (one 

selected the improved scenario at any cost because the payment was not real and one 

agreed to any number of labour days because he/she would have other household 

members do the work). 4 (female) respondents are dropped because they always 

selected the status quo alternative due to being uncomfortable with making decisions. 

3.6.1 ESTIMATION OF CHOICE MODELS 

Results from conditional logit estimation of the pooled model in Eq. 2 are presented 

in the first column of Table 3.3 (CL-1). All water-related variables as well as the payment 

variables are significant at least at the 5% level and with the expected signs. 

Respondents obtain positive marginal utility from an increase in kharif crop yield (Yield) 

and from an increase in the number of months that water is available from a self-

selected water source (Months)14. Respondents who are currently practising single 

cropping prefer double cropping (DoubleCrop) and respondents who are currently 

cultivating vegetables in a private garden would like to double their production 

(VegDouble). Respondents who own a private garden but are not currently cultivating 

vegetables would like to do so if water was available (VegYes). The estimated 

coefficients for the price variables (Money and Labour) are negative thus indicating that 

respondents dislike higher prices (rupees or labour days). The alternative specific 

constant for the status quo (ASCSQ) is negative (but significant at the 10% level only) 

which indicates that respondents, on average, dislike their current situation. 

 

                                                           
14  We include the negative of the attribute Months for ease of interpretation when calculating 
WTP estimates in Section 3.6.2 
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Table 3.3: Conditional logit estimation 

 CL-1*** CL-2*** 

Months 0.196*** 0.179*** 

 (0.039)*** (0.049)*** 
Yield (tonnes) 0.461*** 0.497*** 

 (0.068)*** (0.089)*** 
DoubleCrop 0.410*** 0.391*** 

 (0.092)*** (0.117)*** 
VegYes 0.618*** 0.577*** 

 (0.098)*** (0.124)*** 
VegDouble 0.336*** 0.220*** 

 (0.136)*** (0.195)*** 
Money (1/1000 rupees) -0.446*** -0.438*** 

 (0.023)*** (0.025)*** 
Labour (days) -0.025*** -0.026*** 
 (0.001)*** (0.002)*** 
ASCSQ -0.247*** -0.251*** 
 (0.129)*** (0.129)*** 
LPV × Months   0.035*** 

  (0.059)*** 
LPV × Yield  -0.086*** 

  (0.134)*** 
LPV × DoubleCrop  0.042*** 

  (0.149)*** 
LPV × VegYes  0.089*** 

  (0.160)*** 
LPV × VegDouble  0.210*** 

  (0.251)*** 

Log Likelihood -1687*** -1686*** 
Observations 3096*** 3096*** 

Standard errors in parentheses 
* p<0.10; ** p<0.05; *** p<0.01 
LPV = labour as payment vehicle 

 

The second model in Table 3.3 (CL-2) includes a set of interaction terms: each of the 

five water-related variables are interacted with a dummy variable indicating the type of 

payment vehicle (LPV=1 if labour is used as the payment vehicle, LPV=0 if money is used 

as the payment vehicle). The five interaction terms are insignificant (both jointly and 

individually) which indicates that there is no effect of the payment vehicle on marginal 

utilities. Since there is no difference in choice behaviour when a labour PV is used 

compared to when a money PV is used, a scale factor exists which scales the marginal 

utility of money to the marginal utility of labour. This scale factor is essentially an 

estimated value of the opportunity cost of contributed time i.e. the marginal rate of 
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substitution between labour time and money. We find that the estimated value of time 

is 60 rupees per day15. 

To test for differences in error variance between money and labour PVs, we 

estimate a heteroscedastic conditional logit model (HCL-1) in Table 3.4. HCL-1 is also 

testing for scale differences between respondents who were presented with choice 

tasks featuring only one attribute16 and respondents who were presented with choice 

tasks featuring at least two attributes. The scale parameter for respondents who 

answered choice tasks with at least two attributes and a monetary PV is normalised to 

1. Since the scale term is parametrised as exp(θZn), we can test for differences in scale 

by testing if θ=0. 

As shown in Table 3.4, the estimated scale parameter for the subgroup which was 

asked to “pay” with labour (θLPV) is statistically insignificant which means that there is 

no difference in error variance between the two PVs. The scale parameter for the 

subgroup which was presented with only one water-related attribute in the choice tasks 

(OneAttributeOnly), is positive and significant at the 1% level. This means that we reject 

a null hypothesis of λOneAttributeOnly being equal to 1. Since θOneAttributeOnly is positive, 

λOneAttributeOnly is larger than 1 thus indicating that individuals who respondent to single 

attribute choice tasks make more deterministic choices (i.e. their error variance is 

lower). 

To test if marginal utilities differ across alternatives, HCL-1 includes alternative-

specific coefficients for the attributes Months (Months × ASCSQ and Months × ASCproject) 

and Yield (Yield × ASCSQ and Yield × ASCproject). Hess and Rose (2009) suggest that in the 

case of pivot style data, marginal utilities might differ between the status quo which is 

a ‘real world’ alternative and the improved scenario which is a hypothetical alternative 

(see Section 3.5.1). To investigate this, we estimate a model with separate coefficients 

for the status quo and the improved scenario. However, since attribute levels for 

DoubleCrop, VegYes, VegDouble, Money and Labour are not shared across alternatives 

(i.e., it is only the improved scenario that can take non-zero values), separate 

                                                           
15 βlabour/(βmoney ×

1

1000
) 

16 26 respondents were presented with choice tasks featuring only Months, 10 respondents were 
presented with choice tasks featuring only Yield, and 3 respondents were presented with choice tasks 
featuring only VegYes or VegDouble. 
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coefficients are only estimated for the two (continuous) variables Months and Yield. A 

null hypothesis of equality of Months × ASCSQ and Months × ASCproject is rejected (p < 

0.01) while we fail to reject a null hypothesis of equality of Yield × ASCSQ and Yield × 

ASCproject (p > 0.10). Since Months × ASCproject > Months × ASCSQ, it appears that 

respondents are more sensitive to the number of months in which water is (un)available 

for the alternative representing the status quo than for the alternative representing an 

improved scenario. 

In model HCL-2, we include interaction terms between each of the payment 

variables (Labour and Money) and a dummy variable indicating if the respondent is 

female (Female=1 if female, Female=0 if male). The estimated coefficient for the 

interaction term between Money and Female is negative and significant which suggests 

that women are more payment sensitive compared to men when the PV is money. The 

estimated coefficient for the interaction term between Labour and Female is positive 

and significant which suggests that women are less payment sensitive compared to men 

when the PV is labour. Female respondents are thus WTW more, on average, than male 

respondents while male respondents are WTP more than female respondents for 

marginal improvements in the water attributes. Subsequently, the value of time 

estimated for women (40 rupees per day) is lower than that for men (68 rupees per day). 

A null hypothesis of equality of the value of time across gender is rejected at the 1% 

level. We also include interaction terms between each of the water-related variables 

and a dummy variable indicating if the respondent is female. As shown in Table B3.1 in 

Appendix B3, these interaction terms are insignificant which suggests that there are no 

gender differences in the marginal value of improvements in water supply. 

HCL-2 further includes interaction terms between each of the cost variables and a 

dummy variable indicating if the respondent is schooled (Educ=1 if the respondent is 

schooled, Educ=0 if the respondent is unschooled). The interaction term between Educ 

and Money is insignificant which means there is no difference in the marginal utility of 

money between schooled and unschooled individuals. The interaction term between 

Educ and Labour, on the other hand, is positive and significant indicating that schooled 

individuals are less payment sensitive than unschooled individuals.  

As in models CL-1 and CL-2, the estimated coefficients for the water-related 

attributes are significant and with the expected signs in both HCL-1 and HCL-2. The 
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alternative specific constant for the status quo (ASCSQ) and the price variable coefficients 

are negative and highly significant (including the ASCSQ coefficient which is now 

significant at the 1% level). This is not surprising in areas of rural India where water is a 

scarce resource and households depend on water for their livelihoods. 

Table 3.4: Heteroscedastic conditional logit estimation 

 HCL-1*** HCL-2*** 

Months × ASCproject 0.271*** 0.287*** 

 (0.045)*** (0.047)*** 
Months × ASCSQ 0.100*** 0.116*** 
 (0.038)*** (0.040)*** 
Yield × ASCproject (tonnes) 0.369*** 0.381*** 

 (0.088)*** (0.089)*** 
Yield × ASCSQ (tonnes) 0.332*** 0.364*** 
 (0.118)*** (0.121)*** 
DoubleCrop 0.422*** 0.436*** 

 (0.087)*** (0.090)*** 
VegYes 0.627*** 0.640*** 

 (0.097)*** (0.100)*** 
VegDouble 0.370*** 0.350*** 

 (0.126)*** (0.129)*** 
Money (1/1000 rupees) -0.415*** -0.406*** 

 (0.025)*** (0.047)*** 
Labour (days) -0.022*** -0.028*** 
 (0.002)*** (0.003)*** 
Money × Female (1/1000 rupees)  -0.184*** 
  (0.042)*** 
Labour × Female (days)  0.004*** 
  (0.002)*** 
Money × Educ (1/1000 rupees)  0.061*** 
  (0.043)*** 
Labour × Educ (days)  0.004*** 
  (0.002)*** 
ASCSQ -0.381*** -0.423*** 
 (0.112)*** (0.119)*** 
   

Scale θ   

LPV 0.146*** 0.122*** 
 (0.108)*** (0.108)*** 
One Attribute Only 0.432*** 0.332*** 
 (0.136)*** (0.140)*** 

Log Likelihood -1671*** -1649*** 
Observations 3096*** 3096*** 

Standard errors in parentheses 
* p<0.10; ** p<0.05; *** p<0.01 
LPV = labour as payment vehicle 
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3.6.2 WILLINGNESS TO PAY AND WILLINGNESS TO WORK 

The parameter estimates from HCL-2 can be used to calculate WTP and WTW for 

marginal improvements in each of the water-related attributes. Marginal WTP (WTW) is 

calculated as the water-related attribute coefficient relative to the (negative of) the 

marginal utility of money (labour). Estimates of marginal WTP and marginal WTW are 

presented in Table 3.5 for the aggregate sample. The Krinsky-Robb method is used to 

construct 95% confidence intervals (Hole, 2007a). 

 

Table 3.5: WTP and WTW (aggregate sample) 

 WTP WTW 

months × ASCproject 655 12.3 

 [444;875] [8.4;16.6] 

months × ASCSQ 242 4.6 

 [59;422] [1.1;7.9] 

yield × ASCproject 890 16.8 

 [495;1272] [9.5;24.0] 

yield × ASCSQ 801 15.1 

 [257;1349] [4.9;25.6] 

double crop 1018 19.2 

 [661;1463] [12.7;27.3] 

veg yes 1512 28.5 

 [1070;1976] [20.6;37.5] 

veg double 893 16.8 
 [306;1535] [5.9;28.7] 

95% confidence interval in brackets 
WTP = willingness to pay (rupees) 
WTW = willingness to work (days) 

 

Table 3.5 demonstrates high demand for improved water availability. The average 

respondent is, for example, willing to pay 1512 rupees (≈ 24 USD at the time of the 

interview) to gain access to water which can enable vegetable cultivation and 890 

rupees (≈ 14 USD) to increase kharif crop yield by one tonne. Similarly, if the PV is labour 

days, the average respondent is willing to work 28.5 days to be able to grow vegetables 

and 16.8 days per tonne increase in kharif crop yield. 
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WTP and WTW for the attribute Months17 is significantly higher for the hypothetical 

alternative representing an improved scenario than for the status quo alternative. 

Respondents are thus treating the improved scenario alternative systematically 

different than the status quo alternative. Hess and Rose (2009) suggest that this may be 

because respondents act differently to the attributes of an alternative that they are 

experiencing in real life compared to the attributes of an alternative that is hypothetical 

only. It may also be because variation in the attributes in the improved scenario cause 

individuals to react differently than the invariant attributes nature of the status quo 

alternative. 

WTP and WTW (along with the associated 95% confidence intervals) for marginal 

improvements in the attributes are illustrated separately for men and women in Figure 

3.1. As shown, men are WTP more than women for improved water availability while 

women are WTW more than men (as also discussed in Section 3.6.1). Despite the 

overlapping confidence intervals in Figure 3.1 (due to the size of the standard errors of 

the water-related attribute coefficients which are generic across gender), the difference 

in WTP and WTW between men and women is significant at least at the 5% for all the 

attributes (except the difference in WTW for VegDouble which is significant at the 10% 

level only). 

Figure 3.1: WTP and WTW (disaggregated by gender) 

 

 

                                                           
17 The attribute Months is presented to respondents as the number of months where water is 
unavailable from a self-selected water source. To obtain WTP and WTW estimates, we include the 
negative of this variable in the estimation thus assuming that there is no disparity between estimates of 
WTP/WTW and willingness to accept (money or labour). 
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Figure 3.1: WTP and WTW (disaggregated by gender) (continued from previous page) 

 

3.6 DISCUSSION AND CONCLUSIONS 

In this paper, we reported the design and administration of a discrete choice 

experiment (DCE) concerning water scarcity in rural India. To investigate the demand for 

improved water availability, respondents were randomly assigned to one of two 

treatments where the payment vehicle is either money or labour. Both money and 

labour were employed as payment vehicles (using a between subjects design) to enable 

estimation of the shadow value of time. By estimating gender-specific coefficients for 

each of the two types of payments, we were able to estimate two values of the shadow 

value of time – one for men (68 rupees/day) and one for women (40 rupees/day). This 

is (to our knowledge) the first study examining how the choice of PV affects gender-

based differences in WTP and WTW and, ultimately, welfare valuation. 

We used a pivoted design to construct the choice tasks in the DCE. The survey was 

administered on tablets which allowed for a dynamic questionnaire where questions 

and attributes in the choice tasks adapted to the individual throughout the survey. This 

relatively complex design, we argue, increased the realism of the DCE but it comes with 

a number of challenges with respect to analysing the data. We find that when the model 

is specified to have estimated coefficients that are different for the status quo and the 

improved scenario (as suggested by Hess and Rose, 2009), the estimated value of both 

WTP and WTW for improvements in the attribute Months is higher for the improved 

scenario alternative than for the status quo alternative. We further find that 

respondents presented with only one water-related attribute in the choice tasks have 

an estimated scale term larger than 1 which indicates a lower error variance compared 
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to respondents presented with at least two water-related attributes in the choice tasks. 

An easy explanation arises in that the cognitive load of choice tasks featuring only one 

(water-related) attribute is lower than that of multi-attribute choice tasks. 

To test for potential utility differences between money and labour payments, we 

included a set of interaction terms between a dummy variable indicating the type of PV 

and each of the water-related attributes. The insignificance of these interaction terms 

indicates that there are no utility differences between the two PVs which suggest that 

welfare valuation (for the aggregate sample) is unaffected by the choice of PV. The fact 

that both PVs (money and labour) yield similar results (i.e. the preference structure is 

the same for both PVs) enables estimation of the shadow value of time (i.e. the marginal 

rate of substitution between money and labour). 

We estimate the shadow value of time for the aggregate sample and disaggregated 

by gender. The shadow value of time for the average respondent in the sample is 60 

rupees/day based on CL-2 or 53 rupees/day based on HCL-1. This is roughly one third of 

the wage rate offered under MGNREGA and the result is therefore in concurrence with 

previous papers that have used the economic value of leisure time, commonly assumed 

to be one-third of the value of work time (Cesario, 1976), when generating monetised 

estimates of WTW (e.g. O'Garra, 2009). 

In the context of gender inequality and socio-cultural norms in rural India, we 

hypothesise that the estimated shadow value of time is lower for women than for men. 

The patriarchal family structure of many households in rural India means that women 

are engaged primarily in unpaid care work activities (e.g. housework and child care) and 

thus have limited financial independence. Subsequently, the marginal utility of money 

is likely to be higher for women than for men which is likely to translate to a lower 

opportunity cost of time. 

We find that the estimated shadow value of time for women is 40 rupees/day which 

is significantly lower than 68 rupees/day which is the estimated shadow value of time 

for men. This gender gap in the value of time translates to differences in welfare values 

(men are WTP more while women are WTW more for marginal improvements in water 

supply) and raises some concerns about the use of both money and labour as the PV for 

valuing goods and services in developing countries. Since the marginal utilities of money 

and time are not constant across gender, more weight will be given to preferences of 
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men (women) when the PV is money (labour). Our finding echoes discussions in the 

longstanding literature about equity concerns in cost-benefit analysis (e.g. Fleurbaey 

and Abi-Rafeh, 2016; Nyborg, 2014) but while previous studies focus on income 

inequality, we focus on gender inequality.  

Estimates of WTP and WTW are typically used to make inferences about the social 

benefits of alternative projects. Our results demonstrate, however, that such inference 

is complicated by gender-based differences in WTP and WTW (men are WTP more while 

women are WTW more) for marginal improvements in water supply. While we find no 

gender-based differences in the marginal utilities of the water-related attributes, many 

labour PV studies monetise WTW estimates ex post using a generic conversion rate 

which is typically some proportion of the wage rate (e.g. Navrud and Vondolia, 2020). If 

the same conversion rate is used for men and women, then men will appear to be the 

biggest benefactors, ceteris paribus, if WTP is employed as the measure of social welfare 

while women will appear to be the biggest benefactors if the measure of social welfare 

is based on WTW. 

Our results suggest that the conclusion of a cost-benefit test can be affected by the 

choice of payment vehicle and the gender of the project beneficiaries. Choosing money 

or labour as the payment vehicle therefore requires value judgment because it is 

essentially a choice between two different distributional weights. In our sample, 

decision makers who rely on WTP are implicitly attaching more weight to men while 

decision makers using WTW attach more weight to women. Our study is relevant to 

decision-makers since there is a growing interest in the potential role of social protection 

programmes, such as MGNREGA, to empower women. To that end, the choice of 

payment vehicle is an avenue through which the decision making process can favour 

one gender over the other.  

Our findings are further relevant to decision makers as we have estimated the 

economic value of the benefits from four different uses of water which provide relevant 

information about the benefits that water projects could deliver. The average 

respondent is willing to pay 890 rupees for increased access to irrigation systems which 

will increase kharif crop yield by one tonne and 1018 rupees for increased access to 

irrigation systems which enable double cropping. Respondents are further willing to pay 

1512 rupees for improved water supply which enable vegetable cultivation or, if the 
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respondent is already cultivating vegetables, 893 rupees to double the production. 

Finally, the average respondent is willing to pay 655 rupees per extra month that water 

is available from a self-selected water source. The uses of the self-selected water-source 

vary across respondents but 86% report using it for household purposes, 79% report 

using it for bathing, 70% report using it for drinking water and 65% report using it for 

livestock. The above estimates of willingness to pay demonstrate high demand for 

improvements in water supply thus encouraging decision makers to consider a 

reconfiguration of social protection programmes, including MGNREGA, to implement 

more water-related projects. 
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A3 APPENDIX: SURVEY INFORMATION 

Figure A3.1: Sampled districts in Odisha 

             (a) Kalahandi                                                         (b) Kendujhar 

    

Source: Adapted from Wikimedia Commons (2013); Wikimedia Commons (2016b) 

 

Figure A3.2: Sampled districts in Chhattisgarh 

           (a) Bilaspur                                               (b) Rajnangaon 

   

Source: Adapted from Wikimedia Commons (2016a); Wikimedia Commons (2016b) 
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Figure A3.3: Interviews 
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Figure A3.4: Sample choice task (labour as payment vehicle) 

 

Figure A3.5: Sample choice task (money as payment vehicle) 

 

 

 

 

 

 



124 
 

B3 APPENDIX: RESULTS 

Table B3.1: Conditional logit model (with gender interaction terms) 

Months 0.255*** 

 (0.048)*** 
Yield (tonnes) 0.563*** 

 (0.088)*** 
DoubleCrop 0.404*** 

 (0.117)*** 
VegYes 0.682*** 

 (0.127)*** 
VegDouble 0.414*** 

 (0.166)*** 
Money (1/1000 rupees) -0.396*** 

 (0.027)*** 
Labour (days) -0.029*** 
 (0.002)*** 
ASCSQ -0.273*** 
 (0.131)*** 
Female × Months  -0.090*** 

 (0.061)*** 
Female × Yield -0.333*** 

 (0.238)*** 
Female × DoubleCrop 0.011*** 

 (0.151)*** 
Female × VegYes -0.108*** 

 (0.162)*** 
Female × VegDouble -0.338*** 
 (0.270)*** 
Female × Money (1/1000 rupees) -0.168*** 
 (0.048)*** 
Female × Labour (days) 0.007*** 

 (0.003)*** 

Log Likelihood -1658*** 
Observations 3096*** 
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CONCLUSION 

This thesis is a collection of three papers which investigate issues around the use of 

labour as the payment vehicle (PV), as an alternative to money, in stated preference (SP) 

studies. Labour is increasingly used as the PV in studies which aim to investigate 

preferences of low-income groups in developing countries. The argument commonly put 

forward is that a monetary PV, leading to estimates of willingness to pay (WTP), will 

underestimate willingness to contribute of households engaged primarily in 

subsistence-based activities. Since these households are limited by extremely tight 

budget constraints but arguably less constrained in terms of time, a labour PV, leading 

to estimates of willingness to work (WTW), is often considered a more appropriate utility 

measure than WTP. 

The results in this thesis contribute to at least two strands of the literature on SP 

methods. The first is hypothetical bias (HB) which arises when respondents 

misrepresent their willingness to pay (WTP) for a good because of the hypothetical 

nature of both the payment and the provision of the good in question. The second is the 

impact of the payment vehicle (money or labour) on welfare estimates. Welfare 

estimates are key inputs in cost-benefit analysis and thus essential for evaluating the 

performance of development projects and programs. 

The empirical analysis is based on two discrete choice experiments (DCEs). Chapters 

1 and 2 use data from a DCE concerning fortified flour in Kenya and Chapter 3 builds on 

data from a DCE concerning water scarcity in India. Respondents in both studies were 

randomly assigned to treatments where the PV was either money or labour. In the DCE 

administered in Kenya, respondents were further randomly assigned to a treatment 

where purchase choices were either hypothetical or consequential. This 2x2 design 

enabled an investigation of differences in hypothetical bias between the two PVs. While 

there is a large body of literature attempting to determine the direction as well as the 

magnitude of HB and also a growing literature examining the potential of ex ante and ex 

post techniques to mitigate or eliminate this bias (Loomis, 2014), this thesis provides a 

significant contribution to the literature by testing the impact of differing means of 

payment upon HB. 
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Chapter 1 has investigated issues around the choice of conversion rate for 

monetising WTW. To enable assessment of welfare effects (e.g. by comparing benefits 

and costs), many studies monetise WTW estimates ex post. The common approach in 

the WTW literature for assessing the performance of one or several competing 

conversion rates is to employ a split-sample design using both labour and money PVs. 

Performance is then evaluated based on the closeness of monetised WTW to WTP. 

While previous labour PV studies are hypothetical SP studies, which means the 

benchmark for assessing the performance of conversion rates is hypothetical WTP, 

Chapter 1 reported the results from a comparative study using both hypothetical and 

consequential WTP as the benchmark. The results showed that the best performing 

conversion rate (one third of the national average wage rate) when hypothetical WTP is 

used as the benchmark performs poorly (by ranking fourth of the six conversion rates 

employed) when consequential WTP is used as the benchmark. The findings thus cast 

doubt on the use of hypothetical WTP as the benchmark and call into question the use 

of one third of the wage rate (a commonly employed conversion rate in the labour PV 

literature for monetising WTW) as an appropriate proxy for the value of contributed 

time. 

Monetisation of WTW is complicated by at least two factors. First, if hypothetical 

bias (HB) is more (less) of a problem when labour is used as an alternative to money, the 

monetised value of WTW will be biased upwards (downwards). Chapter 2 investigated 

this issue by testing for differences in the scale of HB between the two PVs. The results 

showed that HB is 26-31 percentage points higher when respondents are asked to pay 

with labour instead of money. Second, to convert labour “payments” to monetary 

values, it is necessary to apply an opportunity cost of time. The opportunity cost of time 

is affected by a wide range of factors including wage rate, family status and alternative 

uses of time. Chapter 3 focused on gender heterogeneity in the value of time in the 

context of a patriarchal family structure. The results showed that the value of time is 

lower for women than for men which suggests that women have a higher marginal utility 

of money and/or a lower marginal utility of time. Subsequently, more weight will be 

given to preferences of women in an SP study if the PV is labour while more weight will 

be given to men if the PV is money. This findings suggest that the choice of PV is based 

on value judgments with respect to the social importance of men and women. 
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In summary, this thesis set out to investigate some of the issues around the use of 

labour versus money as the payment vehicle in stated preference studies in low-income 

communities. It concluded that money outperforms labour with respect to hypothetical 

bias but that a monetary payment vehicle implicitly attaches more social importance to 

male respondents. The research in this thesis provides the first bit of evidence about (1) 

the reliability of inferences drawn from the use of hypothetical WTP as the benchmark 

for evaluating the performance of one or several competing rates for monetising WTW, 

(2) differences in the scale of hypothetical bias between a labour and a monetary 

payment vehicle, and (3) the impact on welfare evaluation of gender-based differences 

in the value of time. Since the results are based on one study only i.e. one country (Kenya 

or India) and one good/service (fortified flour or improved water supply), this research 

opens up an interesting avenue for future research. To examine the extent to which the 

results in this thesis can be generalised, future studies may, for example, want to explore 

how the findings are affected by the type of good (private versus public) and the degree 

of marketisation in the surveyed population. 
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