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Abstract

EXPLORING PHOTONIC BENEŠ SWITCHING FABRICS FOR FUTURE

HPC AND DATACENTRES

Markos Kynigos
A thesis submitted to The University of Manchester

for the degree of Doctor of Philosophy, 2022

Scalable photonic interconnection networks are highly desirable for both the High-
Performance Computing (HPC) and the datacentre domains. Their potential energy
efficiency and increased bandwidth capacity compared to networks based on electron-
ics are the appeal. One of the main challenges in realising large-scale photonic inter-
connection networks is the adoption of network switches that can internally employ
(1) high-port-count, and (2) fast, broadband photonic switching fabrics (PSFs). These
fabrics are created by composing multiple stages of individual photonic devices which,
when controlled with thermal or electrical tuning, can act as network switches.

Including PSFs at any level of the network still faces many obstacles, related both to
photonic device design, and to control functionality for the switching fabric. This the-
sis contributes to the latter. It presents a simulation-based, network-traffic driven eval-
uation of PSFs, that are constructed using electrically/thermally tuned Mach-Zehnder
Interferometers (MZIs), and formed using the Beneš network topology. These MZIs
are broadband and fast switching, as they exhibit switching behaviour in ns-time across
a continuous 30nm spectral segment. The Beneš topology requires the fewest MZIs,
thereby reducing the PSF control complexity and increasing the photonic performance.
Furthermore, the thesis enables simulating the deployment of such switching fabrics
in the context of future HPC systems and datacentres.

First, the thesis discusses the main concepts enabling photonic communication,
as well as the state-of-the-art in PSFs, and outlines the design challenges related to
photonic switching.

It then describes a simulation-driven methodology for evaluating the relationship
among communication traffic configuration, PSF-internal routing algorithm and pho-
tonic performance for a given PSF. The methodology is evaluated by simulating two
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state-of-the-art PSFs selected from the literature, and comparing with their reported
performance. The simulation accuracy is established against the published data (inser-
tion loss within 0.05 dB, photonic crosstalk within 3 dB).

The thesis then proposes the concept of “Hardware-Inspired Routing strategies”
(HIRs), which are a collection of routing algorithms for the studied PSFs. They lever-
age both the state-based asymmetry in device photonic performance and the path-based
asymmetry offered by the switch fabric topology, to reduce photonic losses and switch-
ing energy-per-bit when using Circuit Switching (CS). Depending on the communica-
tion traffic configuration, the two best HIRs can be effective at reducing the photonic
losses which compose the combined photonic power penalty. The power penalty de-
termines the required signal power for the PSF and therefore the energy efficiency.
Compared to the state-of-the-art “Looping Algorithm,” the HIRs can reduce the pho-
tonic power penalty by ∼ 15−20% on average and by ∼ 19−15% in the worst case
as the PSF size increases. When considering an on-chip deployment scenario, this can
lead to laser power savings between ∼ 20− 77% on average and ∼ 24− 42% in the
worst case.

It then proposes augmenting the HIRs with Time-Division Multiplexing (TDM),
and investigates deploying a 16×16 PSF, which is selected from the literature, within a
top-of-rack switch. When using TDM, flows are partitioned into equal-sized segments,
which are then interleaved by the PSF controller to reduce the timing penalty of switch
fabric contention incurred by CS. The simulations show that when employing TDM,
communication time within the PSF can be reduced by up to ∼ 20% compared to CS,
depending on the employed workload, while not affecting insertion loss or switching
energy per bit.

The thesis concludes by investigating the joint impact of traffic arbitration pol-
icy, PSF-internal routing algorithm and workload on the switch performance (insertion
loss, communication time within the PSF, switching energy per bit). The results indi-
cate that communication time is affected the most by the arbitration policy with dif-
ferences generally at ∼ 10% and, in some extreme cases, over 30%. Switching energy
per bit is affected less significantly, with differences around ∼ 4−5% (at most 15%),
while insertion loss is negligibly affected. These indicate that arbitration in these PSFs
could be designed independently from routing. The least-frequently used policy was
found to be the best overall and particularly with regular workloads, in which tasks
progress at the same pace, with clear communication phases of fixed size. In these, the
communication time is reduced by the arbitration policy by ∼ 30%, while in irregular
workloads the communication time is increased due to the policy by ∼ 6%. On the
other hand, one of the novel policies proposed, accelerated round-robin, excels with
irregular workloads; in these, tasks progress at a pace dictated by traffic causality.
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Acronyms

Arrayed Waveguide Grating Coupler (AWGR)

A passive photonic device used to interconnect multiple endpoints.

Bit-error Rate (BER)

The number of bit errors per unit time, where bit errors are received bits which
have been altered due to noise, interference, distortion or synchronisation errors.

Circuit Switching (CS)

A switching technique which allocates the entire set of required resources to the
transmitted traffic for the required time of transmission, and blocks requests for
allocated resources.

Coarse Wavelength-division Multiplexing (CWDM)

A form of wavelength division multiplexing which employs few wavelengths
(less than 8), differing significantly in frequency.

Complementary metal-oxide-semiconductor (CMOS)

A family of processes used to fabricate integrated circuits.

Datacentre (DC)

A facility which is composed of interconnected compute, storage and network
infrastructure, with the purpose of delivering shared applications and data.

Datacentre Network (DCN)

An interconnection network used to connect compute and storage machines
within a datacentre.
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16 Acronyms

Dense wavelength-division Multiplexing (DWDM)

A form of wavelength-division multiplexing, in which the employed wavelength
channels align to a standardized frequency grid.

Electro-optic (EO)

Used to refer to electro-optic tuning, which employs the free-carrier dispersion
effect to induce phase change or resonance.

Electro-Optically tuned Mach-Zehnder Interferometer (EOMZI)

A Mach-Zehnder Interferometer that employs electro-optical tuning to change
state.

Hardrare-Inspired Routing Strategies (HIRs)

A set of path-wise routing strategies which select paths through switches based
on the properties or state of the underlying traversed photonic medium.

High-Performance Computer (HPC)

A special-purpose computer composed of multiple servers, connected using an
interconnection network.

Insertion Loss (ILoss)

Power attenuation incurred by the photonic carrier as it traverses a photonic
medium.

Interconnect (IC)

Used to describe a communication link (e.g. copper or fibre cable, waveguide)
that connects compute or memory resources to each other.

Mach-Zehnder Interferometer (MZI)

A photonic device consisting of two inputs and two outputs, which can be used
as a switching cell.

Microring Resonator (MRR)

A photonic device formed using a circular silicon waveguide structure, used to
change the propagation direction of traversing light, based on resonance me-
chanics.
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Multi-mode Interferometer (MMI)

A photonic device with two inputs and two outputs, which can be used as a
coupler within switching devices or as a waveguide crossing.

Multipath Interference (MPI)

Refers to a type of crosstalk, which is generated by delayed versions of a pho-
tonic signal leaked through multiple physical paths through a photonic medium.

Network-on-Chip (NoC)

A network which interconnects multiple chip components.

Non-Return-to-Zero (NRZ)

A binary line code in which ones are represented by one significant condition
and zeroes by some other significant condition, with no other neutral or rest
condition.

On-Off Keying (OOK)

A modulation scheme which represents digital data as the presence or absence
of a carrier wave.

Optical Interconnection Network (OIN)

An interconnection network which employs optical links and electronic switches.

Optical Network-on-Chip (ONoC)

An optical network which interconnects multiple chip components.

Photonic Integrated Circuit (PIC)

An integrated circuit containing at least two optical devices.

Photonic Interconnection Network (PIN)

An interconnection network in which traffic does not suffer electro-optic or opto-
electric conversion in intermediate network nodes.

Photonic Switching Fabric (PSF)

A collection of active photonic devices tiled and interconnected by passive pho-
tonic devices, with the purpose of performing switching functionality.
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Rearrangeably non-blocking (RNB)

A network topology which can route arbitrary input-output connection permu-
tations, but incremental route allocation may cause some pre-allocated connec-
tions to require rerouting.

Return-to-Zero On-Off Keying (RZ-OOK)

On-off keying modulation using a return-to-zero binary line code.

Signal-to-Noise Ratio (OSNR)

The measure of the ratio of signal power to noise power in an optical channel.

Silicon Photonics (SiPh)

A material platform which uses silicon-on-insulator, from which photonic inte-
grated circuits can be made.

Space Division Multiplexing (SDM)

A multiplexing technique for optical data transmission where multiple spatial
channels are utilized.

Strictly non-blocking (SNB)

A network topology in which the connections of any input-output permutation
can be allocated incrementally, without rerouting pre-allocated connections.

Switching Element (SE)

A device that performs switching.

Thermo-optic (TO)

Used to refer to thermo-optic tuning, with which the refractive index of a waveg-
uide is modified to induce a phase change or resonance.

Time-Division Multiplexing (TDM)

A communication channel sharing technique, in which the channel capacity is
partitioned into time-slots, with competing traffic being transmitted using inter-
leaving.
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Top-of-Rack (ToR)

Used to refer to a switch, a Top-of-Rack switch connects in-rack servers to the
interconnection network.

Vertical Cavity Surface-emitting Laser (VCSEL)

A type of laser.

Wavelength-division Multiplexing (WDM)

A multiplexing technique through which a data stream is split and encoded on
multiple wavelengths traversing the same photonic medium.



Chapter 1

Introduction

1.1 Motivation

The field of High-Performance Computing (HPC) is transitioning into the “exa-scale”
era, in which large-scale, special-purpose computers have the ability to reach peak per-
formances of ≥ 1 EFLOPS. The Fugaku supercomputer [Don20], deployed in 2020,
Japan, is currently the most powerful HPC system and can achieve ∼ 415 PFLOPS

peak performance, while the United States of America aims to deploy two exa-scale
HPC systems, Frontier and Aurora, by 2023 [(OL21, SRM+19].

HPC systems rely on massive parallelism, enabled by high-performance inter-
connection networks, to distribute compute tasks to the system nodes and to com-
municate data among them. Performance tends to be reported using benchmark ap-
plications, such as LINPACK [DLP03], which is a computation-heavy workload, or
HPCG [DHL16], which stresses the communication to memory and, to an extent, the
interconnection network. The performance of Fugaku under the LINPACK benchmark
is 80.9% of peak performance; however, its performance under the HPCG bench-
mark is 2.8% of the peak. While this is still the best performance for HPCG glob-
ally, the mismatch in performance between the two benchmarks highlights the grow-
ing gap in resource provision between computation and communication capability in
current HPC systems [Ber21]. This occurs due to the increasing cost and power con-
sumption of the interconnection network. As HPC performance becomes increas-
ingly dependent on data communication efficiency, it is expected that future high-
performance interconnects will require a paradigm shift in order to meet communi-
cation demands [RNH+15].

At the same time, the data centre world has transitioned into the “Zettabyte era”,

20
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(a) Cost increase. (b) Power consumption increase.

Figure 1.1: A qualitative comparison of the price and cost increases associated with
improving pluggable optics. Image copied from [SZC+21].

in which large-scale Data Centres (DCs) are tasked with serving ever-growing Internet
Protocol (IP) traffic, which has already surpassed 2 Zettabytes/year [Net17]. This de-
mand, driven by both increasing video traffic and use of AI, is substantially increasing
the power consumption of data centres. In spite of significant advances in DC energy
efficiency, they are projected to consume between 3−13% of global power production
by the year 2030 [AE15, GKL+21].

In spite of their differences, both HPCs and DCs rely on interconnection networks,
which are composed of copper or optical links, and electronic packet routers and
switches. In both cases, the number of employed switches grows with the scale of the
system, and therefore the power consumption for switches increases. In addition, op-
tical cables are being used more frequently, as the demand for more bandwidth within
HPCs and DCs increases. Pluggable optical cables, however, are costly and further in-
crease power consumption [SZC+21]; this is depicted in Fig. 1.1, which qualitatively
shows the price and power consumption increase when improving the capabilities of
current pluggable optical cables. Communicating data must be transformed from the
electrical domain, where the data is switched at every hop within electronic packet
switches, to the optical domain for transmission and vice versa (O/E/O conversion),
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a process which consumes power and prohibits scaling. This in turn enforces a de-
pendency between electronic switches and pluggable optics; switches must either be
upgraded at every optical cable data rate generation to support new transceivers, which
perform O/E/O conversion, or transceivers must be constrained by legacy capabilities.

Augmenting interconnection networks by employing photonic switches is consid-
ered a highly promising approach for surmounting many of the challenges examined
above [NRC+15]. On one hand, this could reduce the dependency on pluggable op-
tics and therefore O/E/O conversions. On the other hand, recently demonstrated pho-
tonic switches employing Silicon Photonics technology (SiPh) can be highly power
efficient, thereby reducing the power consumption of the interconnection network.
SiPh devices, most notably Microring Resonators (MRRs) and Mach-Zehnder Inter-
ferometers (MZIs) are capable of switching multiple wavelengths simultaneously in
the µs− ns scale, thereby allowing for data rate scaling using Dense-wavelength-
Division Multiplexing (DWDM), and can be cascaded to form photonic switching
fabrics, thereby increasing the port count. These switching fabrics can then be used
to either augment current interconnection networks by providing efficiency through
new capabilities (e.g. bandwidth steering [MST+19]), or to potentially replace some
electronic packet switches, thereby forming hybrid electronic/photonic interconnection
networks [FPR+10].

However, many challenges still exist in using photonic switching fabrics within
high-performance network switches, such that they can compete with standard elec-
tronic packet switches. The lack of practical data buffering in the optical domain
makes packet switching challenging, necessitating the use of circuit switching at the
transmission level. This in turn affects the complexity of the switching fabric con-
troller and routing algorithm internal to the switch, which is responsible for providing
uninterrupted lightpaths from a source to a destination port. At the same time, optical
losses which are inherent to the device technology, namely insertion loss and photonic
crosstalk, limit the scalability of switching fabrics [DL17].

This thesis examines the challenges outlined above, in the context of rearrangeably-
non-blocking photonic switching fabrics formed with MZIs. In addition, it improves
on the state-of-the-art by proposing a set of routing techniques which can be used to
optimise the photonic power penalty, while not prohibitively increasing switch con-
troller complexity.
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1.2 Thesis Contributions

This thesis examines the potential of photonic switching fabrics formed with thermal-
ly/electrically tuned MZIs using the Beneš network topology, for their deployment in
future HPCs and datacenters. The research question that is addressed by this thesis
comprises of the following components:

1. What are the limitations of these photonic switching fabrics in terms of scal-
ability, photonic metrics (insertion loss, photonic crosstalk, power budget and
required signal power) and performance, that is communication time?

2. Can the properties of the adopted topology and underlying technology be lever-
aged by intra-switch routing algorithms to reduce the photonic power penalty,
switching energy, signal power and therefore required laser power? As required
laser power is the main limitation in scalability, can the use of these routing
algorithms reduce required signal power enough for larger switching fabrics to
become realistic?

3. What is the impact of network traffic configuration on photonic metrics (inser-
tion loss, optical crosstalk, photonic power penalty, signal power, switching en-
ergy) and performance metrics (blocking in the form of contention, communica-
tion time)? How is this impact affected by routing algorithm selection?

4. How does the performance of the proposed routing algorithms evolve with the
network size, with respect to the metrics under consideration?

5. The routing algorithms proposed to optimise for photonic metrics introduce
blocking in the form of contention in the switch, thereby decreasing the perfor-
mance of the fabric. Can time-division multiplexing ameliorate the performance
degradation? To what degree and under which traffic conditions?

To address the research question, this thesis makes the following contributions:

1. It proposes a methodology and tool for evaluating the interactions between net-
work traffic configuration, internal routing algorithm selection and photonic met-
rics (exhibited insertion loss, photonic crosstalk, signal power). To the best of
the author’s knowledge, the use of network traffic-driven simulation consisting
of causality-enabled traffic models as a tool for evaluating the performance of
photonic switching fabrics, and assessing the above interactions has not been



24 CHAPTER 1. INTRODUCTION

previously investigated. The methodology, as well as the simulation framework
that has been developed to support it, are described in Chapter 3. The methodol-
ogy’s use is involved in addressing all the components of the research question.

2. It contributes to the state-of-the-art in routing algorithms for the internals of
photonic Beneš switching fabrics based on thermally/electrically tuned MZIs by
proposing a set of circuit-switched Hardware-Inspired Routing strategies (HIRs).
These routing strategies leverage the inherent asymmetry in the state-based in-
sertion loss, crosstalk and tuning energy of this type of MZI to provide loss-
optimised paths inside the switching fabric. This contribution comprises of the
following parts:

(a) The first part consists of the routing strategies discussed in Chapter 4. Each
routing strategy proposed here optimises against a single criterion, namely
minimizing the number of waveguide crossings, minimizing the number of
required state changes, and minimizing the number of MZIs in the “bar”
state. The rnd strategy, which randomly selects a potential path, also be-
longs here.

(b) The second part consists of the hybridised routing strategies proposed in
Chapter 5. These routing strategies combine the optimisation criteria used
in the previous to elicit further improvements in the considered metrics.

Compared to the state-of-the-art Looping algorithm [Ben64], most HIRs show
significant reductions on signal power, aggregate crosstalk, insertion loss and
switching energy exhibited per flow, both on average and in the worst case. This
contribution, discussed in Chapters 3-5, addresses the second and third compo-
nents of the research question. It also address the fourth component, by focusing
on insertion loss, switching energy and communication time for Chapters 4 & 5.
It is noted that the latter two chapters do not focus on photonic crosstalk, as
the crosstalk model was developed after the finalisation of the publications they
contain.

3. The proposed HIRs introduce a trade-off, as they select loss-optimised paths
by sacrificing the non-blocking characteristics of the Beneš network, thereby
introducing contention in the fabric. To address this, the third contribution of
this thesis is the augmentation of HIRs with time-division multiplexing (TDM),
rather than circuit switching. Circuit switching and TDM are defined in Sections
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2.4.2 and 2.4.3, while their application to the PSF is detailed in Chapter 6. The
contributed technique ameliorates the effects of contention while maintaining
the insertion loss savings of the HIRs. This approach is evaluated using the pro-
posed methodology and considering a 16×16 Beneš switching fabric deployed
at the top-of-rack level. The findings show that employing TDM can reduce
communication time by up to 20% in the best case compared to CS, thereby de-
creasing the impact of contention, while having minimal impact on the exhibited
critical path insertion loss (∼ 0.5dB increase) and average required switching
energy (∼ 5% decrease). A trade-off analysis is also performed with respect to
TDM segment size, finding that it can be increased tenfold with negligible per-
formance impact, thereby reducing constraints in path computation time. This
contribution addresses the fifth component of the research question.

In addition to the above, the thesis includes an investigation on the role of arbi-
tration algorithms in the control of the photonic switching fabrics under investigation.
This investigation has been submitted for publication in the Journal of Optical Com-
munication Networks (JOCN). The thesis author has contributed to this research article
by co-authoring the paper, in particular sections 1-4 of the paper, as well as providing
assistance for the simulation experiments contained in the work and their analysis.
The domain investigated in the article is an evolution of the thematics of this thesis
and is based on the methodology proposed as a thesis contribution. However, as the
thesis author did not develop the arbitration algorithms examined in the article, it is not
considered to be within the thesis authors’ contributions and is therefore not included
above.

1.3 Publications

As this thesis is organized in the journal format, the majority of the contained work
has either been published or submitted as the following research articles:

1. M. Kynigos, J. Pascual, J. Navaridas, M. Luján, J. Goodacre, Scalability analy-

sis of optical Beneš networks based on thermally/electrically tuned Mach-Zehnder

interferometers, Published in the ACM Proceedings of the 12th International
Workshop on Network on Chip Architectures (NoCArc), 2019 (Chapter 4).

2. M. Kynigos, J. Pascual, J. Navaridas, M. Luján, J. Goodacre, On the routing and

scalability of MZI-based optical Beneš interconnects, Published in the Elsevier
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Journal of Nano Communication Networks, 2020 (Chapter 5).

3. M. Kynigos, J. Pascual, J. Navaridas, J. Goodacre, M. Luján, Power and en-

ergy efficient routing for Mach-Zehnder interferometer based photonic switches,
Published in the Proceedings of the ACM International Conference on Super-
computing (ICS), 2021 (Chapter 6).

4. J. Navaridas, M. Kynigos, J. Pascual, M. Luján, J. Miguel-Alonso, J. Goodacre,
Understanding the Impact of Arbitration in MZI-based Beneš Switching Fabrics,
Submitted for publication to the IEEE Transactions on Parallel and Distributed
Systems (TPDS), 2022 (Chapter 7).

In addition to the above, the following papers which are based on this thesis are in
progress to be submitted:

• The first paper will present the photonic interconnection network simulator that
has been augmented for this thesis, PhINRFLow. Based on the study included
in Chapter 3, this paper shall discuss the capability of simulating bufferless pho-
tonic switching fabrics using flow-level network simulation, thereby enabling
network traffic-driven analyses of photonic switching fabrics.

• The second paper will be based on the comparative study of intra-switch routing
algorithms presented in Chapter 3. It will propose a technique for partitioning
the employed wavelengths into groups, forming a set of wavelength arbitration

policies to be used in conjunction with the HIRs. The goal of these policies will
be to reduce photonic crosstalk in MZI-Beneš photonic switching fabrics and
allow for their greater scalability.

1.4 Outline

Chapter 2 discusses silicon photonic devices and their composition into photonic path-
ways, and describes the photonic losses and power penalties that arise from the their
use. It also compares photonic interconnect topologies for multi-stage switching fab-
rics and discusses the different types of switching methodology that have been previ-
ously employed. Lastly, it introduces the photonic switching fabric assumed as a basis
for the simulation-driven studies in later chapters and describes the interdependent de-
sign challenges which arise from the formation of photonic networks.
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Chapter 3 proposes a methodology for evaluating the effect of network traffic con-
figuration and of intra-switch routing algorithms on the performance of Beneš-based
photonic switching fabrics, which is the first contribution of this thesis. This methodol-
ogy focuses on the application of network traffic-driven simulation to photonic switch-
ing fabrics, allowing for investigations into the interactions between network traffic,
routing algorithm and their impact on the photonic performance of the fabric. It de-
scribes the simulation framework which has been augmented to pursue the research
aims of the thesis, compares the results of the simulation models against state-of-the-
art switching fabrics and investigates the impact of routing algorithm selection and
traffic configuration on photonic metrics.

Chapter 4 proposes the concept of hardware-inspired routing strategies (HIRs) for
Beneš networks formed with thermally-electrically tuned Mach-Zehnder Interferom-
eters (MZIs). These routing strategies, aim at reducing the path-dependent insertion
loss and switching energy incurred by flows as they traverse the photonic switching
fabric.

Chapter 5 improves on the concepts proposed in Chapter 4 and proposes the hy-
bridised HIRs. These, together with those described in Chapter 4, are the second con-
tribution of this thesis. These routing strategies aim to further reduce the insertion loss
and switching energy exhibited. The chapter also includes an investigation of their
impact on communication time.

Chapter 6 introduces the third contribution of this thesis, as it investigates the
application of time-division multiplexing as a switching technique for the photonic
switching fabric. It demonstrates that using time-division multiplexing can mitigate
contention-induced performance degradation.

Chapter 7 investigates the impact of arbitration algorithm selection on switch per-
formance, by examining various arbitration algorithms and their combination with
routing algorithms and switching techniques. It is shown that routing and arbitration
can be designed independently from each other, as the combination of routing algo-
rithm and arbitration algorithm does not significantly affect the metrics under inves-
tigation. However, arbitration and switching technique are more closely interrelated,
as communication time was affected significantly for different arbitration algorithms
when using TDM compared to CS.

Chapter 8 summarises the contributions of this thesis and details opportunities for
future research.



Chapter 2

Silicon Photonics-based Interconnects:
Technology Review

2.1 Introduction

Although optical interconnection networks (OINs) have been researched since the
1980s, many challenges remain in their deployment. OINs are distinct from photonic
interconnection networks (PINs) in that the latter require the communicated informa-
tion to remain in optical form end-to-end [NNLBX17]; information is modulated opti-
cally at the transmitter, carried optically by the interconnect and demodulated into the
electrical domain at the receiver. Although the two terms are often used interchange-
ably in the literature, this distinction shall be adopted for this work.

OINs, i.e. interconnection networks that employ optical links and electronically
buffered intermediaries, are attractive in the short to medium term for large-scale
computing contexts such as within datacentres or high-performance computers. Their
physical characteristics reduce the dependency between interconnect energy consump-
tion and communication distance [Bor13] compared to electronic variants. However,
these networks require network traffic to suffer conversion into the electrical domain
for storage at every network hop, and re-conversion into the optical domain for trans-
mission to the next hop. As has been indicated in many studies (e.g. [PC20] and
[KT12]), this requirement leads to poor scalability of these networks from a power and
energy perspective; as interconnect demands increase, this solution can be significantly
improved upon in terms of power and energy efficiency.

Conversely, PINs operate on the premise of no electro-optic conversion during net-
work path traversal, with conversions occurring only at the transmitting and receiving
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node. This is achieved by deploying photonic switches that implement circuit switch-
ing at the lightpath or wavelength level. These networks can offer a comparatively
improved energy profile, making them attractive candidates for high performance in-
terconnection networks in datacentres or HPC. However, many challenges remain to
realising high-performance photonic interconnects at the system level, which will be
discussed in Section 2.9. Adopting PINs requires photonic switches and these switches
are still challenging to materialize, leading to datacentre and HPC interconnect archi-
tectures requiring significant changes for adoption to occur. Therefore, the cost of
replacing electrical links for optical fibres while maintaining electronic switching (i.e.
OINs) is currently dwarfed by the cost of adopting the PIN paradigm [Bah18]. In sum-
mary, significant challenges exist at the photonic device, switching fabric, switching
methodology, and network control levels.

This chapter discusses the fundamentals of photonic communication in PINs and
is structured as follows. Section 2.2 disambiguates the terminology used in this thesis.
Section 2.3 provides an overview of photonic communication. Section 2.4 discusses
switching and multiplexing methodologies that are used in photonic communication.
Section 2.5 discusses the photonic devices , while section 2.6 describes the photonic
losses and power penalties that arise from the individual devices, as they are traversed
by a carrier beam travelling from a sender to a receiver. Section 2.7 discusses photonic
interconnect topologies for multi-stage switching fabrics and their merits. Section 2.8
details the photonic switching fabric chip that has been assumed as a baseline for the
simulation-driven studies in this thesis. The chapter concludes with Section 2.9, where
the interdependent design challenges that arise from combining the above to form a
photonic network are discussed.

2.2 Nomenclature

In photonics communication systems, much of the terminology has been adopted from
electronic communication, leading to ambiguity. This section clarifies the meaning of
the terminology used in this thesis.

A Link is a point-to-point connection between two nodes. A photonic link is a link
where the communicated traffic is encoded from the electrical to the optical domain at
the sender node and decoded from the optical to the electronic domain at the receiver,
after traversing a passive photonic medium.

A wavelength, or λ, corresponds to a frequency within a specific spectrum which
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is used for communication.

A carrier beam refers to a beam of light, usually generated by lasers, comprising
of one or more wavelengths. Communication traffic is modulated on to the carrier
beam or a subset of it.

A channel in photonics refers to a wavelength. Intra-channel, as in intra-channel
crosstalk, describes an effect that occurs between two carrier beams at the same wave-
length, whereas Inter-channel describes an effect occurring between different wave-
lengths.

A switch, or switch device, refers to a device with more than one inputs and more
than one outputs, which is capable of controlling the desired output port of a photonic
signal which ingresses through an input port.

A connection between two nodes refers to an uninterrupted transmission of traffic
between those nodes, such as a circuit (Circuit-Switching) or a TDM timeslot.

A lightpath is a path between two nodes between which light passes through un-
modified, meaning on the same wavelength(s) and without electronic conversion. A
lightpath includes all devices through which a carrier beam travels from a source to
a destination. This is differentiated from a path, which refers to the set of connected
devices which may be used by a carrier beam to travel from a source to a destination.
In this thesis, and particularly in chapter 3, lightpath refers to the tracing of the carrier
beam through a switching fabric, as it travels along a path.

A photonic pathway is used as an umbrella term that encompasses all the stages
of communication between two nodes in a PIN.

A victim is a photonic signal, encoded onto a carrier beam, which suffers interfer-
ence effects from other photonic signals.

An aggressor is a photonic signal, encoded onto a carrier beam, which interferes
with other photonic signals.

Insertion loss is the attenuation in power of the carrier beam of a photonic signal,
as it traverses one or more photonic devices.

crosstalk is the power level of an aggressor photonic signal or set of signals, as
measured at the output port the victim signal uses to egress from the photonic switching
fabric.
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Figure 2.1: High-level depiction of photonic communication.

2.3 Anatomy of a Silicon Photonic Pathway

Fig. 2.1 outlines the main stages of photonic communication, as well as their con-
stituent parts. The source and destination nodes are in the electrical domain. A carrier
beam, which is commonly emitted by a laser source, is coupled into a modulator ar-
ray during photonic signal generation; there, communication traffic from the electronic
domain is modulated onto the beam. The beam is then transmitted over the medium
in the transmission phase. During this phase, the photonic signal attenuates as it tra-
verses devices, and can suffer interference from other photonic signals if switches are
traversed. These two effects, known as insertion loss and crosstalk, are discussed in
Section 2.6. The transmission phase ends when the photonic signal reaches the detec-
tion array at the destination. During the detection phase, the communication traffic is
de-modulated from the carrier beam into the electronic domain so that it may be used
by the destination node.

A connection between a source and a destination using a PIN is called a photonic
pathway. A typical pathway is composed by a laser source, couplers, modulators,
waveguides and fibre, photonic switching fabrics, and detectors. Photonic switching
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fabrics, in turn, comprise of waveguides, switching devices and, depending on the fab-
ric topology, waveguide crossings. In the case of on-chip communication, the modula-
tors and detectors are coupled to the switching fabric through waveguides. The carrier
beam source can either be co-located using on-chip lasers, or can be coupled into the
chip from an off-chip laser source.

In the case of rack-level communication, carrier beam generation, photonic sig-
nal generation and detection occur inside pluggable transceivers. The transceiver end-
points are then coupled to switches and/or servers represented here as abstracted sender
and receiver nodes.

2.4 Switching & Multiplexing Techniques

Although some switching methodologies (e.g. circuit switching) and some multiplex-
ing techniques (e.g. time division multiplexing) are similar between electronic and
photonic communication, physical differences in the latter introduce limitations but
also new opportunities in communication. In this section the switching and multiplex-
ing methodologies most commonly considered for photonic switches will be discussed.
The current fundamental limitation of photonics will also be explained, along with its
impact on switching techniques.

It is noted that multiplexing techniques relying on polarization and mode manipu-
lation (e.g. [WHD14] [LOC+14]), i.e. polarization division multiplexing and mode
division multiplexing, are also interesting avenues for increasing the available band-
width beyond wavelength division multiplexing. However, as the focus of this work is
on single-mode MZI switching fabrics using WDM, the above methodologies are out
of scope for this work and will not be expanded upon.

2.4.1 Buffered vs. Bufferless

Although many works have endeavoured to do so (e.g. [AZS+08, KNS+14, TAM+19]),
storing information in photonic form is currently challenging for practical amounts of
time and in practical data volume [AKP20]. This means that the concept of photonic

buffering is currently infeasible. This limitation has substantial consequences for the
PIN paradigm, as PINs must either employ bufferless communication, or rely on elec-
trical buffers and therefore become OINs. The latter option, as discussed, would entail
including photonic transceivers every time information must be buffered, leading to
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the power and performance penalties discussed previously.

Although bufferless communication enables photonic communication, it also in-
troduces a fundamental constraint in available switching paradigms. Bufferless com-
munication systems preclude the use of packet switching, which ultimately relies on
packets or packet segments being stored in buffers in intermediate nodes before they
are forwarded to their destination. Based on this concept, flow control techniques (e.g.
cut-through, wormhole, etc.), which have been developed to more efficiently share the
network resources and buffering capacity, become impossible without buffers. Pho-
tonic communication must therefore rely on circuit-switching at the transmission level
in order to remain bufferless and therefore energy efficient.

2.4.2 Circuit Switching

Historically, the Circuit Switching (CS) methodology evolved for telephony networks
and found use in early telecommunication and interconnection networks. With CS,
the source node issues a header packet which travels along the selected path (usually
determined by the network controller), reserving the required network resources until
reaching the destination. These reserved network resources are called a circuit. Data
transmission then commences, with other requests which require the already-reserved
resources being blocked while the circuit is being serviced. Once data transmission is
complete, a tear-down packet is issued, allowing intermediate nodes to de-allocate the
resources devoted to the circuit and prepare them for the next request. The shortcom-
ings of CS in electronic networks such as unfair allocation of communication resources
have led to the methodology being mostly superseded by packet switching.

In bufferless photonic communication using switching fabrics, intermediate nodes
are photonic devices. These devices do not provision for packet reads as this would
require detectors and backend circuitry, but are controlled by a centralised network
controller, commonly using an FPGA device. Source nodes communicate with the
network controller using a separate control network. With CS, a source node sends a
path request to the network controller. The controller assesses the state of the photonic
switching fabric and, if a path is available to the requested destination, sets the state
of the switches within the fabric that correspond to the required path. It then sends a
response to the source node to begin transmitting. Once the source node has completed
transmission, it informs the network controller so that the reserved resources may be
released.
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2.4.3 Time Division Multiplexing

Time Division Multiplexing (TDM) is a communication sharing technique which was
developed to overcome the inefficiencies of CS networks. Here, the channel capac-
ity is partitioned into time slots, usually of a fixed length [DT04]. Information to be
transmitted by nodes nodes across a shared medium is partitioned at each node into
segments conforming to the time slot, and segments are transmitted using the process
known as interleaving. The process of selecting which node may transmit is called
arbitration, with round-robin, least frequently used or random selection being the most
common arbitration strategies for TDM. These are investigated in detail in Chapter 7.

As is explained in chapter 6, in photonic switching fabrics that employ TDM, the
time slot length is defined by the photonic device switching time, and the routing al-
gorithm solving time. The photonic device switching time is defined by the device
type and tuning strategy, as different devices employ different tuning strategies. For
example, MRR-based switching devices commonly employ thermal tuning to induce
switching through the thermo-optic effect, which is done in the µs range. MZI-based
devices that employ electrical tuning to induce switching through the electro-optic ef-
fect switch in the ns range, allowing for shorter time slots. However, the TDM time slot
must also be long enough for the employed routing algorithm to compute the state of
the switching fabric, as the state computation for the next time slot must be completed
during the current time slot at any given time. It is noted that this is not the general case
in switching fabrics that employ TDM, where switch states that align to input-output
permutations can be pre-computed and stored ahead of time in the switch controller
memory; in these cases, the switch controller must retrieve the appropriate switch state
from memory based on the input-output permutation to be serviced. However, when
employing routing algorithms which route paths through the switching fabric based

on the current network state, as is the case with some of the routing algorithms con-
sidered in this work, routing computation must be done on-line and therefore solving
time must be incorporated within the TDM timeslot. The routing algorithm is also
dependent on the switch fabric topology, with rearrangeably-non-blocking topologies
generally requiring more computationally complex (and therefore time-consuming)
routing algorithms.

Cheng et al. reason that, in the case of photonic switching fabrics within datacen-
ters, reducing the tuning time of active photonic devices below the µs range provides
less benefit than is widely considered by the community [CRBB18]. They base their
reasoning on the following arguments. Firstly, they consider a datarate per wavelength
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of∼ 25Gbps, which is needed for a∼ 100Gbps CWDM4 optical link. At that datarate,
the bit error rate (BER) is highly sensitive to phase variations within the link. There-
fore, if the link contains active photonic elements which induce phase variations (such
as when including a photonic switching fabric between the modulator and the receiver
bank), these must be calibrated to achieve a steady state before transmission; the re-
quired calibration time is referred to as “link training time”. Secondly, they estimate
that link training time is a process that takes at least 10−100ns [CRBB18]. Based on
these aspects, they argue that device switching time below 100ns would be less benefi-
cial than expected, as this would be dominated by the link training time. However, on
the one hand their reasoning disregards demonstrations of sub-nanosecond (< 600ps)
clock and data recovery locking [CBB+18]. This reduces the timing penalty of link
training substantially enough for ns-scale switching to become realistic, as shown by
Benjamin et al. [BGL+20]. On the other hand, reducing the per-wavelength data rate
would reduce the sensitivity to phase variations; high aggregate data rates can then be
obtained by increasing the number of wavelengths per link, with the added benefit of
higher energy efficiency albeit at a greater hardware cost at the transceiver. Switch-
ing fabrics based on broadband photonic switches such as silicon photonic MZIs are
instrumental to adopting this paradigm, as they can switch multiple wavelengths con-
currently without incurring additional hardware costs, by using WDM.

2.4.4 Wavelength Division Multiplexing

Wavelength Division Multiplexing (WDM) is enabled by the fact that a single photonic
medium (waveguide or fibre-optic cable) can carry multiple wavelengths of light con-
currently, with little to no interference between them. These wavelengths can be trans-
mitted, modulated upon and detected independently from each other using wavelength-
selective filters and can carry data at different bit-rates or encodings. This aspect of
optical and photonic communication is one of the main benefits, as it can lead to sim-
plified network design, reduced hardware cost and increased energy efficiency while at
the same time offering increased bandwidth capacity through higher spectral efficiency
in photonic links.

Coarse Wavelength Division Multiplexing (CWDM) refers to the sparse use of a
few wavelength channels (commonly 4 or 8) in the C or O communication bands [ITU12].
Information is multiplexed on the channels and then propagated across a common link,
similar to a network bus. These channels differ substantially in wavelength and there-
fore show very little crosstalk interference between them, leading to increased data rate
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per channel [LVVR+19b]. This has led to the adoption of CWDM in commercial opti-
cal links based on transceivers; 100Gbps links that utilise four NRZ-modulated wave-
lengths at 25Gbps per wavelength (known as CWDM4) find widespread use in DCs
and HPCs (circa 2008) [BP20]. 200Gbps CWDM4 links that employ PAM4 encoding
are starting to be adopted, while 400Gbps links employing high Baud rate PAM4 are
in development (circa 2020) [BP20]. These advances in link data rate are enabled pri-
marily due to the use of SiPh technology, which allows for higher integration density
in the hardware while allowing the transceiver form factor to remain compact.

However, scaling the CWDM channel data rate also has its limits. Increasing data
rates lead to increased energy and thermal dissipation as well as increased complexity
in the optoelectronic backend [LVVR+19b]. While higher order signal coding such as
PAM4 or quadrature-based coding has also been considered to further increase band-
width without scaling the channel data rate, it is more susceptible to interference effects
which limits their use in switching fabrics.

Dense Wavelength Division Multiplexing (DWDM), on the other hand, employs
a comparatively increased number of wavelength channels (10s - 100s) to increase
spectral efficiency. The employed wavelengths are aligned to frequency grids, with
the 100GHz and 50GHz grids being considered the standard. A tighter grid allows
for more DWDM channels but can increase inter-channel interference in the form of
crosstalk.

In the context of photonic networks, DWDM is encountered at the link level in
bus based wavelength routed systems, especially Optical Networks-on-Chip (ONoCs)
such as [VSM+08] or [PKK+09]. In these, source and destination pairs communi-
cate using distinct wavelengths via a waveguide bus. DWDM can also be employed
at the connection level when bandwidth-transparent photonic hardware is used. Here,
the connection (circuit) carries data modulated on multiple wavelengths concurrently.
By doing so, data rates per wavelength can be reduced while maintaining high aggre-
gate data rates in order to decrease connection length and increase energy efficiency.
Adopting connection-level DWDM also means that simple coding schemes such as
OOK employing Return-to-Zero or more commonly Non-Return-to-Zero (NRZ) can
be used while maintaining high aggregate data rates. This is advantageous as it de-
creases the complexity of the optoelectronic backend. This is, in fact, the multiplexing
scenario considered in the experimental component of this thesis, where 32 wave-
lengths modulated using OOK coding are assumed per connection.
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2.5 Silicon Photonic Devices

Photonic devices are the building blocks of silicon photonic pathways found in PINs.
As photonics is being considered for deployment ever closer to the source of com-
putation and memory storage, Silicon Photonics (SiPh) is particularly attractive due
to the compatibility of fabrication processes with CMOS fabrication [NFA13], facil-
itating adoption cost for chip-level, interposer-level or board-level photonics. As a
material, silicon has a very high refractive index (approx. 3.48 at 1550 nm [Lee16])
at optical communication wavelengths, leading to light modes being closely confined
within the carrier medium which reduces optical losses. It also exhibits a thermo-optic
and electro-optic response [PL+16]. These properties mean that silicon is a favourable
material for both waveguide and switching device construction. However, it is noted
that as silicon is an indirect band-gap material, challenges exist with producing high-
efficiency silicon lasers.

This section details the principal components forming silicon photonic pathways.
It is noted that each subsection here is a research domain in itself and therefore a
systematic review of each is out of scope for this thesis. However, as end-to-end energy
efficiency is a primary aim for scaling PINs and is directly affected by the device level,
a background in silicon photonic devices is discussed to provide context and construct
a holistic view of the optical interconnection system in section 2.9.

2.5.1 Lasers

Lasers are the most commonly considered light source for photonic interconnects,
although research is being conducted on the use of other light sources, e.g. LEDs.
For example, Bie et al. report on a promising MoTe2 based LED/photodetector de-
vices [BGH+17], which could allow for direct on-chip WDM. They also claim that
the technology can be used to fabricate narrowband lasers with very high coupling
efficiencies.

Current laser research generally falls within two categories; either the use of on-
chip, or off-chip lasers. Off-chip lasers are generally more efficient in terms of wall-
plug efficiency, but must be powered on for the full operation of communication ir-
respective of the sending endpoint. For an in-depth discussion on laser source effi-
ciency for Optical Networks-on-Chip (ONoCs), the reader is referred to [WNL17],
while prominent examples of off-chip lasers can be found in [WVM+17].

On-chip lasers are in principle very desirable for on-chip optical communication,
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as they could be powered on-demand and used for direct modulation onto the optical
carrier. Silicon, however, is an indirect band-gap material, meaning that its structural
properties (misalignment of free electrons in the conduction band to free holes in the
valence band) do not make it a good gain medium for light emission. The use of sili-
con as a gain medium for lasers is a highly active research domain which is, however,
out of scope for this work; the reader is referred to the detailed discussion by Liang
and Bowers [LB10]. As such, the complementary use of more exotic materials is re-
quired [WAD+17] [BHG+18] [DOJ+16], which in turn creates a range of problems,
most importantly with regards to laser efficiency and wafer yield [CLW+16] [ZYM15].
It is noted that on-chip lasers are a very active research topic; prominent novel example
technologies which show promise are VCSEL lasers and Transistor Lasers; discussions
on these can be found in [TLN+18] and [TFH13] respectively. Nevertheless, most pro-
posed systems to date, including the interconnection network examined in this thesis,
consider off-chip laser sources.

As this work focuses on the control and routing of photonic switch fabrics and not
on the light source, the use of an off-chip comb laser such as [LLS+18] is assumed.
These laser sources produce high quality multi-wavelength beams with a high degree
of uniformity in per-wavelength optical power.

2.5.2 Modulators

In order for information to be transmitted in the photonic domain, it must first be
modulated onto a carrier beam and with a predefined encoding; this is done using
modulators. Modulation can either be performed on the whole carrier beam [SB07]
or on a per-wavelength basis [DOG+12]. The latter technique enables DWDM, as
discussed in section 2.4.4.

Modulation can be performed by the laser itself in the case of an on-chip laser
source(referred to as direct modulation); however this entails limitations in achievable
data rate. Further, this technique does not lend itself to per-wavelength modulation
which is beneficial for high bandwidth density [SXH+15]. Direct-modulated on-chip
laser sources do not allow for per-wavelength modulation in the case of comb sources;
in the case of single-wavelength sources such as VCSELs, the required number of
lasers scales with the number of channels, which increases packaging complexity. The
most common approach for achieving high bandwidth density is therefore to use ex-
ternal modulation, in which modulator devices modulate the communication traffic
onto the carrier beam after it has egressed from the laser source. Example modulator
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Figure 2.2: Structure of photonic signal generation based on MRR modulators.

devices are MRRs (discussed in sec. 2.5.4) which employ carrier injection or deple-
tion [LVVR+19a], or MZIs which use interference effects.

MRR-based modulators are comparatively smaller in footprint and require less
driving voltage than MZI-based ones, leading to their wider consideration for energy
efficient DWDM when combined with multi-wavelength sources such as comb lasers.
As such, in DWDM many cascaded wavelength-selective MRR modulators are em-
ployed, each modulating on a single wavelength to achieve high aggregate data rates
at low energy consumption [XLDD+18]. This is depicted in Fig. 2.2. Here, a multi-
wavelength source is coupled into the modulator array; each MRR modulator is fed
information from the E/O Backend and modulates it on a specific wavelength. The
multi-wavelength beam is then coupled into the transmission medium.

In terms of encoding schemes, many works consider simple On-Off Keying schemes
(OOK) [GLM+11]. While higher order modulation formats such as PAM4 have been
considered (e.g. [NFF+18, Jon19]), they require hardware provisioning for additional
digital signal processing and forward error correction, leading to significant energy
consumption and latency overheads [LVVR+19a].

As this thesis focuses on the routing and control of photonic switch fabrics, a sys-
tematic review of modulator technology is out of scope. For the simulation work in
this thesis, OOK-encoded DWDM through the use of cascaded MRR modulators and
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a multi-wavelength laser source (e.g. a comb laser [LLS+18]) are assumed. These as-
sumptions correspond to those made in the DSENT PIN simulator [SCK+12], whose
laser model is incorporated in to the simulation work in later chapters.

2.5.3 Waveguides

Waveguides are the optical equivalent of the electrical wire and enable the most promi-
nent paradigm shift in interconnects, namely the ability to send multiple information
streams in parallel over the same physical medium in an energy efficient and relatively
distance-independent fashion. Waveguide technology for PINs is widely studied and
a wide variety of demonstrations have been put forth recently. For instance, in this
thesis a conservative waveguide propagation insertion loss penalty of 1.18 dB/cm is
considered [LZZ+16]; Thraskias et al. on the other hand mention waveguide-incurred
insertion loss of as low as 0.2 dB/cm [TLN+18]. It is noted that propagation loss due
to waveguides is highly dependent on device technology; nevertheless, the aforemen-
tioned survey illustrates the rate of progress on the technology front. As is shown
in chapter 4, other factors that contribute to the insertion loss penalty (i.e. number
of waveguide crossings, MZI states) have a much greater impact on the scalability of
switch fabrics than the propagation loss due to waveguides.

2.5.4 Switching Devices

Switches are another fundamental building block of PINs, with various types being
explored throughout the literature. A comprehensive review of SiPh switches can be
found in [CBG+18].

Most commonly, optical switching elements are based on microring resonators,
whereby organisations of MRRs are coupled to waveguides to form N×N switching
elements. Most MRR implementations are wavelength selective [LZZP15], although
multi-wavelength MRRs have been reported (e.g. [LBSD+09] [BDL+07]). Due to this
aspect, they are usually used for wavelength-routed photonic networks, with cascaded
arrays of MRRs being used for multi-wavelength switching. However, this approach
entails a number of drawbacks, such as increased area and MRR tuning-induced power
consumption, both of which are problematic with respect to scalability in constrained
interconnects such as ONoCs [WNL17]. Additionally, MRR-based switching elements
have limited bandwidth, since only a small subset of wavelengths is used between each
pair of endpoints. Other drawbacks that constrain scalability include increasing wiring
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Figure 2.3: A 2×2 wavelength-selective switch formed with an MRR. Image adapted
from [BCB+14].

complexity in the device electronic control circuitry as well as increased packaging
costs. A 2×2 wavelength-selective switch formed with an MRR in its operation states
is depicted in Fig. 2.3.

More recently, Mach-Zehnder Interferometers (MZIs) have been considered for
optical switching. MZI switches trade off wavelength selectivity for reduced tuning
power and wiring complexity compared to MRR switches [SXH+15] by switching all
incoming wavelengths simultaneously. They are composed of two 2× 2 couplers, ei-
ther directional couplers or multi-mode interferometers (MMIs), and two waveguide
arms, either of equal or different length. Stand-alone MZIs can be used as 2×2 switch-
ing elements which are then organised in a multi-stage fabric such as the one examined
in this thesis. MZI switches normally have two states; “cross” and “bar”. More novel
MZI designs include a third, blocking state, which is aimed at reducing optical losses
between the stages [LCM+17]. Optical losses will be discussed in detail in Section 2.6.
Another approach that has been put forth is to use nested MZI organisations which can
compose higher-radix base switching elements [DRS+16].

The operating principles of MZIs are the following. Light is coupled into one or
both of the input ports of the MZI, and is split by the coupler (MMI or DC) into the two
arms. Heat or electricity is applied to one or both of the arms; this induces a phase shift
in the light present on the arm due to the thermo-optic or electro-optic effect. This is
known as thermal or electrical tuning. With proper tuning, the light beam components
on either arm acquire a phase shift of π relative to each other. As they then traverse
the outgoing coupler, the beam components interfere constructively or destructively,
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Figure 2.4: A 2×2 EO/TO MZI switch with associated states.

thereby egressing the device on one of the two outgoing ports.

MZIs are commonly switched by means of either thermal or electrical tuning.
Thermo-optical (TO) tuning has a relatively slow response (µs scale [DCY20]) but in-
curs less optical loss. Electro-optical (EO) tuning is much faster; for example, [GLZ+17]
report an EO switching time in the order of a few ns. However, due to effects such
as free carrier absorption, EO tuning entails a reduced tuning range compared to
TO [DL17]. As discussed in later chapters, deploying MZI-based switches on-chip or
in high-performance scenarios such as in TDM multi-stage switching fabrics for DC
top-of rack requires sub-µs switching time, which cannot be accommodated with TO
tuning. For this work, a combination of EO and TO tuning as proposed in [LZZ+16]
is assumed. In this model, TO tuning is used to compensate for fabrication defects and
reach MZIs to the “cross” state, while EO tuning is applied to switch the state to “bar”.
This is depicted in Fig. 2.4.

There are two commonly used ways to induce switching in EO/TO-tuned MZIs;
single-ended tuning, or push-pull. In single-ended tuning, a phase difference of π be-
tween the two MZI arms is reached using the tuners of one arm. Here, the bias point of
the MZI, which is controlled by the thermal tuners, is set to one of the two MZI states.
Electrical tuning is then used to switch state. On the other hand, push-pull drive is used
to reduce the imbalance in optical losses between states. Here, thermal tuning is used
to set the bias point of MZIs to their quadrature point. Then, electrical tuning is used to
provide a π

2 phase shift on both arms, thus reaching the desired relative phase difference
of π between the two arms. Examples of push-pull driven MZI switches have shown re-
duced optical losses compared to single-ended tuning [DLR+15b, DLR+15a, HCB18].
The optical loss reductions afforded by push-pull drive may prove to be instrumental
to increasing the scale (i.e. port count) of multi-stage switching fabrics, as exempli-
fied in [QTC17]. However, push-pull drive entails an increased wiring and control
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complexity due to the presence of more tuning pads; due to this and to comparatively
simpler control methodology, MZIs operated with single-ended drive are selected for
the simulation-based studies presented later.

Another device type which has shown to be a promising candidate for imple-
mentinc photonic interconnection networks is the Arrayed Waveguide Grated Cou-
pler (AWGR). AWGRs are passive photonic devices which provide N×N connectiv-
ity through wavelength permutation, that is each input permutes N wavelengths to N
outputs, making them an interesting candidate for wavelength routing (λ− routing)
designs, as exemplified by Werner et al. [WFP+18]. DWDM can be employed in AW-
GRs using the following feature: the permutation of wavelengths from an input to N
outputs is cyclical with the free spectral range, meaning that multiple wavelengths fol-
lowing a period defined by the free spectral range can be routed to a single output. This
is discussed by Fotouhi et al. [FWP+19] and experimentally demonstrated by Grani et

al. [GLPY17]. In contrast to AWGRs, MZIs such as the ones considered in this work
implement space switching to entire spectral segments (rather than individual wave-
lengths that follow a periodicity defined by the physical properties of the device). This
aspect of MZIs can, in principle, provide a much greater degree of flexibility for the
network designer in selecting the number of employed wavelengths and effective data
rate per wavelength, thereby potentially leading to high bandwidth density per input
port.

2.5.5 Detection

Detection of photonic signals occurs using photodetectors, which are commonly fab-
ricated using germanium or semiconductor compound (III-V) materials [CVF+19,
LRARK17], although more recently materials such as graphene have been consid-
ered [WG17]. In WDM contexts, multiple photodetectors are fed by individual, wave-
length selective filters (usually MRR-based). As photodetectors generate current far
below the threshold required by electronic receivers [KB12], trans-impedance ampli-
fiers are usually employed between the photodetector and the receiver. Electronic sig-
nals are then subjected to de-serialisation and clock data recovery, after which the
detection process is complete. A diagrammatic description of the process is shown in
Fig. 2.5.

In terms of photonic power budget, the most important metrics are the following.
Responsivity of the photodetector determines the lower limit of detection and, together
with the extinction ratio of the modulator, the electrical properties of the electronic
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Figure 2.5: Structure of a photonic receiver based on MRR filters.

backend and the data rate, define the receiver sensitivity [SCK+12]. The receiver sen-
sitivity in turn defines the required signal power at the input, when combined with the
optical losses of the path. Inter-channel crosstalk, generated between successive MRR
filters, is also an important metric in WDM. Inter-channel crosstalk here is dependent
on the free spectral range of the rings as well as the channel spacing. For channel spac-
ing which conforms to the 100GHz spectral grid standardised under the ITU-T G.694.1
standard [ITU12] as is considered in this work, inter-channel crosstalk in MRR filters
is considered negligible, with much more significant intra-channel crosstalk being pro-
duced in the switching fabric.

2.6 Photonic Losses & Power Penalty

The detractive effect that accumulative photonic losses have on the power of a laser
carrier beam after it has traversed a photonic pathway is called the photonic power
penalty. This penalty reduces the power of the laser beam at the receiver, and must be
compensated for either through higher input power or through amplification in order
for the information carried by the beam to be detected at a low bit error rate (BER).
The photonic losses that cause the power penalty are accrued when the beam traverses
passive and active devices as depicted in Fig. 2.6, and also through interference effects
with other laser carrier beams such as photonic crosstalk. Here, the carrier beam is
inputted at Pin. It then accrues losses and therefore power penalty as it traverses the
components of the optical pathway; the optical power at the receiver is Pout <Pin, as the
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Figure 2.6: Evolution of the power penalty in a photonic pathway.

carrier beam suffers photonic losses. Pout must be greater than the receiver sensitivity,
which forms the lower bound of the optical power budget. The two main contributors
to the photonic power penalty are called insertion loss and crosstalk. Crosstalk is
differentiated into inter-channel and intra-channel crosstalk below.

The equations in this section are adopted from the work of Ramaswami et al. [RSS09],
and use the following notation. It is considered that a device or network has at least
one input port i and at least one output port j. The laser carrier beam enters the device
or network from i and exits from j, forming a lightpath. Pi

in is the carrier beam power
(in W) at the device or network input i, P j

out is the beam power (in W) at the output j.

2.6.1 Insertion Loss

Insertion loss is the degradation of beam power as a device or network is traversed and
is expressed in decibels (dB) as a ratio of output to input power:

ILi, j =−10log(P j
out/Pi

in) (2.1)

Although insertion loss represents a reduction in power and therefore should be of
negative sign when expressed in dB, it is conventionally expressed as a positive number
and then subtracted from input power to calculate the power penalty.
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2.6.2 Crosstalk

At the photonic signal level, crosstalk in a photonic device is defined as “the general
term given to the effect of other signals to the desired signal” [RSS09]. Here, a de-
sired photonic signal is defined as a collection of information that is transmitted over a
carrier laser beam that uses a lightpath. In crosstalk analyses, this signal is commonly
termed the “victim”, while the output it egresses from is termed the “victim port”.
The signal is modulated on at least one channel (or wavelength); interference effects
of other signals, or “aggressors”, on the victim signal are therefore split into two cat-
egories, “intra-channel” and “inter-channel” crosstalk, with “intra-channel” crosstalk
having a more severe impact [ZCC+96]. The severity of crosstalk effects is also de-
pendent on the relative phase difference between the victim and aggressor, as well as
their relative polarisation difference. Phase and polarization differences are discussed
in depth in [ZCC+96], where they determine that crosstalk effects are most severe
when the victim and aggressor signals are co-polarised and out of phase. In practice,
these effects vary depending on thermal conditions, laser output conditions (e.g. laser
frequency drift [DL17]) and over time. Most analyses, however, assume and optimise
against worst-case conditions, as is done in this work.

In photonic devices, crosstalk arises due to the imperfect isolation present between
the output ports, due to effects such as free-carrier absorption or non-linear effects such
as four-wave mixing [ZXS+17]. In networks of photonic devices, a crosstalk signal
cascades from one device to another along the direction of propagation and gener-
ates more crosstalk, thereby interfering with other signals, other crosstalk signals or
delayed and attenuated versions of itself. Crosstalk is split into orders of crosstalk.
A crosstalk signal originating from a carrier beam is considered first-order crosstalk.
A crosstalk signal originating from first-order crosstalk is considered second-order
crosstalk and so on. It is for this reason that interconnected photonic devices must
be designed to exhibit the smallest crosstalk ratio possible to their ports; the larger
the crosstalk ratio, the greater the impact of higher crosstalk orders on the aggregate
crosstalk at the network endpoint and therefore the smaller the Optical Signal-to-Noise
Ratio (OSNR). The smaller the OSNR, the worse the achievable BER [ZXS+17].

2.6.3 Inter-channel Crosstalk

In WDM networks, the operation wavelength channels are selected with respect to a
frequency grid. This will be discussed further in section 2.4.4 but, for the purposes
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Figure 2.7: Inter-channel crosstalk in a 2×2 Space switch in the bar state.

of this section, it is sufficient to state that the more channels employed, the smaller
the difference is in wavelength (δλ) between two adjacent channels. A smaller (δλ)
correlates with increased inter-channel crosstalk.

Inter-channel crosstalk in WDM systems is defined as the effect of an aggressor
signal on the victim signal when these signals are at a sufficiently different wavelength
that the difference is larger than the receiver’s electrical bandwidth [RSS09]. For non-
amplified networks such as the ones examined in this work, the power penalty in dB
from inter-channel crosstalk can be expressed as follows:

PPXT inter i, j =−10log(1− ε) (2.2)

Here,the crosstalk coefficient at output j is ε = P j
leak/Pi

in, that is the ratio of the leakage
power at output j to the input power at input i. For this equation to be representative,
it is identified that ε� 1, with typical values found in [RSS09]. In the case of inter-
channel crosstalk, if there are L leakages at an output, ε is given by the following:

ε =
L

∑
i=1

εi (2.3)

and εi = P j
leak/Pi

in.

In practice, this type of crosstalk is much less detrimental than intra-channel and,
in wavelength-routed networks, can be filtered out at the receiver thereby completely
negating its effect. In WDM networks where the desired information is carried by
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Figure 2.8: Intra-channel crosstalk in a 4×4 switching fabric.

multiple wavelengths simultaneously, inter-channel crosstalk cannot be filtered out. It
is, however, very low compared to intra-channel crosstalk [ZCC+96]. An example of
inter-channel crosstalk in a 2×2 space switch (e.g. an MZI) in the bar state is depicted
in Fig. 2.7. Here, each input port serves a different set of wavelengths; λ1 and λ2

ingress at I0 and egress at O0, while λ3 and λ4 ingress at I1 and egress at I1. Leakages
of the wavelengths accumulate at the victim ports.

2.6.4 Intra-channel Crosstalk

Intra-channel, or coherent crosstalk, is the effect of an aggressor signal on the vic-
tim where they are at the same wavelength or when their wavelength difference is
within the receiver’s electrical bandwidth. The power penalty in dB from intra-channel
crosstalk is expressed as such for non-amplified systems:

PPXT intra i, j =−10log(1−2
√

ε) (2.4)

In intra-channel crosstalk,
√

ε is given by:

√
(ε) =

L

∑
i=1

√
(εi) (2.5)

and εi = P j
leak/Pi

in.

Intra-channel crosstalk has a much more severe effect on the photonic power penalty
than inter-channel. Cascading intra-channel crosstalk is particularly problematic for
networks such as photonic switching fabrics as has been frequently identified by the
community [GEE94] [TOT96] [HH90]. This type of crosstalk is depicted in Fig. 2.8,
which exhaustively shows the crosstalk terms accrued at each device output in a sim-
ple example. Here, six 2×2 MZIs and two waveguide crossings are connected in the
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Beneš topology (detailed in the next section), forming a 4×4 switching fabric.

Here, a single-wavelength beam traverses from input 1 (I1) to output 2 (O2) in a
4×4 switching fabric composed of 2×2 MZIs and MMI-based waveguide crossings.
The MZIs are numbered with respect to the row/column they belong to, and MZIs that
are not traversed by the lightpath are set to the cross state.

Crosstalk terms are expressed as XT k
l,m; l,m denotes the MZI in which the crosstalk

term was generated through leakage, while k denotes the crosstalk order. For example,
XT 1

0,0 is first order crosstalk that is leaked from MZI 0,0, while XT 2
0,0 is second order

crosstalk, generated by XT 1
0,0 as it traverses the waveguide crossing. The total power

of crosstalk terms present at the network outputs (O j) is then the leakage power, P j
leak.

As can be seen, intra-channel crosstalk cascades from one photonic device to the
other. It therefore accumulates across the direction of light propagation and generates
more crosstalk at the victim ports of each traversed device. This can be clearly seen
at output O3, where two first-order crosstalk terms accumulate; one generated from
the lightpath traversing MZI 1,2 in the bar state (XT 1

1,2) , and one from it traversing
MZI 0,0 in the cross state (XT 1

0,0). Note that crosstalk terms degenerate in power as
they traverse the network similarly to the lightpath; XT 1

0,0 at O3 will be reduced due to
insertion loss, relative to XT 1

0,0 at MZI 0,0.

In practice, higher orders of crosstalk have a very small power level. As a hypothet-
ical example, first assume an input signal power of 1mW (0dBm) and a crosstalk ratio
of −30dB for waveguide crossings and each MZI state. In this case, XT 1

0,0 ≈ 1µW

at MZI 0,0, while XT 2
0,0 < 1nW at the first waveguide crossing. Higher orders of

crosstalk fall well below the detection limit of photodetectors. Assuming a crosstalk
ratio of −20dB however, XT 1

0,0 ≈ 10µW while XT 2
0,0 ≈ 100nW . This shows the impor-

tance of optimising device design to reduce crosstalk. Nevertheless, unless the devices
traversed have a very high crosstalk ratio, high orders of crosstalk (i.e. third-order and
more) have a negligible impact on the final term and can be disregarded, at least for
small networks.

It is also clear that the number of 1st and 2nd order crosstalk terms reaching the
outputs scales with the number of traversed devices; scaling the network size therefore
increases the leakage power level accumulated at the outputs. Additionally, a switching
fabric is used to serve multiple lightpaths concurrently; if these lightpaths are on the
same wavelength and assuming they are co-polarized and out of phase, intra-channel
crosstalk from one lightpath will interfere maximally with all other lightpaths, thereby
also increasing the aggregate leakage power.
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2.6.5 Photonic Power Penalty

Based on the insertion loss and intra-channel crosstalk, the total photonic power penalty
in dB affecting a carrier beam traversing a photonic switch from input i to output j can
be estimated using the following formula:

PPi, j = ILi, j +PPXT intra i, j (2.6)

As explained, the photonic power penalty present in a photonic pathway must be
compensated for by either increasing input signal power or amplification in order to be
above the receiver threshold, thereby forming the power budget.

When considering networks such as photonic switching fabrics formed with MZIs
in the Beneš topology, it will be shown in chapter 3 that both terms of the photonic
power penalty are dependent on the path and state of the switch fabric as well as its
saturation, that is how many photonic signals are present in the switch fabric at each
time. The more signals present, the greater the probability of higher insertion loss
paths being allocated to signals due to switch saturation and the more 1st and 2nd
order crosstalk terms at the outputs.

2.7 Multi-Stage Switch Fabric Network Topologies

Switch fabrics formed with silicon photonic switching devices are a promising tech-
nology candidate for surmounting many technological challenges in electronic inter-
connection networks regarding concurrently increasing bandwidth and power/energy
efficiency. As explained in section 2.5.4, the selection of switching device determines
transmission parameters such as photonic power penalty due to device design, and
bandwidth due to wavelength selectivity. As this work targets DWDM broadband pho-
tonic switching fabrics formed with MZIs, this section first describes the fabricated
chip that has been chosen as a target for simulation and discusses the design trade-offs
present. It then details other commonly selected network topologies and analyses the
trade-offs involved with topology choice.

MZIs are typically formed as 2×2 switching devices. Although nested MZI struc-
tures providing three ports per side have been investigated, their additional ports and
the corresponding additional states have been investigated for their crosstalk reduc-
tion potential, not for forming connections [LCM+17]. Therefore, switching fabrics
composed from cascaded MZI stages are organised using topologies based on 2× 2
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Table 2.1: Most commonly adopted topologies for multi-stage switching fabrics based
on 2×2 switches. RNB: Rearrangeably non-blocking, SNB: Strictly non-blocking.

Topology # Stages # Switches Max. # Crossings
per path

Order of
Crosstalk

Max. # Stages w.
1st-order Crosstalk

Blocking
Behaviour

# Stages
in Patha

Path
Diversity

Banyan log2N N
2 log2N N− log2N−1 First log2N Blocking log2N None

Beneš 2log2N−1 N
2 (2log2N−1) 2N−2log2N−2 First 2log2N−1 RNB 2log2N−1 N

2
Dilated Beneš 2log2N 2Nlog2N 2∑

log2N
i=1

N
2i −1 Second 0 RNB 2log2N N

2
N-Stage Planar N N

2 log2N 0 First N RNB N
2 → N 1→ N

Crossbar 1→ 2N−1 N2 0 First N−1 SNB 1→ 2N−1 None
PILOSS N N2 N−1 First N−2 SNB N None
Switch and Select 2log2N 2N(N−1) (N−1)2 Second 0 SNB 2log2N None
Double Layer Network 2log2N−1 (N 5N

4 −2) 3N−2log2N−4 Firstb 1 SNB 2log2N−1 None

aThe number of stages in a path is the number of traversed switches, which signifies the insertion
loss.

bThe DLN exhibits second-order crosstalk for all stages except for the middle stage, where it exhibits
first-order.

switching devices. These topologies are either adapted from the electronics domain, or
proposed specifically for photonics by trading off architectural aspects such as hard-
ware complexity to reduce optical losses.

Depending on the number of cascaded switch stages and the logical connection
pattern between stages, these topologies exhibit different levels of blocking behaviour.
A non-blocking switch can simultaneously service all connections between inputs and
outputs such that they form a permutation of inputs to outputs [DT04]. There are three
classes of blocking behaviour for switches; blocking, where a switch cannot ensure ac-
commodating a path from an input to an output without conflicts, rearrangeably-non-

blocking (RNB), where a switch can route permutations but may require re-arranging
previous connections to do so when the permutation is set up incrementally, and strictly

non-blocking (SNB), where the permutation can be serviced irrespective of the set-up
order. Blocking behaviour is a critical consideration for bufferless photonic networks
such as multi-stage switches, as will be discussed in Section 2.4; the topologies exam-
ined here will therefore be ordered based on their blocking behaviour.

The most commonly used topologies can be found in Table 2.1. The Banyan topol-
ogy shown in Fig. 2.9, proven by Wu & Feng to be isomorphic to the baseline, reverse
baseline, omega, and indirect binary n−cube among others [WF80], represents a class
of blocking multistage topologies. This topology offers full connectivity for minimum
network diameter, meaning that any input can be connected to any output provided
that no contention exists in the network and this can be done using the fewest 2× 2
switches. However this is a blocking topology which, as discussed in Section 2.4 has
important implications for routing and scheduling. Additionally, as this class of net-
works does not offer path diversity, path-dependent optimisations of the optical power
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Figure 2.9: An 8×8 Banyan network.
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Figure 2.10: An 8×8 Beneš network.

budget such as those proposed in this thesis cannot be applied.

Rearrangeably non-blocking (RNB) topologies offer a compromise between a larger
network diameter (i.e. more stages, more MZIs and therefore higher hardware com-
plexity) and blocking characteristics, as they can route full permutations with the ap-
propriate routing algorithm and where reconfiguration during transmission is allowed.
The Beneš [Ben64] network (Fig. 2.10) is a specialized type of Clos network [Clo53].
It is the most widely adopted topology originating from the electronic domain, as it
requires the fewest 2× 2 switches in order to fully connect N inputs to N outputs in
an RNB Fashion. This also means that it is the most scalable topology when con-
sidering hardware complexity. However, photonic losses such as ILoss and coherent
crosstalk adversely impact their scalability, as the Beneš network suffers from first-
order crosstalk. As this work focuses on MZI-based photonic switch fabrics adopting
the Beneš topology, these effects shall be discussed in depth in the following chapters.

The dilated Beneš topology (Fig. 2.11) was proposed to surmount the challenges
that first-order crosstalk poses in photonic Beneš networks [PN87]. This topology
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Figure 2.11: An 8×8 Dilated Beneš network.
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Figure 2.12: An 8×8 N-stage-planar network.

leverages space dilation, in which a base topology is augmented with more base switches
per stage and half the inputs and outputs of the switch fabric are disconnected.

The N-stage-planar or Spanke-Beneš topology (Fig. 2.12) has also been frequently
considered for its use in smaller scale switch fabrics [SB87]. The topology was con-
sidered as it avoids waveguide crossings, thereby reducing crosstalk and overall design
complexity. However, it scales more poorly than the Beneš network in terms of switch-
ing elements, leading to increased ILoss. The photonic power penalty is also highly
non-uniform in this topology, due to the variation in stages per path.

Strictly non-blocking topologies are attractive for their simple routing and non
blocking characteristics relative to RNB ones. The most common topology inherited
from electronics is the crossbar (Fig. 2.13). Although this topology does not require
waveguide crossings in a planar layout, the number of switches and therefore hard-
ware complexity scales quadratically with the number of endpoints. Also, the crossbar
topology is susceptible to first-order crosstalk and shows high insertion loss, as well as
non-uniform photonic power penalty due to the variable number of stages per path.

The PILOSS topology (Fig. 2.14) was proposed to reduce the dynamic range in
path-dependent insertion loss [SHM87], as it offers a relatively uniform insertion loss
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Figure 2.13: An 8×8 crossbar network.
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Figure 2.14: An 8×8 PILOSS network.

per path (same number of switches traversed). However, is also not immune to first-
order crosstalk and scales poorly compared to RNB topologies. Although only half the
input and output ports are connected in the PILOSS, it has not been formally classified
as a space-dilated topology to the author’s knowledge.

Space dilation has also been employed in topologies other than the dilated Beneš.
Dilated topologies such as the Switch-and-Select [Spa86] and Double Layer Network
(DLN) [LT94] in Figs. 2.15 and 2.16 have also been proposed for their crosstalk re-
duction properties, as they are immune to first-order crosstalk in the switches. These
topologies exhibit tree-like characteristics, with a 1×N tree demultiplexer switch at
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Figure 2.15: An 8× 8 Switch-and-Select
network.
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Figure 2.16: An 8×8 DLN network.

each input, a central shuffle stage and a N×1 multiplexer stage at the output, as men-
tioned by Lee and Dupuis [LD18]. The Switch-and-Select consists of two mirrored
linear switching arrays with a perfect shuffle stage connecting them. The Double Layer
Network is a recursive topology, with the input and output stages of a radix-N network
being 2×2 switches with one used input or output respectively. The centre stage con-
sists of four radix-N

2 DLNs. The DLN scales better than PILOSS in terms of stages
having the same amount as the Beneš and is immune to first-order crosstalk except in
the central stage. However it requires a larger amount of waveguide crossings than ei-
ther the Beneš topology or PILOSS and the switch count scales quadratically, leading
to scalability challenges for a larger switch radix.

In terms of insertion loss and crosstalk, the above topologies compare as follows
based on the metrics shown in Table 2.1. The DLN arguably exhibits the best metrics
in both categories, as it has the fewest stages in a path and only exhibits first-order
crosstalk in the middle stage; however it does so with an increased footprint due to the
number of switches. Note that the DLN also requires a comparatively large number
of waveguide crossings for a planar layout, which increases both insertion loss and
crosstalk slightly. The Switch-and-Select follows, with one extra stage compared to
the DLN, which increases insertion loss; crosstalk however is reduced, as it completely
isolates first-order crosstalk. Again, this topology comes at the expense of an increased
footprint due to the number of switches and number of waveguide crossings, which
also increase insertion loss and crosstalk slightly.

The dilated Beneš topology performs similarly to the Switch-and-Select in inser-
tion loss and crosstalk due to switches, and does so while requiring fewer switches
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for an N×N fabric, leading to a simpler photonic switching fabric. However it is not
strictly non-blocking and also requires an increased amount of crossings compared to
other RNB topologies. The non-dilated Beneš topology requires the fewest switches
among RNB topologies, and exhibits insertion loss as low as the DLN topology. How-
ever first-order crosstalk is incurred at every stage of the fabric, leading to increased
crosstalk at the output ports. The Banyan topology, on the other hand, exhibits much
less insertion loss than the DLN and employs fewer switches; but, like the Beneš, it
suffers from first-order crosstalk in every stage. It is usually not preferred due to its
blocking characteristics.

Finally, the crossbar, N-Stage Planar and PILOSS topologies all perform poorly
in insertion loss and crosstalk, compared to the other topologies examined here. The
crossbar and N-Stage Planar topologies are particularly problematic, as they exhibit a
variable number of stages in the path, leading to a great variability in both the insertion
loss and crosstalk at the outputs. However, they do not require waveguide crossings
for a planar layout, which reduces the fabric complexity. Interestingly, the PILOSS
topology is also a poor performer as regards insertion loss and crosstalk, with the
caveat that it exhibits high uniformity in these metrics at the output ports.

2.8 Target Switch Fabric

The simulation studies performed in this thesis are based on a fabricated 16×16 switch
fabric formed with thermally and electrically tuned MZIs [LZZ+16]. The 56 MZIs
used are interconnected using the Beneš topology, a rearrangeably-non-blocking topol-
ogy. Fig. 2.17a shows an MZI composed of 2×2 MMI couplers, thermal and electrical
tuners, a waveguide crossing formed from an orthogonal 2× 2 MMI coupler and the
full switch fabric, while Fig. 2.17b shows the produced chip.

The photonic power penalties are measured for the individual devices across a
30nm bandwidth centred around 1560 nm, which is the centre operation wavelength
of the fabric. Insertion loss and crosstalk ratios are then reported for all tested wave-
lengths, with the maximum reported. The waveguide crossings have an optimised
design with respect to photonic penalties, and are shown to have an insertion loss of
0.05dB with a crosstalk ratio lower than −35dB. The MZIs show an insertion loss of
0.5dB and a crosstalk ratio lower than −30dB in the cross state, which is reached us-
ing the thermal tuners. MZIs in the bar state, reached using electrical tuning, show an
increased insertion loss of 1.5dB and crosstalk lower than −18dB. The switch fabric
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Figure 2.17: 16×16 EO/TO Beneš switch fabric.

demonstrates on-chip insertion loss (that is excluding couplers) of 6.7dB and crosstalk
lower than −20dB in the all-cross state, that is all MZIs tuned to cross. This insertion
loss and crosstalk is the minimum across all switch states. In the all-bar state, insertion
loss and crosstalk increase to 14dB and −10dB respectively, the maximum across all
sates. The significant insertion loss and crosstalk difference between the all-cross and
all-bar states indicate a large dynamic range in path-dependent photonic penalty. The
switch fabric also exhibits a maximum operation power of 1.17W for switching the
MZIs.

The authors of [LZZ+16] use a Beneš topology, as it is known to provide rearrangeably-
non-blocking N×N connectivity using the smallest number of radix-2 switches [Ben64].
This characteristic is advantageous in reducing the insertion loss that carrier beams are
exposed to when traversing the fabric. It also reduces the control and hardware com-
plexity, as fewer radix-2 switches require less wiring complexity to achieve switch-
ing behaviour. However, it comes at the expense of exposure to first-order crosstalk,
which can degrade signal quality. In photonic Beneš networks at full switching load,
first-order crosstalk is applied to carrier beams in all the fabric stages, as well as all
the waveguide crossings they encounter while traversing a path. The crosstalk then
cascades along the vector of light propagation, creating higher orders of crosstalk and
interfering with more victim signals.
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2.8.1 Optimising the Power Penalty in Photonic Switching Fabrics

Photonic power penalties can be optimised in switch fabrics in the following ways.
Firstly, the devices themselves can be optimised in this direction, as the authors of
[LZZ+16] have shown with optimising the waveguides and orthogonal MMI waveg-
uide crossings. To further reduce the insertion loss and crosstalk of the MZIs in the bar
state, which is greatly increased relative to the cross state, a “push-pull” drive can be
employed for the electrical tuning [DLR+15a]. As explained in Sec. 2.5.4, “push-pull”
electro-optic MZIs include two p-i-n junctions, one on each MZI arm, each operating
at a halved phase-shift capacity. They are then used in tandem to elicit switching be-
haviour while decreasing the effects of FCA and therefore insertion loss and crosstalk.

To reduce the effects of first-order crosstalk, topologies different to the Beneš net-
work have been proposed. These are discussed in depth in Sec. 2.7 but, in brief,
they trade off increased hardware complexity (i.e. number of radix-2 switches) and
increased path-dependent insertion loss for decreases in crosstalk. However, if the ob-
jective of switch fabric design is to increase radix, a low hardware complexity in terms
of photonic devices and electronic backend is paramount. Increasing switch fabric
radix is essential for photonic switch fabrics to compete with commercial switches and
interconnection networks based on electronics. This fact, combined with the relatively
low photonic power penalties showcased by [LZZ+16], motivated for this fabric’s
adoption as a baseline for the study comported in this work.

In chapter 4, a set of path-wise heuristic routing strategies that optimise for pho-
tonic losses are proposed and evaluated, while extrapolating the switch size to assess
their potential at reducing insertion loss, required laser power (as evaluated through
DSENT) and switching energy. Chapter 5 expands on the routing strategies by assess-
ing routing strategy combinations for their further potential at reducing these metrics,
as well as their impact on communication time.

2.9 Design Challenges

The previous sections of this chapter have described the inter-related challenges of de-
signing photonic switching fabrics, which encompass design choices from the device
level in terms of photonic performance (wavelength selective/broadband, device radix,
photonic losses etc.), to the switch fabric control layer (topology, switching, multi-
plexing). In summary, the following properties are desirable in a photonic switching
fabric:
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A high port count is desirable irrespective of which level of the IN hierarchy
the photonic switch is deployed in. Increasing the port count ultimately increases the
ability to scale out the HPC or DC.

Low hardware complexity in terms of the number of component devices is also
desirable as, on the one hand it enables higher port counts while decreasing photonic
losses, while on the other hand it simplifies the backend electronics which are required
to control switching fabrics.

Low control complexity is also beneficial for photonic switching fabrics. Due
to their bufferless nature, these fabrics will have to reconfigure their state very fre-
quently to serve incoming traffic, especially in the case of TDM. A highly complex
routing scheme would increase the timing penalty of switch state computation, thereby
decreasing the overall performance of the fabric. To surmount this, simple routing
schemes for photonic switching fabrics are mandated.

Keeping a low photonic loss level is essential to providing scalability to the pho-
tonic switch fabric. Insertion loss, which is determined by the number of switch stages
and the presence of waveguide crossings, can enforce unrealistic demands on lasers.
Crosstalk, determined by switch device and waveguide crossing design, determines the
quality of the received signal and the increase in signal power required to compensate.
Device design, topology choice but also routing can affect the photonic loss level.

Fast switching capability, determined by device design, is also important to the
overall performance of the fabric; µs-scale switching time prevents TDM for the same
reason as control complexity.

Finally, broadband devices, i.e. non-wavelength selective, allow for more flexi-
bility in spectrum allocation within the switch. Denser channel spacings or number
of wavelengths can be employed, allowing the designer to reduce the data rate per
wavelength without sacrificing aggregate bandwidth per path.

The Beneš switching fabric that has been selected as a target of study for this thesis
fulfils a number of these criteria. The EO/TO-tuned MZIs are broadband and relatively
wavelength-transparent, providing flexibility in spectrum allocation for DWDM. They
are also fast-switching, leading to ns-scale reconfiguration time of the switching fabric.
As the switching fabric employs the Beneš topology, the fewest MZIs are present both
in total and per path for an RNB topology with good path diversity; this entails both
a lower hardware complexity and a lower insertion loss per path, compared to other
switch fabric topologies.
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However this switching fabric has some disadvantages. While the employed single-
ended EO-tuning provides fast switching and simple control per switching device, it
also increases the insertion loss and crosstalk level in the “bar” state. Given this fact,
whether this technology can be used for higher port count switching fabrics must be in-
vestigated. The Beneš topology also imposes first-order crosstalk to lightpaths at every
stage; it must therefore also be investigated whether the cascading effect of photonic
crosstalk prohibits scaling the switching fabric.

Lastly, as will be discussed in Chapter 3, the standard routing algorithm for Beneš net-
works is both of high complexity, and unable to account for photonic losses. Therefore,
computationally simpler routing algorithms which can lead to lower photonic losses,
both in terms of insertion loss and crosstalk, must be investigated to improve the pho-
tonic performance of the switch.

Motivated from the above design challenges, the next chapters of this thesis investi-
gate these issues by proposing a methodology of evaluating the inter-dependent effects
of routing algorithm, traffic configuration and photonic switch fabric performance, as
well as a set of routing algorithms which reduce the photonic losses of lightpaths while
remaining computationally simple. The effects of combining these with TDM as well
as of arbitration algorithms are also studied.



Chapter 3

Evaluation Methodology

The previous Chapter introduced the main concepts behind PINs based on SiPh tech-
nology. The fundamental devices used to compose PINs were examined, along with
the most prominent network topologies, and the trade-offs involved in SiPh PIN design
were discussed. The switch fabric chip assumed as a baseline for simulation, that is
the Beneš EO/TO MZI switch fabric shown in [LZZ+16], was also described.

This chapter discusses the limitations of current methodologies for evaluating the
performance of photonic switching fabrics. It then contributes to the state-of-the-art
by proposing a methodology for evaluating the effects of network traffic configuration
and intra-switch routing algorithm selection on the optical performance of photonic
switching fabrics. It introduces the simulation framework designed to support the
methodology, and describes the key insights that enable the abstraction of event-based
network simulation to be applied at the level of a photonic switching fabric, which
is the novel aspect of the methodology. It then continues by describing the imple-
mentation of the photonic loss model, which allows for estimations of photonic power
penalty and therefore required signal power and laser power. It then includes a com-
parative analysis of the implemented model, where it is compared with two fabricated
photonic switch fabrics as presented in the literature. The comparison demonstrates
the level of accuracy of the model with regards to photonic losses. Finally, the chapter
discusses the implemented routing algorithms, which are introduced as a contribution
in Chapters 4 and 5, and compares them against the standard routing algorithm for
the Beneš network.

61
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3.1 The Simulation Landscape for Photonic Intercon-
nection Networks

The advent of SiPh technology has led researchers from both academia and industry
to create many different simulation methodologies for photonics technology, either
for academic or commercial use. These methodologies span from photonic device
design at Photonic Integrated Circuit (PIC) level, to that of network simulation at the
PIN level [BC18]. As argued in Section 2.9, photonic device characteristics have a
significant impact on the performance of photonic switch fabrics at the network level;
however the usage of photonic switch fabrics (i.e. the traffic communication pattern
and routing scheme) affects these metrics as well, as will be shown in this chapter as
well as Chapters 4 – 7.

In fact, as argued by Michelogianakis et al. [MWT+19], the photonics simulation
landscape is currently suffering from a lack of standardisation in methodology and
design flow, which embiggens the adoption barrier of the technology. This is especially
true when considering photonic communication network simulation, where network
designers commonly rely on in-house, purpose-built codes and frameworks.

Optical physics level simulation is used to capture the behaviour of light within
materials and is commonly complemented by multi-physics device-level simulators;
the objective here is to enable photonic device design. Commercially available exam-
ples are Lumerical-FDTD Solutions, Lumerical MODE, Lumerical Device or Luceda-
IPKISS.

PIC level simulation targets designing photonic circuits based on photonic device
models. A higher level of abstraction is adopted compared to device-level simulation
and device behaviour is simplified into “compact models”, which operate using scatter
matrices; these compact models are usually based on process design kits provided by
photonic chip foundries. The objective here is to enable larger integration, thereby
yielding larger designs. Circuit level simulators also incorporate chip floor planning
design flow, allowing for their output to be used by foundries for chip fabrication.
Examples of proprietary simulation software include Lumerical INTERCONNECT,
Cadence-EPDA and Luceda-IPKISS which falls in both categories.

PIN-level simulation further raises the level of abstraction, with the goal of sim-
ulating the interactions of elements of complex PICs when composed into networks.
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This methodology is commonly used when investigating photonic links for datacen-
ters and HPCs, or for the ONoC domain. Many simulators that provide capabil-
ity for research in these domains have evolved from academia. DSENT [SCK+12]1

is arguably the state-of-the-art open-source simulator for evaluating ONoCs, while
PhoenixSim [CHB+10] [RBW+16], which is not available in the public domain, has
been extensively used to evaluate photonic links and system-level PINs. DSENT has
also been integrated in the Graphite simulator [MKK+10]2 for simulating multi- and
many-core systems that include ONoCs. Various NoC or board-level investigations
have used ocin tsim [PGGH10]3. Others have endeavoured to extend NoC simulators
for the electronic domain such as Sniper [HCE12]4 or INSEE [NMAPR11]5.

However, to the best of the author’s knowledge, the only PIN-level simulator that
has native support for MZIs is PhoenixSim, which is not open source. DSENT does
not include MZI models or network traffic models, meaning that the effect of network
traffic configuration and routing algorithm on photonic metrics cannot be established
there. Sniper extends Graphite (which uses DSENT for the photonics) and is targeted
at the NoC level, while ocin tsim or INSEE would also require re-working to include
models for the photonic devices and for abstraction to the HPC or DC switch level.
To this end, the decision was made to augment a flow-level interconnection network
simulator called INRFlow [NPE+19], as will be described below. The augmented
version of the simulator framework is named PhINRFLow.

In summary, PhINRFlow provides capabilities for performing network traffic-driven

analyses of arbitrarily-sized photonic switching fabrics formed with multiple stages of
2×2 photonic switching devices. PhINRFlow can support multiple planar topologies
for switching fabrics, so long as they are formed with 2×2 switches, as the topology
model is decoupled from the photonic loss calculation, network traffic and laser power
models. Photonic device parameters such as state-based insertion loss, crosstalk and
switching power, as well as the photonic properties of passive devices (e.g. propaga-
tion loss, waveguide crossing crosstalk and insertion loss), can be inputted at runtime;
this allows designers to extrapolate the photonic performance of switch fabrics formed
with these devices, allowing for rapid exploration of the switch fabric domain. It also
integrates the laser power model of DSENT, allowing for preliminary evaluations of

1https://www.rle.mit.edu/isg/technology.htm
2https://github.com/mit-carbon/Graphite
3http://www.ece.tamu.edu/ocintsim/
4https://snipersim.org//w/The_Sniper_Multi-Core_Simulator
5https://sourceforge.net/projects/insee/
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laser power requirements and the co-examination of transceiver properties and switch
properties, such as trading off data-rate per wavelength and number of wavelengths to
reduce crosstalk. Through the integration of mature network traffic models, PhINR-
FLow allows for investigating the interaction between the photonic device level and
the network traffic and routing levels. To the best of the author’s knowledge, this is
the first simulator capable of modelling the interactions of the routing, network traffic
and photonic device levels in PSFs, when considering the metrics of insertion loss,
photonic crosstalk, switching energy and communication time.

3.2 Introduction to PhINRFlow

PhINRFlow is a light-weight, modular, flow-level interconnection network simulator
which is designed for evaluating large-scale photonic interconnection networks at the
DC or HPC level. It is extended from INRFLow, from where it derives most of its func-
tionality, and includes abstract models of photonic links and routers/switches which
can be leveraged for modelling photonic switching fabrics. It includes a dynamic en-
gine which is able to capture temporal and causal relationships between communica-
tion flows and includes a large variety of communication models. Due to these factors
and with proper modification, PhINRFlow is able to capture the behaviour of RNB
photonic switch fabrics and constitutes a useful framework for investigating photonic
switch fabric optimization.

3.2.1 Leveraging Bufferless Communication for Photonic Switch
Simulation

Using a flow level PIN simulator to evaluate photonic switch fabrics relies on a simple
but potent observation. In the electronic domain, a high performance network switch
would include internal ingress and egress buffers between input and output ports in the
form of virtual output queues. Packets or flits entering the switch are stored in these
buffers before and after arbitration, with this process occurring between packet ingress
to the switch and packet egress out of the switch. As this buffering takes time, it signif-
icantly affects the latency afforded by the switch. This effect is compounded when one
considers interconnection networks comprising of many switches, as in these pack-
ets may have more than one route to reach their destination especially if considering
adaptive routing. There, buffer capacity and latency cause an even greater variability
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in the performance of a switch, which cannot be captured by simulation at the flow
level. Based on this reasoning, flow level simulation is unsuitable for the internals of
electronic switches.

Photonic switches, on the other hand, are bufferless internally. Once network traffic
has entered the photonic switch through an input port, it must stream uninterrupted
through the photonic hardware and reach the destination output port. If a path through
the photonic hardware is not available, packets or circuits must queue in the electronic
backend, that is before streaming across the network, until a path becomes available.
The timing and latency variability caused by internal buffering is therefore negated.
This means that the flow-level abstraction, which does not account for buffering time, is
suitable for switch-level modelling of data streams encoded in light traversing photonic
hardware.

Other abstractions offered by PhINRFlow also play a key role in enabling photonic
switch fabric simulation. Switch devices are modelled as abstract nodes with ports, and
can therefore easily be expanded to model MZIs operating as 2×2 switches. Waveg-
uides connecting cascaded MZIs can be modelled indirectly, through the connection of
one node’s ports to the next. Communication can be modelled unidirectionally through
the topology and routing algorithm. Photonic losses of individual devices are inputted
to the simulator at runtime using property files, while path-based losses are calculated
using the dynamic engine functionality afforded by the simulator. Communication
time is derived in an event-based fashion, whereby the timestamp of the next event
relies on the highest aggregate data rate employed to transmit a flow.

Using these characteristics, arbitrary-sized photonic switch fabrics formed with
2×2 switches organised in the Beneš topology can be investigated using a wide variety
of communication patterns or workloads. It is noted that by modifying the PhINRFlow
simulator to include photonic losses, other topologies based on 2×2 switches can also
be investigated simply by adding a new topology file and adhering to the simulator
formalisms. However, as this thesis focuses on Beneš networks, implementing models
for other network topologies within the simulator is considered out of scope.

3.2.2 Simulator Structure

As the simulator extends from INRFlow, the core components of the simulator are
similar. Servers are modelled as abstract nodes that produce and consume traffic using
event queues, where send, receive or computation events are stored. These events are
generated using network traces, traffic patterns or pseudo-applications, as explained
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Figure 3.1: Structures used for modelling photonic nodes.

below. Event queues are encapsulated in the application model, which holds the pa-
rameters of the application, the information of the network flows and the collection of
metrics gathered during simulation, which are reported after the simulation completes.
Switches, on the other hand, are modelled as abstract nodes with port arrays.

Nodes and Modifications for Photonics Simulation

In PhINRFlow, a node is an abstract data structure containing an identifier and two
sets of port arrays, one for connectivity information and one for information relating to
photonics. This is depicted in Fig. 3.1. The separation of port arrays is done to isolate
the photonics information and therefore, in principle, allow for the simulator to more
efficiently model photonic links and electronic switches for full-system interconnec-
tion networks. Connectivity ports, or port t data structure instances, hold the port’s
neighbour identifier (node/port tuple), the number of flows being concurrently served
by the port, port bandwidth capacity (a function of the channels and the capacity per
channel) and a fault parameter, indicating whether the port is operational or not. In
the setups used for this thesis, one flow can use a port at each time, and the optical
power corresponding to each flow is modelled on an individual channel. Addition-
ally, network faults have not been used, as fault tolerance is not the focus of this thesis
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(although the structure to model them exists). The node also includes state-based inser-
tion loss and crosstalk parameters, as well as the tuning wattage required to reach the
modelled states. These values are parametrised and can be loaded into the simulator at
runtime using property files.

Photonic ports, or opt port t data structure instances, hold an array of channel data
structure instances as well as an array of waveguide crossing objects. Channels hold the
channel bandwidth as well as the photonic power and leakage values for that channel,
i.e. flow. As such, photonic power and leakage (discussed below) can be modelled for
each individual port which contains a channel instance, facilitating power and leakage
propagation to connecting ports.

Waveguide crossing data structures model the orthogonal MMI waveguide cross-
ings assumed in this thesis. These are very similar to nodes, holding an identifier and
an array of ports, called wgx ports. Each port instance holds a pointer to a neighbour
instance (either a node or another crossing) and an array of optical channels, similar to
the opt port t structure. This allows for modelling photonic power and leakage prop-
agation through the MMI crossings, thereby increasing the accuracy of the crosstalk
model and allowing for higher orders of crosstalk.

Applications and Network Traffic Model

The data streams are modelled as flows inside the simulation engine, where a flow is a
collection of data to be transmitted from a source to a destination. Flows are generated
based on communication patterns and injected into event queues. The simulation en-
gine assesses the network resources for each flow in the queue (i.e. the paths available
from a flow source to its destination) and, if available, reserves them for the communi-
cation of the prospective flow.

As the simulator extends from INRFLow, it provides the same workload function-
ality. Network endpoints are modelled as simple traffic producers and consumers.
However, a large variety of workloads are modelled, ranging from synthetic commu-
nication traffic to pseudo-realistic traffic generators created from analysing network
traces. Some examples are included below.

Synthetic traffic patterns are commonly used to assess the performance of a net-
work, while considering only the distribution of traffic to the nodes (i.e. no temporal
characteristics). PhINRFlow supports a wide range of these:

• Random-based: Flows at a source node are assigned a destination based on
a given probability distribution. When using the uniform distribution, all nodes
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have the same probability of being assigned as a destination. Non-uniform distri-
butions are modelled also: in hot-spot and hot-region, nodes or node groups have
a higher probability of being selected as a destination. Modelling the network
performance while some regions of the network suffer congestion is possible
with the latter two.

• Bisection: With one task per network node, the tasks are split into pairs. Tasks
whose nodes are in the same pair communicate with each other.

• All-to-one, all-to-all: In the former, one target node is chosen uniformly at ran-
dom and every other node sends a flow to the target node. In all-to-all, every
node sends a flow to every other node in the network.

The simulator also includes pseudo-realistic communication workloads inspired
from applications in the scientific computing and datacenter domains. These work-
loads include causality among messages, so most applications go through phases of
high and low network pressure:

• Scientific applications: The workloads in this subset emulate scientific codes
traditionally used by the HPC community. 2D and 3D stencil and sweep codes
are incorporated, as well as an nbodies application.

• Datacenter applications: The workloads in this group emulate applications that
are commonly used in the datacenter domain. This includes Mapreduce, which
is a popular datacenter application which comprises of a scatter phase (one-to-
all), an all-to-all phase and a gather (all-to-one) phase of communication. Un-
structured applications are also included; dcntraffic adheres to the “elephant and
mouse” traffic model reported in [KSG+09], while Torlocal and Torremote, ex-
plained in Chap. 6, model traffic based on the analysis reported in [BAM10].

In addition, the simulator is capable of performing simulation based on network
traces from real applications. Descriptions for the workloads employed to evaluate the
contributions in this thesis can be found in Chapters 4 – 7. In particular, Fig. 6.4 in
Chapter 6 depicts the distribution of messages for different workloads. For further ver-
ification of the expected behaviour of the workloads, the simulator includes a network
traffic visualisation tool; an example output of the tool can be found in Chapter 7.

Workloads and their flows are modelled using the “application” structure. This
holds all the relevant information about the workload (e.g. app. size, number of tasks,
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traffic pattern and related parameters, allocation and mapping strategies for the tasks).
It also contains lists for event tracking (e.g. which events have occurred, which are
pending etc.) and a structure used for reporting the application metrics.

Simulation Engine

Once the topology is defined, the application(s) initiated and the communication traffic
generated, the simulation commences.

The simulation engine accesses the events from the application queues and injects
them into the network. For flow send events, arbitration is performed on the access
order of the injected flow sends. Arbitrated flows are accessed for their source and
destination, and paths within the network are explored using routing functions. The
effect of arbitration techniques on the switch performance is discussed in Chapter 7.
Path availability is determined as such: if the sending and receiving nodes are available,
and if the switches belonging to a prospective path can assume the state required by
the routing function, and if the ports required by that path are not serving other flows,
then a path is available. If a path is available within the network, the flow is assigned
the path; if not, it is blocked.

Once a flow is assigned a path, the nodes, ports and channels belonging to that
path are traced through the interconnect model and marked as busy. Based on the
state of the network and the encountered photonic devices, a path is then assigned
accumulated insertion loss, crosstalk and power penalty, and tuning wattage. Flows
which are assigned paths are moved to the sending queues.

The next time-step is then derived, by dividing the size of send events (in orders of
bytes) by the data rate they are sent on. The minimum of these and of the length of
computation (if applicable) is assumed as the next time-step for the simulation.

3.2.3 Extensions conducted for PSF Modelling

As PhINRFLow was initially designed to model high-performance OINs (rather than
PIN-based switching fabrics), adaptation was required to enable PSF modelling. A
diagram depicting the functional components of PhINRFLow is shown in Fig. 3.2,
which also contains a depiction of the simulation process. The functional components
which were extended or added to the simulator to enable PSF modelling are framed in
red.
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Figure 3.2: Structures used for modelling photonic nodes.

The input and configuration phases were extended to include photonic device mod-
els, such as MZIs and waveguide crosses. These are used by the “network topology”
component, which constructs the network which will be fed input from the traffic al-
locator through the event handling engine during the simulation phase. The routing
algorithm component (which is encapsulated within the topology files in the simula-
tor) was extended to include the HIRs and “looping algorithm”.

In the simulation phase, the “event handling engine” component was adapted such
that it can call the topology-based routing algorithms. Contrary to the OIN paradigm,
where routing is performed node-by-node, routing in PSFs is conducted in advance,
with paths being pre-computed in their entirety and stored into routing tables during the
configuration phase. This component was also extended to perform flow partitioning
for TDM, as well as to enable the selection of port order through arbitration. To that
end, this component also includes the arbitration policies discussed in Chapter 7.
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The simulation phase also includes the “beam propagation model”, which was de-
veloped using the principles discussed above in this thesis. The way that these prin-
ciples are used to model light propagation within the simulator is discussed in Sec-
tion 3.4.

After the simulation phase is completed, the result aggregation phase commences.
The purpose of this step is to aggregate the output metrics from the simulation phase,
and organise the data for storing into output files during the output phase. The “flow
metrics calculator” and “application metrics aggregator” components were extended
to include the photonic and contention metrics.

Extending PhINRFlow

The simulator is open source6, and is designed with extendability in mind. Contribu-
tors can extend it to cover additional PSF topologies by modelling them and their re-
spective routing algorithms within the “network topology” component. Various 2×2
switching devices can be modelled by providing their photonic profiles during the input
phase, through property files.

Contributors can also extend the simulator with new workloads either by augment-
ing the workloads “traffic generator component” to include them, or by running the
simulator in “trace mode”, and inputting network traces instead. For a description of
required network trace format, the reader is referred to the INRFlow paper [NPE+19].
Novel arbitration algorithms can be included by extending the “arbitration algorithm”
component.

Modelling switching devices with different port structures would require modi-
fying the “beam propagation model” component as well as the repective “network
topology” component and device models. The “beam propagation model” component
can also be extended by contributors to model additional photonic effects (e.g. inter-
channel crosstalk).

3.3 Modelling the Beneš Switch Fabric

The Beneš EO/TO MZI switch fabric under investigation is modelled in the simulator
as a new network topology. Here, the endpoints which produce and consume network
traffic are modelled as nodes with two ports, one output port which connects to the

6Available at: https://gitlab.com/ExaNeSt/phinrflow
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Figure 3.3: A 4-endpoint Beneš network with connected endpoints.

network input and one input port, connected to the network output. This is depicted
in Fig. 3.3, which shows a small 4×4 model for illustrative purpose with enumerated
ports, MZIs and endpoint numbers. The MZI switches that form the switch fabric are
modelled as nodes with four ports, with ports P0,P1 acting as inputs and ports P2,P3

acting as outputs. They are denoted as MZIi, j, where i, j are the corresponding row and
stage of the MZI, respectively. Here, i≤ 2logN−1 and j ≤ N

2 , where N is the number
of endpoints in the Beneš network.

MZI switches are organised into stages and are either internal or edge switches.
Internal switches have their input ports connected to MZI switch output ports from
the previous stage. Their output ports connect to the input ports of an MZI switch in
the next stage. Edge MZI switches connect in two ways; either their input ports are
connected to endpoint outputs, or their output ports are connected to endpoint inputs.
The remainder is connected to internal MZI switches.

The Beneš network is a recursively constructed network, with the 2×2 switch, or
radix 2 Beneš, being the smallest network. An N− end point Beneš is constructed us-
ing two N

2 − end point Beneš subnetworks and two additional stages of 2×2 switches.
The left additional stages connect to the subnetworks using a connection shuffle, while
the subnetworks connect to the right stage using a reverse shuffle. It is also observed
that the Beneš network is symmetrical to the vertical axis.

In the simulated model, these properties of the topology are exploited to intercon-
nect the network stages recursively. The network is split vertically at the centre stage
and the two halves are processed separately before being connected to the centre stage.
In the left half, switches in the current stage connect to the next stage in a column-wise
order, with P2 connecting to the next available input port in the upper subnetwork in
the next stage, and P3 to next available input port in the lower subnetwork. The con-
nection algorithm recursively performs the same steps for the switches corresponding
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to the inner subnetworks and terminates when the centre stage is reached. The right
half is connected using the same method but in reverse order, that is right-to-left. This
method of interconnecting the switches is used to integrate the calculation of waveg-
uide crossings per connection.

The calculation of waveguide crossings per connection relies on the assumptions
that the switch fabric is implemented in a planar layout using orthogonal MMIs as
crossings, and that no topological transformation is performed to reduce the total
number of crossings. Such optimization is detailed for delta networks by Wang et

al. [WWX+16] and could be extended to Beneš networks; however this is out of scope
here. The number of waveguide crossings in a connection beginning from port P in
switch MZIi, j is calculated using the following for the left half:

wgx =





mod (i,var), if P = P2

var−1− mod (i,var), otherwise
(3.1)

and for the right half:

wgx =





mod (i,var), if P = P0

var−1− mod (i,var), otherwise
(3.2)

where var = L
2 and L is the number of endpoints of the subnetwork MZIi, j belongs

to.

Once these are calculated, they are instantiated using a structure and added to P.
The waveguide crossings are used to model the propagation and leakages of photonic
and crosstalk signals.

3.4 Modelling Photonic Losses and Switching Energy
in PhINRFlow

As explained, modelled switches, connections and crossings represent MZIs, waveg-
uides and orthogonal MMIs respectively. Each of these applies insertion loss and leak-
age to a carrier beam traversing it, relative to the wavelengths of the carrier beam. Fur-
ther, stateful elements (i.e. MZIs) apply a different level of insertion loss and crosstalk
leakage to the carrier beam depending on the state. The maximum insertion loss and
crosstalk values over the examined wavelength region are inputted into the simulator
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using property files at runtime. These are stored in corresponding fields within the
node structure and accessed during simulation to calculate the leakage and output sig-
nal power during simulation. These are then used to calculate the insertion loss and
crosstalk imposed on a flow as it is allocated a lightpath through the switching fabric
by the routing algorithm.

3.4.1 Insertion Loss & Crosstalk

Once all the permitted flows in a particular time-step are allocated paths through the
switch, the leakage calculation process commences. Input power in mW is assigned
to flows at the input ports of the switch fabric. The devices in the switching fabric are
swept in the direction of light propagation, stage by stage; based on the state of the
switches in a stage, insertion loss is applied to the flow power as it is propagated to the
switch output ports the flows egress from. Insertion loss is also applied to the leakages
at the input ports as they are propagated to the output ports. Leakage power based on
the state-dependent crosstalk ratio is applied to the rest ports of the switches, relative
to each traversing flow. Leakage power is also applied based on the leakages present
at the input ports.

Then, for each switch output port, the waveguide crossings are accessed. For each
waveguide crossing, insertion loss is applied to the flow power which is then propa-
gated to the crossing output port. Leakage power based on the waveguide crossing
crosstalk ratio is applied to the relative rest ports of the crossing. The leakage power
of the waveguide crossing ports is propagated along the vector of light propagation
(after insertion loss is applied); leakage from P0 of a waveguide crossing propagates to
P3 and leakage from P1 to P2 respectively. After all crossings in a path are processed,
insertion loss for waveguide propagation per stage is applied to the power level of the
leakages and flow powers of the final crossing. These are then propagated to the input
ports of the next switch.

This process continues until the output stage of the switching fabric is processed.
The power and leakages are then be read from the output ports of the switch. Insertion
loss, crosstalk and power penalty are then added to each flow to be used after the
simulation has completed for reporting the metrics.
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3.4.2 Required Laser Power

Once the power penalty imposed on a flow has been calculated, it can be used to
estimate the required signal power, and therefore laser power, for that flow. The
DSENT [SCK+12] laser model has been incorporated into PhINRFlow to facilitate
this. The number of employed wavelengths, the data rate per wavelength and the com-
bined power penalty of the flow are fed into the laser power model to calculate the
required laser power. This is then added to the flow to be used after the simulation
completes, for reporting the metrics.

3.4.3 Switching Energy

Switching energy is estimated in the following fashion. Firstly, the simulator is in-
putted property files including the thermal and electrical tuning wattage to reach the
cross and bar states, respectively. For simulating networks with a different size than
that of Lu et al., the tuning wattages are fitted to a normal distribution using the Box-
Muller method. Tuning wattages per state are then stored in the nodes representing the
MZIs. For every time increment within a simulation, the tuning wattages correspond-
ing to the network state are aggregated; the sum is multiplied by the time increment
to get the total energy for the switch state. The energy from all the time increments
is summed up and divided by the number of flows and the size of the flows in bits, to
estimate the energy per bit from switching.

3.5 Comparison of Photonic Loss Simulation Model Against
Demonstrated Switch Fabrics

In this section, the photonic signal propagation model is evaluated by comparing against
two demonstrated switching fabrics from the literature. The goal is to ascertain the
models’ level of accuracy with respect to insertion loss and crosstalk modelling of
switching fabrics formed with MZIs. To this effect, two photonic switch fabrics are se-
lected: one based on thermally/electrically tuned MZIs [LZZ+16], and one composed
of thermally tuned MZIs [ZLZ+16].

These two demonstrations are selected as they disclose the loss and crosstalk char-
acteristics of their devices, as well as the switching fabrics. This can enable simula-
tions where the switching fabric performance is extrapolated from the performance of
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Table 3.1: I/O Permutations served by the “all-cross” and “all-bar” States.

All-cross State

I0 I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 I11 I12 I13 I14 I15
O8 O9 O10 O11 O12 O13 O14 O15 O0 O1 O2 O3 O4 O5 O6 O7

All-bar State

I0 I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 I11 I12 I13 I14 I15
O0 O1 O2 O3 O4 O5 O6 O7 O8 O9 O10 O11 O12 O13 O14 O15

the component devices. Zhao et al. include insertion loss and crosstalk ratio for the
MZIs at the centre wavelength (1560 nm), while Lu et al. [LZZ+16] report the worst-
case insertion loss and crosstalk for the whole spectral range they investigate. They
adopt the same MMI waveguide crossings, for which the insertion loss and crosstalk
value is reported. They also report measured insertion loss and crosstalk values at the
output ports for the entire switching fabric at two switching states, namely “all-cross”
and “all-bar”, which indicate the best and worst-case states in terms of insertion loss
and crosstalk, where there exists a difference between loss profiles of the two MZI
states. The experiment is conducted by iteratively coupling a laser beam into each of
the input ports and sweeping the wavelength region, then measuring the power at the
output port as well as the leakage power on the rest ports. They report the results by
grouping the output and leakage powers at each output port.

With light being coupled into all inputs, the input/output permutations which cor-
respond to the two states are shown in table 3.1.

The experiments conducted by Lu et al. and Zhao et al. are replicated within PhIN-
RFlow for each of the reported switch states. As the propagation model in PhINRFlow
calculates leakages on a per-channel basis, simulating simultaneous communication
of all the flows on the same channel would lead to all leakages being accumulated at
the endpoints, therefore skewing the results and misrepresenting the experiment con-
ditions. The flows are therefore routed on separate channels, one per flow, at 1560 nm.
This way, the leakage of each ingressing beam to the output ports is isolated.

3.5.1 Simulating Light Propagation in a 16× 16 EOMZI Switch
Fabric

In their work, Lu et al. include a characterisation of the 16×16 Beneš switching fabric,
where they evaluate the fabrics’ performance across a 30 nm spectral region centred
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Figure 3.4: Simulated power and leakage values for the “all-cross” state at 1560 nm.

at 1560 nm, which they consider to be the central operational wavelength. They also
report the performance of the individual 2× 2 MZI switches across the wavelength
region. In the “cross” and “bar” states respectively, the max. insertion loss is 0.4dB and
1.4dB, while the crosstalk is ≤ −30dB and ≤ −10dB. They then tune the switching
fabric to the “all-cross” state. They find that the chip offers a worst-case insertion
loss of approx. 6.7± 1dB depending on the path corresponding to the permutation
mapping. They also find that the worst-case crosstalk value at 1560 nm is −30dB.
They then follow the same process for the “all-bar” state, finding that the insertion loss
increases to approx. 14dB and the worst-case crosstalk across the wavelength region
is −10dB.

In PhINRFlow, the fabric is first simulated in the “all-cross” state, using the per-
mutation depicted in Table 3.1. The output power and leakage at each output from
each ingressing beam is depicted in Fig. 3.4. Leakages to the victim ports are denoted
as “aggressor crosstalk”, while leakages of ingressing beams cascading to their desig-
nated output ports through multipath interference are denoted as “MPI Self-crosstalk”.
The worst-case insertion loss and crosstalk are then derived. In terms of insertion loss,
the simulator reports a worst-case of 6.6dB± 0.5dB. This value is in line with the
reported measurements by Lu et. al, considering that waveguide propagation loss is
simulated as identical in every path. The worst-case crosstalk obtained by simulation
is approx. −27dB, which is increased within 3dB of the reported crosstalk. This is
attributed to the fact that the simulation assumes an identical worst-case crosstalk ratio
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Figure 3.5: Simulated power and leakage values for the “all-bar” state at 1560 nm.

for all MZIs and waveguide crossings, which is not necessarily the case in the fabri-
cated chip.

The fabric is then simulated in the “all-bar” state, using the permutation in Table 3.1
and the insertion loss and crosstalk values for MZIs in the “bar” state. Ingressing beams
are routed again through individual channels to isolate the leakages, with the results
depicted in Fig. 3.5. The simulated worst-case insertion loss of the bar state is approx.
13.8± 0.5dB, which is in line with the measured insertion loss when the propagation
loss assumption is taken into account. The worst-case crosstalk obtained is ∼−14dB,
which is 4dB less than the figure reported by Lu et al.; however, they report ∼−10dB

for the whole spectral region and not for the specific wavelength. They also report that
one MZI has a lower than expected extinction ratio, which leads to higher levels of
interference (and therefore crosstalk). As they do not report the crosstalk value for that
specific MZI, the simulation does not include this anomaly.

3.5.2 Simulating Light Propagation in a 16× 16 TOMZI Switch
Fabric

The same process as above is used to simulate the “all-cross” and “all-bar” states for the
switch fabric presented in [ZLZ+16]. They report 0.32dB insertion loss and ≤−35dB

of crosstalk at 1560 nm for an individual 2×2 thermally tuned MZI at both the cross
and the bar state. They also derive the waveguide propagation loss for the switching
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Figure 3.6: Simulated power and leakage values for the “all-cross” state at 1560 nm.

fabric to be 1.18 dB/cm but include the same waveguide crossing design as [LZZ+16].
They then tune the switch fabric, first to the “all-cross” and then to the “all-bar” state.
The measured insertion loss is 5.2±1dB and the crosstalk is ≤−30dB for both states,
at a 10 nm bandwidth around 1560 nm.

The two states of the switching fabric are simulated using the reported waveguide
propagation loss, as well as the insertion loss and crosstalk measurements from the
MZI and waveguide crossing. The output power and leakages at all ports are depicted
in Figs. 3.6 and 3.7 for the “all-cross” and “all-bar” states, respectively. The simulated
insertion loss is 5.4±0.2dB for the “all-cross” state and 5.5±0.55dB for the “all-bar”
state, which is in line with the measurements in [ZLZ+16]. The simulated crosstalk
is ≤ −26.72dB for the “all-cross” state and ≤ −26.43 dB for the “all-bar” state. As
with [LZZ+16], the simulated crosstalk for [ZLZ+16] is higher than the measured
values. This is, again, expected, considering that the crosstalk value employed for the
MZIs and waveguide crossings is the worst-case crosstalk from a single MZI.

Based on the above results, the simulation is considered to be accurate with respect
to insertion loss, and accurate within 3dB with respect to crosstalk. It is also noted here
that with both switching fabrics, the results show good symmetry against the vertical
axis in Figs. 3.4-3.7. The effects of aggressors on O0 resemble those of O15, those
on O1 resemble those of O14 and so on. This is encouraging, since it indicates that
the Beneš network’s symmetry along the horizontal axis is closely matched by the re-
sults. Expanding the simulation to include more wavelengths is feasible by including
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Figure 3.7: Simulated power and leakage values for the “all-bar” state at 1560 nm.

an insertion loss and crosstalk ratio profile for the devices for each wavelength to be
simulated and each state of the active devices. There, each wavelength would be simu-
lated discreetly within one channel, with inter-channel crosstalk being calculated at the
output of each device using the equations derived in by Ramaswami et al. [RSS09], to
account for cascading inter-channel crosstalk.

3.6 PhINRFlow Routing Models

In order to serve as switches within an interconnection network, photonic switching
fabrics must be able to route traffic from multiple inputs to multiple outputs concur-
rently, either in a non-blocking or a blocking fashion. The routing algorithm inter-
nal to network switches is responsible for reserving network resources (virtual queue
space, circuits etc.) for the routed information between source and destination ports of
the switch, as well as resolving potential conflicts. This is distinct from the network

routing algorithm, which routes packets or circuits across a network. In the case of
photonic switching fabrics, the network resource to be reserved is the lightpath, an un-
interrupted pathway which traverses a set of waveguides and stateful elements within
the switching fabric. The choice of internal routing algorithm has a substantial im-
pact on both the performance of the network switch as well as the complexity of the
network controller, which in turn affects the scalability of the switch.
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Figure 3.8: Recursive switch state setup in the Looping Algorithm. The red switches
are set to the “bar” state, while the green switches are set to the “cross” state.

Table 3.2: A permutation example for Looping Algorithm setup.

Permutation

I0 I1 I2 I3 I4 I5 I6 I7
O6 O7 O3 O2 45 O4 O0 O1

3.6.1 The Looping Algorithm

The standard routing algorithm for controlling Beneš switching fabrics is called the
“Looping Algorithm”[OTW71]. In this algorithm, the source and destination pairs,
or connections, in a permutation to be routed form a bipartite graph [DT04]. Paths
for connections are computed by setting the switch states of the outer stages of the
Beneš network so that they can connect to the inner subnetworks, and then following
the same process for the inner subnetworks using recursion. The recursion terminates
when the inner subnetworks are the 2×2 switches in the centre stage. The algorithm
begins by randomly selecting the first connection to route. It then assigns a path to
that connection exclusively using either the upper or the lower subnetworks at each
recursive step.

Once the first connection has been routed (i.e. assigned a path), the neighbour
node of the connection’s destination is selected; the connection with this node as its
destination is selected for routing. In this context, neighbouring nodes share the MZI
they connect to at the outer stages of the Beneš network. The selected connection is
then assigned a path using the subnetwork which is complement to that of the previous
connection; if the previous was assigned the upper subnetworks, the current connection
will be assigned the lower subnetworks and vice versa. Once it is routed, the neighbour
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node of the connection’s source is selected; the connection with this node as its source
is selected for routing, using the complement subnetwork. This process continues until
the permutation is routed.

Depending on the permutation, a situation may arise during the looping algorithm
where the neighbour source or destination is already routing a connection. In this case,
the algorithm selects a random un-routed connection via its source and attempts to
route it through the upper subnetwork. It then continues in the neighbour-wise fashion
until either all connections have been routed or until another loop is detected.

The algorithm’s operation is depicted in Fig. 3.8, showing an 8×8 Beneš serving
a permutation. The switches in the left-most stage and right-most stage are assigned
states based on the order of configuration the looping algorithm has enforced on the
connection permutation (iteration 1). The upper subnetwork is then selected, with the
left-most and right-most stages of the subnetwork being configured based on the loop-
ing order for the connections accessing the subnetwork (iteration 2). The upper switch
in the centre stage is then selected and configured (iteration 3). The algorithm then
configures the lower subnets. By computing paths recursively and using the looping
order, all connections can be routed through the Beneš network without conflicts.

3.6.2 Challenges of the Looping Algorithm in Photonic Beneš Switch-
ing Fabrics

As it was developed for buffered circuit-switched electronic networks, the looping
algorithm follows a set of assumptions that render it inefficient for photonic Beneš
networks. Firstly, the original looping algorithm requires a full permutation to oper-
ate correctly. However, in communication contexts such as intra-datacenter intercon-
nects, HPC interconnects or photonic NoCs, the communication data that a switch-
ing fabric must handle at a given time does not necessarily conform to a permuta-
tion. Although modifications to the algorithm have been proposed to circumvent this
(e.g. [KAM+14] [CC14]), these require additional computation and therefore increase
the complexity of the algorithm.

Secondly, the looping algorithm operates given the permutation that it is meant to
route through the Beneš network at operation time; that is, there is a dependency be-
tween the algorithm’s operation and the permutation. This aspect requires packets (or
information carried in circuits) to be buffered at the input until the looping algorithm
operates. In bufferless photonic networks, this is intractable.
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The looping algorithm also requires the ability to rearrange connections that have
already been routed, when these block a new connection. Although this can be done
computationally before any connection has been routed through the Beneš network,
in photonic networks that are already routing photonic carrier beams this becomes in-
tractable. The photonic source must cease transmitting, and the remaining light inside
the network must propagate to the respective destinations before the network can be
reconfigured. This can cause unacceptable time overheads and even packet corruption
or loss. Therefore to maintain the integrity of pre-existing connections which block
a new one from accessing the network, the new connection must be blocked until the
required resources are available. This aspect defeats the purpose of a rearrangeably
non-blocking network. This is discussed at length in Chapter 6.

Finally, as it was developed for electronics, the looping algorithm is unable to
accommodate the concept of path priority. Routing in the looping algorithm is done
using only turn-based logic and rearrangement, with all paths being considered equal.
However, in photonic Beneš networks formed with MZIs, each path exposes the carrier
beam to a different level of insertion loss and crosstalk leakage, depending on the state
of the MZI switches, the number of waveguide crossings and the propagation loss due
to waveguide length. Energy dissipation can also vary with respect to MZI state; paths
can exhibit a variable footprint in energy dissipation. Therefore, available paths for
flows can be assigned priorities based on the insertion loss they will exhibit, on the
crosstalk, on the energy dissipation or combinations of these features. Although this
aspect of Beneš network routing can be exploited to reduce the optical penalties and
energy dissipation in photonic Beneš switch fabrics, this cannot be done by the looping
algorithm.

3.6.3 Hardware-Inspired Routing Strategies

To address the problems outlined above, the concept of “Hardware-inspired Routing
Strategies” (HIRs), which is one of the contributions of this thesis, is introduced. HIRs
operate by providing greedy guaranteed-delivery routing for an incoming connection,
using pre-computed paths which are ranked based on the characteristics of the switch
hardware and compared with the network state at the time the routing algorithm is
called. The routing capability is on the one hand greedy, in that the strategies do not
ensure a non-blocking use of the fabric; on the other hand, as blocked traffic retransmits
once resources have been freed, delivery is guaranteed. The routing algorithm operates
in three decoupled phases: pre-compute, path ranking, and routing.
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Pre-Compute Phase:

Here, the paths available from a source to a destination through the Beneš network are
computed, along with the required MZI states and the number of crossings. The route
computation relies on the fact that the Beneš network is equivalent to two mirrored
butterfly networks with their centre stage being fused [DT04].

Computing the route signatures: Assume an N×N Beneš network, with sources
connecting to the left-most stage and destinations to the right-most. Connections from
sources to destinations are formed left-to-right and for each switch in the fabric, the
input ports are located on the left and output ports on the right of the switch. The upper
output port of each switch is marked using a 0, and the lower port with a 1 sign.

Starting from the left-most stage of the network, a path to a destination can be
described by the sequence of output ports that must be traversed at each stage, until
the switching fabric is traversed and the destination is reached. A routing signature
can then be formed in binary with length 2logN− 1, using the signs of the traversed
ports from each stage in order to reach the destination. Thus, each bit bi in the routing
signature corresponds to output from the upper or lower port of a switch in stage i in
the fabric.

As the Beneš network is equivalent to two mirrored butterfly networks with the
centre stage being fused, the (2logN−1)

2 right-most bits in the routing signatures for
every path from a source to a destination, are identical and correspond to the destination
tag of the destination node. This follows from the self-routing principle of the butterfly
topology; there, destinations are assigned a binary destination tag, and each bit bi of
the tag denotes egress from the upper or lower port at stage i. This property has been
identified by Raghavendra et al. [RB91] and is exploited here to form the right half
of the proposed routing signature. The remaining bits form a bit permutation, and
correspond to the path number. Using the bit permutation and the destination tag, all
available routes from a source to a destination can be expressed in the Beneš network.

Computing the switch states: With paths and their routing signatures computed,
the input ports of every switch in the paths are now marked using a 0 for the upper or 1
for the lower input port. For each path, a secondary routing signature is formed using
the input port signs at each stage. By using the XOR operation on the two routing
signatures, the state of the traversed MZI switches is computed.

Computing the waveguide crossings: For every computed path, the total number
of waveguide crossings within the path is computed. This is done stage-by-stage, using
equations 3.1 and 3.2.
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Path Ranking Phase:

The second phase ranks the pre-computed paths for a source-destination pair based
on the required switch states, the number of crossings, the number of state changes
required from the current network state to route a path, or combinations of these. These
criteria are selected for the following reasons.

Number of waveguide crossings: It has been observed that the number of cross-
ings varies between paths for a source-destination pair. By ranking the paths depending
on the number of crossings they include, paths with fewer crossings can be preferred
by the routing algorithm. As crossings increase insertion loss and crosstalk, preferring
paths with fewer waveguide crossings can reduce the level of these two metrics.

Number of switches in the “cross” or “bar” state: When the switches are formed
using MZIs, the employed MZI tuning mechanism can cause an imbalance between
the states in insertion loss, crosstalk and required switching energy. This is especially
the case for single-ended EO tuning, where free-carrier absorption deteriorates MZI
performance in one of the two states. Therefore, by ranking paths by the number of
MZIs in one of the states and sorting them in ascending order, the three metrics can be
reduced.

Number of switch state changes: Depending on the MZI tuning mechanism, there
may be an imbalance in the required tuning energy between the switch states. Ranking
paths in ascending order depending on the number of switch state changes from the
current network state can therefore potentially reduce the switching energy for the
network through MZI reuse.

The above ranking criteria can be combined such that ties in one routing rank are
resolved using another rank. For instance, if paths are ranked first by number of cross-
ings and then by number of “bar” state MZIs, a new rank may be formed where paths
are sorted by state with the ties solved by the number of waveguide crossings. The
routing criteria, their combinations as well as their behaviour at different switch scales
are examined in Chapter 5.

Routing Phase:

In this final phase, the pre-computed paths for a source-destination pair are used to
route the connection in the network. Based on the employed routing strategy, the paths
are assessed one at a time using the corresponding rank as the assessment order until
an available path is found. For each assessed path, the required MZI states for the
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path are compared against the current network state. If any of the requested MZIs
cannot be switched to the requested state because of a pre-existing connection, the
path assessment is stopped and the next path is assessed. If all MZIs can assume the
required state, the path is selected, marked as occupied in the controller and the routing
algorithm terminates. If no path is available, the source is notified and the connection
is blocked.

3.7 Impact of Routing Algorithm Choice on Photonic
Metrics

As has been argued in this chapter, the choice of routing algorithm for controlling
EO/TO-tuned photonic Beneš switching fabrics can have a significant impact on the
performance of the fabric with respect to insertion loss, crosstalk, optical power penalty
and, ultimately, required signal power. In this section, this impact is investigated for
five of the proposed HIRs as well as the looping algorithm, across five sizes of switch-
ing fabric. The goal is to investigate the potential benefits of HIRs over the looping
algorithm, as well as identify the limits of the switch fabric in terms of scalability.

3.7.1 Experiment Design

The bisection workload is selected to evaluate the impact of the routing algorithms.
Bisection is a permutation workload, meaning that the served outputs are a permutation
of the inputs; therefore, the looping algorithm can function without modification when
used to configure the fabric. It also causes the switching fabric to be fully loaded; as all
inputs are active simultaneously, crosstalk has the highest impact on the optical power
penalty, allowing for investigation of the worst-case in terms of traffic saturation.

In terms of load offered to the switch, the looping algorithm excels at servicing
the bisection workload. This is because the looping algorithm is designed to service
complete permutations with no switch fabric contention, while the bisection workload
comprises of flows whose inputs and outputs are a permutation. Therefore, all flows
transmit, leading to the switch being at full load. The HIRs on the other hand, are
designed to optimise for insertion loss, power penalty and switching energy consump-
tion; to do so, they induce switch fabric contention, as detailed in Chapter 6. There, it
is shown that with the HIRs∼ 20% of the flows suffer contention; therefore, the switch
load with the HIRs decreases accordingly.
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Figure 3.9: The process of composing simulation data into metrics.

The following routing algorithms are selected for evaluation. As explained above,
the Looping Algorithm is the standard routing algorithm for Beneš networks, while the
latter algorithms are a subset of the HIRs proposed in this thesis:

• Looping Algorithm: The standard unmodified looping algorithm discussed in
Sec. 3.6.1.

• m b: Selects the first available path based on the least number of switches in the
“bar” state.

• m bx: Selects the first available path based on the least number of waveguide
crossings in the path. Ties are solved by sorting against the number of switches
in the “bar” state.

• m x: Selects the first available path based on the least number of waveguide
crossings in the path.

• m xb: Selects the first available path based on the least number of switches in the
“bar” state. Ties are solved by sorting against the number waveguide crossings
in the path.

• rnd: The paths from a source to a destination are shuffled. The first available
path of the shuffled set of paths is selected.
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Using each of the routing algorithms, 1000 simulations with a different random
seed are executed for each network size, ranging between a 4× 4 and a 64× 64 net-
work. For each run, the following data are obtained:

• Highest crosstalk level per flow: Each flow that traverses the fabric during a
simulation is exposed to leakages from aggressor flows. The leakage with the
highest power level is obtained for each flow. Examining the highest crosstalk
level per flow reveals the highest level of interference from an aggressor flow, in
isolation from leakages caused by other aggressors.

• Aggregate crosstalk leakages per flow: For each flow during a simulation, the
sum of the crosstalk leakages from aggressor flows is obtained. As in these
experiments all flows are considered to be modulated on the same wavelength
set, every crosstalk leakage from an aggressor will contribute to intra-channel
crosstalk. The aggregate crosstalk determines the crosstalk power penalty.

• Insertion loss per flow: The insertion loss that is imposed on each flow travers-
ing a path through the switch fabric is obtained.

• Crosstalk power penalty per flow: The crosstalk power penalty, based on the
aggregate crosstalk leakages, is reported per flow.

• Laser Power per flow: The laser power required to service each flow, in the
presence of insertion loss and crosstalk, is reported.

The above data are then composed into metrics, as depicted in Fig. 3.9. Each
of the 1000 simulations comprises of a number of flows. For each simulation, the
average of each datum over the flows is collected. The examined metric is composed
of the mean and standard deviation of the data over 1000 simulations. Therefore, the
standard deviation corresponds to the metric, not the data that compose it; it therefore
reflects the behaviour of the data over the set of simulations. This is done to examine
the effects of the routing algorithms on the metrics in the average case, related to the
exposed traffic configuration; these metrics are suffixed with “on average”.

Further, the maximum of each datum over the flows is collected for each simula-
tion. The examined metric is again composed of the mean and standard deviation of the
data over the runs. Again, the standard deviation corresponds to the metric and not its
components. These metrics, suffixed with “in the worst case”, are obtained to analyse
the worst-case effects of the routing algorithms related to the traffic configuration.
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Table 3.3: Photonic parameters for simulation.

Parameter Value Corr. Ph. Pathway Segment

MZI Insertion Loss “bar” 1.4 dB Switch path
MZI Insertion Loss “cross” 0.4 dB Switch path
MZI Crosstalk “bar” -18 dB Switch path
MZI Crosstalk “Cross” -30 dB Switch path
Wg. Crossing Insertion Loss 0.05 dB Switch path
Wg. Crossing Crosstalk -30 dB Switch path
Insertion Loss (Propagation) 1.18 dB/cm Switch path
Coupling Loss 2 dB Couplers
Laser Insertion Loss 1 dB Laser
Laser Efficiency 25% Laser
Ring Filter Loss “thru” 0.01 dB Modulator/Filter
Ring Filter Loss “drop” 1 dB Modulator/Filter
Mod. Insertion Loss 2.5 dB Modulator
Extinction Ratio 15 dB Modulator
Detector Loss 1 dB Detector
Detector Responsivity 1.1 A/W Detector
Link Data Rate 16Gb/s×32λ Link Level
Target Bit Error Rate 10−15 Link Level

The optical parameters assumed for the simulations are shown in Table 3.3, or-
ganised by the corresponding segment of the photonic pathway which they refer to.
The parameters related to the intra-switch lightpath are adopted from [LZZ+16]. It is
assumed that the crosstalk value per MZI state is identical for each wavelength. Ob-
viously in practice this varies with wavelength but, since Lu et al. only report the
worst-case value, this is adopted here. Parameters related to the laser, modulator/filter,
detector and couplers are aligned to the default values used in DSENT [SCK+12],
from which the laser model is adopted. The modulator characteristics are obtained
from [WGK+16]. Finally, the driver electronics for the modulator and receiver use
the 45 nm CMOS model detailed in DSENT.

3.7.2 Impact on Highest Crosstalk

The impact of routing algorithm selection on the highest crosstalk level is first exam-
ined. In the context of this thesis, the power in dB of an individual crosstalk signal at
the network output arising from carrier beam k is defined by the following ratio:

XTi, j,k = 10log10(P
k, j
leak/Pi, j

out) (3.3)
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Figure 3.10: Highest crosstalk per flow on average. Lower is Better.

where i, j are the input and output ports of the victim signal. For each flow within a
simulation, the crosstalk signal with the highest power level that this flow is affected
by is obtained; the highest power levels are then averaged from all the flows to report
the highest crosstalk power level on average, shown in Fig. 3.10. The maximum of the
highest power levels is also obtained and reported in Fig. 3.11, to investigate how the
dynamic range of crosstalk evolves for each different routing algorithm as the network
scales in size.

For the looping algorithm, the highest crosstalk power levels on average range
between −16.8±1.3dB and −16.3dB±0.2dB as the network size increases. This al-
gorithm shows the poorest performance which is expected, since the looping algorithm
guarantees full saturation of the switch fabric at any given time when using a bisection
workload; all input ports are active concurrently and the algorithm offers no control
over path selection, leading to paths being assigned with more MZIs in the “bar” state
and more waveguide crossings compared to other routing algorithms. This also means
that path selection with the looping algorithm causes the insertion loss to increase pro-
portionately to the highest level of leakage power as the network scales, leading to a
similar highest crosstalk level on average. It is noted that as the network size increases,
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Figure 3.11: Highest crosstalk per flow in the worst case. Lower is Better.

the standard deviation across the simulation batch decreases; scaling the network size
decreases the variability of the highest crosstalk power level on average. Conversely,
the maximum highest crosstalk power level per flow increases with network size, with
power levels ranging from−16.8±1.3dB to−13.8dB±1.1dB. Again, this is expected
as the maximum highest crosstalk power level reflects the size of the network in terms
of number of devices per path.

In terms of the HIRs, the first notable observation is that for networks with 4 inputs,
high variability and very low crosstalk levels can be observed for routing strategies that
prefer paths with the fewest “bar”-state MZIs, i.e. m b, m xb and m bx. This is ex-
plained by the fact that in these networks there are only 3 MZIs per path and only
two paths between each source and destination. Therefore, on the one hand the high-
est crosstalk per flow on average and in the worst case are similar; the worst-case
highest crosstalk power level has a greater impact because fewer flows are present
in the network compared to larger sizes, thereby skewing the average. On the other
hand, changing the permutation of source/destination pairs, which occurs by running
the simulation with different random seeds, forces the routing algorithm to select the
sub-optimal path for a flow more frequently in a higher number of cases, leading to
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the increased variability and therefore larger standard deviation. Conversely, the be-
haviour when using m x is very similar to both rnd and the looping algorithm. This is
because for a network with 4 inputs, very few waveguide crossings (0-2) may exist in
any path from a source to a destination. This leads to the m x strategy being ineffec-
tive at reducing the highest level of exhibited crosstalk when compared to the looping
algorithm.

For larger network sizes, the highest level of crosstalk power on average and in the
worst case increases irrespective of the routing strategy used. The best strategies at
reducing the highest crosstalk level are m b and m xb and, to a smaller degree, m bx.
The levels for m b range between −20.8± 4.4dB→−18.5± 0.5dB on average and
−20.8± 4.4dB→−13.8± 1.4dB in the worst case. The levels for m xb are similar
to m b for all network sizes; however, on average m xb outperforms m b by approx.
0.5dB, while in the worst case m b shows approx. 0.2dB lower levels. Nevertheless,
both routing strategies significantly outperform the looping algorithm on average and
in the worst case. In the average case m b presents savings ranging from 4→ 2dB

compared to the looping algorithm as the network size increases. In the worst case, the
savings shown by m xb over the looping algorithm range from 3.5→ 0.2dB with m b

increasing the savings further.

The m bx routing strategy also outperforms the looping algorithm in the average
case, although to a lesser degree than either m bx or m b. The savings in the average
case range from approx. 3.7dB→ 1.4dB. However, in the worst case the performance
of m bx worsens as the network size increases and is ultimately outperformed by the
looping algorithm for the largest network size by approx. 1dB. As this routing strategy
prefers paths that include less waveguide crossings and solves ties in paths through the
least amount of “bar”-state MZIs, the performance indicates that selecting paths based
on the number of waveguide crossings is not a viable criterion for reducing the highest
level of crosstalk power across the ports, especially in the worst case.

This indication is reinforced by the performance of the m x strategy, which is worse
than any of the previous. The performance exhibited by this strategy improves for
the average case as the network scales in size, which is different to the previously
analysed strategies; this is because the average number of waveguide crossings per
path increases proportionately to the network size, enabling m x to have an increasing
impact. In the average case, m x outperforms the looping algorithm by up to 1.5dB for
64 input ports. However, in the worst case, m x performs poorly, showing increases of
0.5 to 1dB compared to the looping algorithm. In fact, m x performs little better than
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random as shown by the rnd strategy.

Finally, it is interesting to note that the rnd strategy behaves similarly to m x in
both the average and the worst case. The looping algorithm is slightly outperformed
by rnd as the network size increases; however, in both cases the differences are less
than 0.5dB. For smaller network sizes, rnd performs worse than the looping algorithm
in spite of a lower network saturation, indicating that it is unsuitable for routing in this
network.

In summary, HIRs that optimise for fewer MZIs in the “bar” state per path consis-
tently outperform all other routing algorithms, both in terms of highest crosstalk power
level on average and in the worst case. HIRs that minimise the number of crossings
in the path show improved performance as the network scales up but are frequently
outperformed by the looping algorithm, and in smaller network sizes perform no bet-
ter than random. Finally, it is noted here that when considering the “highest crosstalk
power level” metric, the crosstalk reductions of the HIRs compared to the Looping
Algorithm are modest. However, in DWDM systems where all inputs are modulated
on the same group of wavelengths, the aggregate crosstalk is the metric which is used
to compute the power penalty. As will be shown in the next section, the HIRs show
significant reductions in aggregate crosstalk compared to the Looping Algorithm.

3.7.3 Impact on Aggregate Crosstalk per Port

Next, the impact of routing algorithm choice on the aggregate crosstalk is examined.
For every flow in a simulation, the aggregate crosstalk encountered by the flow at
output j is defined as:

XTi, j =
N

∑
k=0

εk,k 6= i (3.4)

where εk = Pk, j
leak/Pi, j

out and i, j are the input and output ports of the victim flow. The
aggregate crosstalk per output port (and therefore per flow) defines the power penalty
from crosstalk that the flow is exposed to as such:

PPi, j
XT = 10log10(1−2

√
XTi, j) (3.5)

This power penalty is then aggregated with the insertion loss as a parameter of
signal power. It is noted here that if XTi, j ≥ 0.25, PPi, j→ ∞, meaning that the signal
power required for the data carried by the flow to be read at BER = 10−15 tends to
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Figure 3.12: Aggregation of crosstalk on average (a). Lower is Better.

infinity. It is therefore important to assess in which cases the upper limit for XTi, j is
reached.

To this end, the average and maximum aggregate crosstalk of the flows for each
simulation is obtained over the simulation batch. The results are depicted in Figs. 3.12
and 3.13.

As with highest crosstalk level per flow, the looping algorithm generally exhibits
the highest aggregate crosstalk per flow on average, compared to the HIRs. The excep-
tion to this is for 4×4 networks, where m x and rnd exhibit similar aggregate crosstalk.
As before, there are only two waveguide crossings in 4× 4 networks, leading to de-
creased impact of HIRs that do not optimise for switch state.

On average, m b and m xb and, to a smaller degree, m bx outperform the looping
algorithm for all network sizes. The savings of m b compared to the looping algorithm
in aggregate crosstalk on average range between 35% for a 4×4 to 47% for a 64×64
network; the aggregate crosstalk scales more gracefully for m b as the network size
increases. For m xb the savings range between 31% and 49%, while m bx shows com-
paratively reduced savings against the looping algorithm, ranging from 35% for 4×4
and 64× 64 networks and 19% for 8× 8. The rnd strategy shows moderate savings
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Figure 3.13: Aggregation of crosstalk in the worst case (b). Lower is Better.

for aggregate crosstalk on average in smaller networks; however the metric increases
more gracefully than with the looping algorithm as the network size scales, leading
to relatively good performance for 64×64. Lastly, m x has the worst performance of
the HIRs, but still shows less aggregate crosstalk per flow in the average case than the
looping algorithm.

However, when examining the worst-case aggregate crosstalk per flow, the per-
formance of the HIRs in terms of comparative savings against the looping algorithm
changes. The m b strategy still performs best overall, however the comparative savings
steadily decrease as the network size increases, ranging from 37% savings for 4×4 to
15% for the largest size. m xb performs similarly, albeit 2− 3% worse than m b in
all cases. The m bx strategy performs similarly to m xb for the smallest network size;
however the performance quickly degrades, with the aggregate crosstalk increasing
significantly with the network size, leading to the strategy exhibiting savings of 1% for
64×64 against the looping algorithm. rnd shows modest improvements compared to
the looping algorithm for medium-sized networks, with the greatest comparative sav-
ings at approx. 17% for a 32×32 network. Lastly, m x has the worst performance of
the HIRs; in contrast to the case with average aggregate crosstalk, in the worst case this
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Table 3.4: Percentage of simulations in which XTi, j ≥ 0.25 at least once.

32×32 64×64

Looping Algorithm 23.8% 100%
m x 11.2% 97.6%
m b 1.6% 54.9%
m bx 13.9% 95.3%
m xb 2.3% 58.8%
rnd 6% 85.4%

strategy is slightly outperformed by the looping algorithm in most cases by around 1%
for smaller networks. However as the network size increases, m x slightly outperforms
the looping algorithm (< 5%)

In fact, for network sizes of 32×32 in some cases, and 64×64 and in most cases,
the worst-case aggregate crosstalk surpasses the condition XTi, j ≥ 0.25. This means
that at least one flow in at least one simulation was exposed to prohibitively high
crosstalk. In this case the power penalty cannot be estimated using the formula as-
sumed here, as it tends to infinity; as the aggregate crosstalk power becomes too great,
it cannot be surmounted by simply increasing the signal power to counteract it and keep
the SNR at an acceptable range. The portion of runs in which this situation occurs is
shown in Table 3.4.

The number of simulation runs in which this effect occurs at least once differs
depending on the employed routing algorithm, reflecting the results of Fig. 3.13. The
looping algorithm shows the most occurrences for both network sizes; in fact for the
largest size, there is always a flow which suffers this condition in the examined data.
HIRs m x and m bx perform slightly better; however they perform worse than rnd,
especially for the largest size. m xb and m b show the least occurrences, with m b

performing better in both network sizes; even so, with a network size of 64× 64 the
number of occurrences are approx. 55% with m b. This indicates that scaling this
network past 32 inputs is untenable, when using EO-tuned MZIs with the assumed
crosstalk ratios, with all flows transmitting on the same wavelengths and assuming
full path diversity. Lowering the path diversity by disallowing the least favourable
available path would reduce the number of occurrences; however, this would come
with the cost of reducing performance, as a lower path diversity would block more
flows and therefore increase communication time.

In summary, the m b and m xb HIRs outperform the looping algorithm both on
average and in the worst case in terms of aggregate crosstalk as well. They are therefore
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Figure 3.14: Insertion Loss and Power Penalty on average. Lower is Better.

an effective solution for reducing crosstalk in photonic Beneš switching fabrics formed
with EO-tuned MZIs. However, as the number of devices in the network increases, the
HIRs are progressively less able to mitigate crosstalk in the worst case, leading to the
crosstalk surpassing the threshold for sizes above 16×16.

3.7.4 Impact on Optical Power Penalty

The analysis continues by examining the impact of routing algorithm choice on the
optical power penalty enforced by the switching fabric on the traversing laser beam
carriers. The combined optical power penalty enforced on a flow traversing from input
i to output j of the fabric is defined as:

PPi, j = ILi, j +PPi, j
XT (3.6)

where ILi, j is the insertion loss, defined as:

ILi, j = 10log10(P
i, j
out/Pi, j

in ) (3.7)
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The aim here is to examine the combined effect that HIRs have on reducing the
power penalty compared to the looping algorithm, by simultaneously reducing inser-
tion loss and crosstalk power penalty. The average insertion loss for a run is combined
with the power penalty ensuing from the average aggregate crosstalk for a run and
depicted over the simulation runs in Fig. 3.14. The maximum insertion loss per run
is combined with the maximum aggregate crosstalk per run and depicted in Fig. 3.15.
For 32×32 and 64×64 networks, if the percentage of runs in which XTi, j ≥ 0.25 for a
routing algorithm is below 3% (see Table 3.4), those runs are not included in Fig. 3.15;
this is to examine whether the reductions in power penalty increase or decrease with
network size. It is nevertheless noted that for size 32×32 networks there exists at least
one occurrence for all routing algorithms.

The optical power penalty is first examined in the average case, starting from the
looping algorithm. The power penalty ranges from ∼ 6dB to ∼ 24.9dB as the network
size increases. The crosstalk accounts for between 30 and 25% of the power penalty,
slightly decreasing with network size. As with the looping algorithm the power penalty
from crosstalk is the greatest among the examined routing algorithms, this indicates
that as the network size increases, insertion loss has an increasing effect on power
penalty in terms of the combined penalty on average.

As expected and corresponding to the previous results, the HIRs are effective at
reducing the combined optical power penalty compared to the looping algorithm. The
most effective HIRs are m b and m xb, showing a power penalty reduction of 15−
20%. This reduction comprises of a 10− 15% reduction in average insertion loss
and a 25− 45% reduction in crosstalk power penalty. The least effective strategy is
again m x, showing at most 6% improvement compared to the looping algorithm. The
m bx strategy shows significant improvement (∼ 20%) for the smallest network, but
the performance degrades as the network size increases, ultimately showing savings of
∼ 8% for the largest network. Conversely, rnd exhibits no improvement against the
looping algorithm for the smallest network but improves as the network size increases,
ultimately showing ∼ 10% savings for the largest network.

Next, the optical power penalty in the worst case is examined. Here, from size 4×4
to 16×16, the power penalty of the looping algorithm is between 6−18dB compared
to 6− 13.6dB for the average case. For larger sizes where the aggregate crosstalk in-
creases beyond the prohibitive limit, the power penalty from crosstalk tends to infinity.
This occurs with m x and m bx for 32×32 and with all routing algorithms for 64×64.
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Figure 3.15: Insertion Loss and Power Penalty in the worst case. Lower is Better.

For the smaller sized networks, m b shows savings between ∼ 19−15% with the ben-
efit decreasing with network size. m xb shows similar savings but performs marginally
worse (2%) for the smallest network. The performance of m bx is comparable to m b

but deteriorates with the network size increase, while rnd shows no improvement for
the smallest case but 5% improvement for 16 endpoints. Lastly, m x is outperformed
by all other routing algorithms.

As mentioned, for size 32×32, there is at least one simulation run where the pro-
hibited crosstalk condition occurs for all routing algorithms. However, with m x, m bx

and rnd very few of these cases occur; the combined power penalty can therefore
be examined for the majority of cases. Here, the m b strategy exhibits a maximum
combined power penalty of approx. 21.9dB, comprising of 14.8dB of insertion loss
and 7.1dB crosstalk power penalty. m xb shows a combined power penalty of 22dB

(14.8dB insertion loss, 7.2dB crosstalk power penalty). This indicates that with larger
network sizes, the m b routing strategy is the most effective at reducing the combined
optical power penalty.

In summary, the HIRs can be effective at reducing the combined power penalty
both in the average and the worst case. However they are not immune to the effects of
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crosstalk, which become prohibitive as the network size increases past 16×16. How-
ever, on average, the aggregate crosstalk never reaches the prohibitive condition for all
the examined network sizes. This fact, combined with the low number of occurrences
of the prohibitive condition for 32× 32 and some HIRs, indicates that there is room
for improvement and that the worst-case optical power penalty can be improved to a
degree where larger network sizes become realistic.

3.7.5 Impact on Laser Power

The analysis concludes by examining the impact of routing algorithm choice on re-
quired laser power per flow in the average and the worst case. This is given by the
following equation:

Plaser = NλElaserPsense10PPi, j/10 (3.8)

where Psense is the signal power required at the destination’s photodetector, Nλ is the
number of wavelengths, Elaser is the laser efficiency and PPi, j is composed by all the
losses and power penalties encountered by the carrier beam from the source to the
destination of the flow. This includes insertion losses from the laser, coupling in and
out of the chip, modulator, filters and photodetector, as well as the combined power
penalty examined previously. These are inputted as parameters to the simulator and
used for each simulation; the properties can be found in Table 3.3. It is noted that an
off-chip laser is assumed per input port for simplicity. As mentioned, the laser power
model is integrated into PhINRFlow from the DSENT photonic network simulator.
The laser power per port in the average case, obtained from the average combined
power penalty as derived in Sec. 3.7.4, is depicted in Fig. 3.16 for all examined network
sizes.

As expected, laser power per flow on average scales exponentially with the network
size in all cases. When using the looping algorithm, the average required laser power
per flow ranges between 0.02± 0.003 to 1.6± 0.3W . The variability in the results
also increases with network size, as indicated by the error bars; as the network size
increases, more carrier beams cross paths when the network is in full saturation. This
leads to the permutation offered by the bisection workload to have a greater impact in
the variability of average laser power per flow.

The exponential scaling of laser power with network size leads to loss reductions
offered by the HIRs having an increasing impact as the network size increases. The
m b routing strategy exhibits an average per-flow laser power between 0.016± 0.005
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Figure 3.16: Required laser power per port in the average case. Lower is Better.

and 0.47±0.06W . This shows a reduction ranging between ∼ 20−70% compared to
the looping algorithm. However, in the smallest network the reduction is not signifi-
cant, as the means of the looping algorithm and m b are within one standard deviation
of each other. The m xb routing strategy performs marginally better due to the con-
current reduction in insertion loss and power penalty; the average laser power per flow
ranges between 0.016±0.005 and 0.45±0.05W , with the comparative savings ranging
between ∼ 20−71%.

In fact, due to the exponential relationship of power penalty and signal power,
even the HIRs which showed worse performance still exhibit substantial laser power
savings. m bx exhibits savings between ∼ 20− 49%, rnd between 0− 48% and m x

between 0−37%. It is noted that for the latter two strategies there are no savings in the
smallest network and the moderate savings shown in medium-sized networks come at
the expense of higher contention and therefore decreased performance, as discussed in
Chapter 5. However, these cases exemplify how comparatively small improvements in
combined power penalty can lead to meaningful savings in signal power and therefore
laser power, at least in the average case.

As laser power per flow depends on the combined power penalty, in the worst case
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Figure 3.17: Required laser power per port in the worst case. Lower is Better.

it cannot be estimated for large networks using the model assumed for this thesis.
Therefore, the worst-case laser power per flow, depicted in Fig. 3.17, is shown only up
to a network size of 16×16.

When using the looping algorithm, the maximum laser power ranges between
0.021± 0.003− 0.34± 0.1W . The variability increases with network size, indicat-
ing that the permutation of the flows has an increasing effect as the network size scales
up; this reflects the findings of Sections 3.7.2 - 3.7.4. The performance of the HIRs
also remains consistent with the previous findings; m b and m xb show similar per-
formance, with m b showing comparative savings of ∼ 24− 45%, and m xb showing
∼ 19−42%. For size 4×4 the savings are slightly better than the average case due to
the marginally worse performance of the looping algorithm; the benefits are lessened
compared to the average case as the network size increases. This is shown clearly for
m bx, which in the average case showed 21% savings for 16× 16; in the worst-case
laser power, this drops to ∼ 8%. The m x strategy performs similarly to the looping
algorithm in the worst case; the 5% savings exhibited over the simulation runs is well
within one standard deviation of the looping algorithm and therefore not significant.
Lastly, rnd shows modest savings compared to the looping algorithm for the largest
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size (∼ 15%), but no significant savings for smaller sizes.

In summary, HIRs can be effective at reducing signal power and therefore laser
power in both the average and the worst case.

3.8 Known Modelling Limitations

PhINRFlow is extended from an electronic interconnection network simulator operat-
ing at the flow level. Coupled with the fact that communication time is derived based
on events which are scheduled during the simulation (send, receive and computation
events), this means that time and therefore energy per bit are modelled at a coarse
granularity.

In addition, photonic elements in PhINRFLow are not modelled physically, i.e. the
effect of their dimension is not studied. Insertion loss, crosstalk and tuning power
values are assumed from constructed chips demonstrated in the literature. The prop-
agation loss due to waveguide length which is considered is the average reported
in [LZZ+16]; therefore insertion loss deviation due to waveguide length is not con-
sidered.

Based on these two factors, propagation time of photonic signals in switching fab-
rics is not modelled in PhINRFlow. Although this could be estimated and factored
into the model, a more appropriate methodology would be to simulate a chip in one of
the circuit-level simulators discussed in Sec. 3.1. As the integration of photonic light-
path modelling in PhINRFlow has the objective of revealing the dynamic relationship
of photonic effects, routing algorithms and employed communication workloads, this
was considered to be out of scope. Nevertheless, it is to be noted that due to the lack
of propagation time, modelling energy consumption from lasers would be challenging
in this tool.

In addition to the above, this work assumes that all photonic beams traversing the
network are co-polarised and out of phase, leading to a worst case crosstalk estima-
tion. While this is a justified assumption as discussed in [RSS09], it entails that
the impact of polarization and phase relationships between photonic signals on the
crosstalk is not captured by the model. Such modelling has been conducted by Dupuis
and Lee [DL17].

Finally, non-linear effects of the interaction between photonic beams and devices
(e.g. scattering effects, FCD/FCA, four-wave mixing) are not modelled.



104 CHAPTER 3. EVALUATION METHODOLOGY

3.9 Summary

This chapter has contributed to the state-of-the-art by proposing a methodology for
evaluating the effect of network traffic and intra-switch routing algorithms on the per-
formance of photonic switching fabrics, focusing on fabrics composed by EO/TO-
tuned MZIs in the Beneš topology. To the best of the author’s knowledge, this is the
first proposed methodology for performing this type of network traffic-driven analyses
on PSFs, where the photonic device level, network control level and application traffic
level are combined. The network simulator that has been augmented to investigate this
methodology, PhINRFlow, has been described. The model for the switching fabric in
focus has been discussed. The accuracy of the model has been evaluated and com-
pared against measured data from two constructed photonic switching fabrics from the
literature.

Further, the chapter has discussed the standard routing algorithm used to control
Beneš networks, as well as the concept of HIRs, which are proposed as contributions
of the thesis in the next chapters. The known modelling limitations have also been
examined. Finally, the novel methodology is demonstrated by evaluating the effect
of routing algorithm choice on exhibited insertion loss, crosstalk, combined power
penalty and required signal power and laser power. This is conducted considering
different sizes of switching fabric and using a bisection workload.

The findings of the evaluation indicate that routing algorithm choice can have a
significant impact on the photonic metrics examined. The most impactful routing al-
gorithms show comparative savings to the state-of-the-art looping algorithm for all
metrics, with the savings in laser power increasing proportionately to the network size.
The most impactful routing strategy proposed in Chapter 4 is effective at reducing the
highest level and aggregate photonic crosstalk, as well as the combined power penalty.
The combined power penalty reduction compared to the looping algorithm can lead to
laser power savings for the largest network size, ranging from ∼ 71% in the average
case to ∼ 45% in the worst case. The most impactful strategy proposed in Chapter 5
exhibits slightly improved performance in the average case, while other routing strate-
gies exhibit lower comparative savings.

Comparing the findings of Sections 3.7.2 and 3.7.3 indicates that there is scope
for improvement by assigning different sets of wavelengths to different flows which
use the network concurrently. The results in Section 3.7.2 depict the highest crosstalk
power level encountered by the flows in the average and worst case, while those in 3.7.3
depict the difference in aggregate crosstalk leakages in the average and worst case.
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This aggregate crosstalk considers that all flows use the same group of wavelengths and
therefore the leakages aggregate as intra-channel crosstalk. However, as it is known
that inter-channel crosstalk is much less impactful to the power penalty, a wavelength
group arbitration scheme may be considered; in this scheme, the available wavelengths
would be separated into groups, or λ-groups, with each flow being assigned a λ-group
based on a pre-defined arbitration scheme. This way, intra-channel crosstalk would be
reduced, therefore reducing the impact of the crosstalk power penalty and potentially
enable the use of larger network sizes. Of course, reducing the number of λs per
flow would reduce the performance of the network; however if the crosstalk power
penalty is reduced enough by this scheme, the data-rate per λ could be increased to
mitigate the performance loss. A lower channel spacing that what has been considered
in this work could also be assumed, thereby increasing the total number of available λs.
However, this endeavour would require re-working the simulator to include insertion
loss and crosstalk profiles for wavelength regions, as well as gathering this data from
real devices. It is therefore considered to be future work in the context of this thesis.



Chapter 4

Paper 1: Scalability Analysis of optical
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ABSTRACT
Silicon Photonic interconnects are a promising technology for scal-
ing computing systems into the exa-scale domain. However, signif-
icant challenges exist in terms of optical losses and complexity. In
this work, we examine the applicability of thermally/electrically
tuned Beneš network based on Mach-Zehnder Interferometers for
on-chip interconnects as regards its scalability and how optical loss
and laser power scale with the number of endpoints. In addition, we
propose three hardware-inspired routing strategies that leverage
the inherent asymmetry present in the switching components. We
evaluate a range of NoC sizes, from 16 up to 1024 endpoints, using
4 realistic workloads and found very promising results. Our routing
strategies offer an optical loss reduction of up to 32% as well as a
laser power reduction by 33% for 32 endpoints.
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1 INTRODUCTION
As high-performance computing (HPC) advances into the exa-scale
domain, numerous system scalability challenges present themselves.
HPC commonly supports massively parallel workloads, which re-
quire a substantial level of communication between compute ele-
ments. It is widely acknowledged that interconnection networks
constitute a scalability bottleneck for future HPC systems [19].
Furthermore, recent evidence suggests that conventional electrical
interconnects will not be able to keep up with system scalability
trends in terms of performance, while satisfying the ever-more
stringent power and area constraints [23].

Optical interconnects based on Silicon Photonics (SiPh) have
emerged as a promising technology to augment, if not substitute, tra-
ditional interconnects at the NoC and inter-chip level. The technol-
ogy’s CMOS compatibility, its capacity for high-bandwidth through
dense-wavelength-divisionmultiplexing (DWDM) aswell as distance-
independent energy consumption show substantial promise [15].
However, state-of-the-art devices suffer from limitations that can
lead to increased optical losses, complexity and package cost [4].

In this paper, we investigate the scalability potential of an optical
Beneš Network formed with thermally/electrically tuned Mach-
Zender Interferometers [8]. Our aims are:

• To evaluate the performance of a network based on this
technology under realistic workloads.

• To propose three hardware-inspired routing strategies which
leverage the network’s underlying asymmetrical behaviours.

• To demonstrate the benefits of the strategies at different
system scales and ascertain the network’s applicability to
the on-chip domain.

• To evaluate the optical losses of the system at scale and
identify the chief contributors.

• To assess the laser power required for driving the network.
In addition, we aim to identify the best use cases for this network;

that is, whether it is beneficial as the main switching fabric on a
chip serving many endpoints, or if it is more realistic, in terms of
losses and energy consumption, to constrain the size for on-chip
territory and consider a nested topology paradigm for inter-chip
fabric. The way that optical loss scales due to the chief contributors
in conjunction with laser power yields valuable insight for the
applicability of this network.
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Figure 1: Left: Topology diagram of the 16x16 Beneš network. The blue flow traverses from I4 to O5 and the yellow from I7 to
O6, green shows MZIs in “cross” state and red in “bar” state. Right: An MZI with port numbers.

2 BACKGROUND
In this work, our interest is to examine the scalability of Beneš
networks [5] for their use with electro-optic Mach-Zender Interfer-
ometers (MZIs) [11]. Our analysis is based on [8], where a 16 × 16
Beneš network is constructed out of seven stages of 2 × 2 MZIs.
The authors contribute an experimental demonstrator and extract a
full characterisation of the underlying components. They describe
the design and fabrication process, as well as the optimisations
undertaken to reduce the optical loss exhibited by the components
(e.g. optimised tapers for waveguide crossings, optimised MZI de-
sign etc.). In addition, the thermal and electrical tuning power is
reported for each MZI which we used as a basis for our analysis.
Fig. 1 depicts a 16× 16 Beneš topology; the rectangular components
represent 2 × 2MZI switches. Note that we consider binary MZIs
which are either at a“cross” or a “bar” state. Not to be confused
with tri-state MZIs [9], with a third, “blocking” state where the
phase tuning forces the MZI to be completely blocked. Tri-state
MZIs could afford interesting possibilities; idle elements within a
𝑁 × 𝑁 fabric can be tuned to the “blocking” state to dramatically
reduce crosstalk, one of the main limitations to scalability.

The Beneš network is a Clos-network variant constructed from
2 × 2 switches. It requires the minimum number of 2 × 2 switches
to connect 2𝑖 ports in a rearrangeably non-blocking fashion [5].
As such, this paradigm lends itself well to the case of using MZIs
as base switching components. Additionally, due to the inherently
buffer-less nature of optical communications, packet-switching in
optical networks requires electro-optic conversions, which generate
huge energy and latency overheads which are undesirable in terms
of scalability [24]. However, these can be ameliorated by using
circuit switching techniques [2]. The Beneš network’s properties
can therefore be taken advantage of in terms of path diversity, as
we explore in this work.

2.1 SiPh Interconnects and Technology
SiPh is acknowledged by the interconnects community as a key
enabler for scaling interconnect systems [14, 18]. With recent ad-
vances on photonic integrated circuits (PICs) using CMOS-compatible
processes, interest has been generated for Optical Networks-on-
Chip (ONoCs). A comprehensive study of these can be found here [24]
with Corona [21], Amon [23]and Venus [17] being notable examples.
SiPh-enabled architectures at the system level have also been pro-
posed (e.g. [7] [10] [22]). SiPh-enabled systems have also emerged
for use in data-centre networks (e.g. [12] or [3]).

The underlying components that make SiPh interconnects possi-
ble (e.g. waveguides, microring resonators, MZIs, multimode inter-
ferometers, transceivers, lasers etc.) are the subject of wide research
with novel components being proposed very frequently [20].

For instance, in this work we consider a waveguide (hereafter
WG) propagation optical loss penalty of 1.18 dB/cm. Thraskias et al.
on the other hand mention WG-incurred optical losses of as low as
0.2 dB/cm [20]. We note that propagation loss due to WGs is highly
dependent on device technology; nevertheless, the aforementioned
survey illustrates the rate of progress on the technology front. One
other key set of components necessary for interconnects is switches;
a comprehensive review of the state of the art of SiPh switches can
be found in [4], and on MEMS switches for more general optical
communications here [25]. As with the model we investigate in this
work, the SiPh switches examined in [4] are commonly based on
the Beneš topology as well as MZIs with thermal/electrical tuning.

3 SIPH BENEŠ NETWORK AT SCALE
3.1 Scalability Challenges and Experiment

Motivation
As discussed, the MZIs we consider in this paper are thermally
tuned to reach a “cross” state and electrically tuned to reach a “bar”
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state from that “cross” state. As such, more power is required for
an MZI to hold the “bar” state. Furthermore, an MZI in the “bar”
state exhibits substantially more Insertion Loss (hereafter, ILoss)
than an MZI in a “cross” state. Thus, using MZIs in the “bar” state
generates significant undesirable overheads. In addition, note that
an ILoss penalty is incurred for each WG crossing and that each
connection between MZIs entails a different number of crossings.
Aggregating the ILoss penalty encountered by a flow can lead to
excessive demands on the lasers as the system scales up.

In fact, depending on the photodetector specification, ILoss is a
defining factor for the power of the laser beam which carries the
flow [16]. Excessive ILoss means a more powerful laser is required,
which affects the applicability context of the technology in terms of
chip power budget. As such, it is important to reduce these metrics
to achieve scale both for on-chip and inter-chip domains.

These effects, combined with the need to evaluate the system
under realistic workloads, outline our experimental motivation.
We aim to understand the scalability implications relating to ILoss
and energy consumption, as well as to evaluate a set of hardware-
inspired routing strategies which we outline below.

3.2 Routing in a SiPh Beneš network
In order to facilitate route allocation and choice, each modelled MZI
must be electrically/thermally tuned to the required state. At each
flow injection, the control process calculates the possible routes the
flow may take through the network. For 𝑁 endpoints, each flow
can use a maximum of 𝑁 /2 different paths. The route calculation
generates potential paths by varying the interconnected MZIs to be
traversed per stage in the left half of the potential path to produce
path diversity. The right half of the path is kept stable, ensuring
correct destination addressing.

Once all options have been calculated, the best path is selected
based on the hardware-inspired routing strategies outlined in the
next subsection. After selection, the control process iterates through
the potential flow paths and, for each encountered MZI, assesses
its ability to preserve or switch to the required state. Note that for
an MZI in a “bar” state where a previous flow has reserved ports
0 and 2 for example, ports 1 and 3 may be used by another flow.
The corresponding scenario applies for the “cross” state as well. If
the path assessment completes successfully, the path is reserved by
tuning the corresponding MZIs if needed. Otherwise, the process
continues for the remainder of the potential paths.

Path selection and flow scheduling in this network is a non-
trivial problem. MZI states substantially affect the network’s ability
to fully take advantage of path diversity and allocate the best path.
To illustrate this, consider the scenario depicted in Fig. 1, where
a flow is scheduled from I7 to O6, shown in yellow. However, the
network is already serving a flow from I4 to O5, shown in blue.
The control process has already assigned MZI states to serve the
blue flow; in this scenario, the two senders can share the second
MZI they encounter (which has a state assigned), constraining the
available paths the controller can assign for the yellow flow.

There are two main approaches for designing controllers for
this network. The first option is to design a centralised controller,
which controls MZI states and receives path requests from the
endpoints. This controller has full knowledge of the network state

and can therefore allocate paths to flows based on state-aware
decisions; we examine some of these in the next section. The second
option is distributed control; every MZI is controlled by a separate
controller, which is connected to its neighbouring MZIs through
an underlying control network. This option enables cascaded path
selection, whereby senders request a path from their neighbouring
MZI, the request gets forwarded to the MZI’s neighbour and so on.
In this case, an MZI which cannot change state and serve a flow
would send a failure message to the previous stage in the network.

However, various challenges arise with controller design. Con-
troller complexity, flow scheduling and latency are aspects which
affect both the centralised and distributed design types. For the
distributed design especially, how the back-propagation of failure
and success messages affect latency is a substantial question, as is
whether the design’s greedy nature would be able to reach near-
optimal paths. As such, controller design is a research question in
itself, which is out of scope for this work.

3.3 Hardware-inspired Routing Strategies
Yuen and Chen [26] present an interesting approach to reducing
ILoss and power consumption for switches based on micro-ring
resonators (MRRs). They propose a heuristic for leveraging asym-
metric behaviours in the underlying switching components. They
demonstrate improvements with respect to the baseline case, with
more than 30% reduction in ILoss and power savings which increase
with the degree of asymmetry. Inspired by this methodology, we
propose the following three hardware-inspired routing strategies
for networks based on e/o tuned MZIs:

• min_crossings prioritises the paths with the least amount
of WG crossings to reduce ILoss.

• min_state_changes prioritises the paths with the fewer
MZI state changes to overlap flows and reduce energy con-
sumption through MZI reuse.

• max_state_cross prioritises the path with the most MZIs
in “cross” state aiming to reduce both ILoss and energy con-
sumption.

4 EXPERIMENTAL SETUP
The primary focus of our experimental work is to evaluate the
proposed routing strategies as well as the scalability of the Beneš
network and its applicability to the on-chip domain. Tomake amore
realistic evaluation, we consider various realistic traffic models.

4.1 Simulator and Model
Weuse phINRFlow (photonic InterconnectionNetwork for Research
Flow-level Simulation Framework), an in-house flow-level simula-
tor for photonic interconnects. It affords a light footprint, is highly
scalable and includes the main aspects necessary for photonic in-
terconnects. It also includes various workloads which emulate the
behaviour of real applications. These capabilities enable us to evalu-
ate the system under realistic loads, giving us insight to its viability
as a candidate for exa-scale systems. The simulator inherits func-
tionality from INRFlow [13] wherein a detailed description of the
simulator’s methodology and workloads may be found.

The system is modelled within the simulator as a new topology.
All the links are uni-directional with traffic flowing from “left”
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Table 1: Simulation Parameters

(a) Optical Loss and Power Consumption, as reported in [8].

Component InsertionLoss
WG 1.18 dB/cm
Beneš Stage 0.4386 dB
WG Crossing 0.05 dB
“Cross” MZI 0.4 dB
“Bar” MZI 1.4 dB

Tuning Type Power Cons.
Thermal 0-26 mW
Mean, STD 15.725, 6.608

Electrical 3.28-5.88 mW
Mean, STD 5.166, 0.428

(b) DSENT Simulation Parameters.

Parameter Values
Core Rate 2 GHz
#_ per laser 32
Laser efficiency 0.25
Detector Loss 1.0 dB
Extinction Ratio 1.0 dB

(c) Number of flows per workload.

Workload # Flows
Randomapp 10000
Bisection 𝑁
Mesh ≤ 4𝑁
Hotregion 10000

to “right”. For the purposes of this analysis, we assume that each
endpoint is supplied with a laser source and can communicate
with all other nodes independently. Lu et al. [8] report the power
consumption of both thermal and electric tuners located within the
MZIs. In our experimental process, we use the reported tuner power
consumption metrics by fitting them to a normal distribution, from
which we then assign values to each MZI for the larger network
sizes. In order to evaluate laser power and energy consumption
we use DSENT [16]. We explore the impact of varying the data
rate per wavelength (denoted as _), as well as that of the routing
strategies. We then use the best data rate per _ in our switching
energy consumption evaluation.

Lastly, we consider a centralised control process which allocates
paths to flows in a first-come-first-served fashion by controlling
the MZIs. Based on the network state at each request, the controller
uses the enabled the routing strategy to recommend a path.

4.2 Workloads & Metrics of Interest
We use the following workloads supported by phINRFlow. Note that
they include causality among the messages, so most applications
go through phases of high and low network pressure:

• Randomapp Selects the source and destination uniformly
at random.

• Bisection Nodes are split into pairs at random and nodes in
a pair communicate with each other.

• Mesh A 2D stencil commonly exhibited by scientific codes.
• Hotregion Generates a non-uniform load, with 25% of the
traffic being directed to the upper 12.5% of the network. The
rest is allocated a destination randomly.

Under each workload, every endpoint injects a number of flows
into the network per configuration, depending on network size and

workload properties. For clarity, Table 1c summarises the configu-
ration setup parametrised to the number of endpoints (𝑁 ) where
required. For a more detailed description of the workloads, see [13].

Lu et al. [8] also report the ILoss per component for the proposed
wavelength region. Based on this, the ILoss per component and
power consumption we consider for our model are found in Table
1a. Our study assesses the following metrics using both simulators:

• Average ILoss ILoss is measured on a per-flow basis and is
defined by the state of each MZI traversed, the number of
crossings and the length of the path taken by the flow. Note
that for ILoss induced by WG length, we assume 0.4386 dB
per Beneš stage as described in [8].

• Max ILoss: The worst-case ILoss experienced by a flow.
• Power per Laser: We measure the power-per-laser require-
ments for different network sizes.

5 RESULTS AND DISCUSSION
5.1 Insertion Loss
As mentioned, ILoss exacerbates the power consumption problem
of optical interconnects. The three main ILoss contributors in our
model are WG crossings, WG length and MZI-incurred loss for
each state. Fig. 2 shows the average and max. ILoss per strategy
under each workload. For completeness, we include the absolute
max. ILoss, calculated from the original device parameters (see
Table 1a) in the worst-case configuration, i.e. max. WG length, max.
number of crossings and max. number of MZIs in the “bar” state for
each size. We include the average ILoss to illustrate the variability
among different paths and to motivate for organisations with more
balanced ILoss. To help understanding how the factors contribute
to the overall ILoss, Fig. 3 presents a broken-down view.
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Figure 2: Insertion Loss (dB)
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Figure 3: Maximum Insertion Loss Breakdown (dB). Darker: WG ILoss. Mid: Crossings ILoss. Lighter: MZI ILoss.

Firstly, average and maximum ILoss scale proportionately to net-
work size in all cases. However, the exhibited max. ILoss is always
less than the absolute max. Therefore, the original’s report of 14
dB worst-case ILoss was conservative, based on these results. This
demonstrates the benefits of routing-based solutions for underlying
hardware constraints. Interestingly, as the network size scales up,
all the routing strategies exhibit an increasing reduction in max.
ILoss. The largest reduction is exhibited under the bisection work-
load, and the least under hotregion. In both cases, max_state_cross
exhibits the most reduction.

The min_crossings strategy has little impact on ILoss for most
workloads, up to 128 endpoints. In most cases, the strategy’s be-
haviour is almost identical to the others for both average and maxi-
mum ILoss. The largest benefit is exhibited under the mesh2 work-
load with respect to min_state_changes, but again is very small.
Nevertheless, it never outperforms the max_state_cross strategy up
until that size.

For sizes ranging from 256 to 1024 endpoints, the max. ILoss
incurred by crossings increases substantially. This is because the
number of crossings per path scales proportionately to the number
of endpoints rather than the number of stages, as is the case with
MZI and WG-incurred ILoss. For more than 128 pairs, crossings-
incurred ILoss dominates over the other factors; indicatively, for
mesh2 under min_state_changes, max. ILoss from crossings is ap-
proximately 46%, 61% and 74% of the total for 256, 512 and 1024
endpoints respectively. Clearly, crossings-incurred ILoss is the pri-
mary scalability concern for optical Beneš networks. This may be
ameliorated through chip floor-planing optimisation by minimising
the number of crossings; this is a direction we plan to investigate
in the future.

The min_state_changes strategy yields very little benefit overall.
The only instances where it outperforms any other strategy are
for 16 endpoints, and then only by 1-2 dB. The only advantage
is for larger sizes, where it reduces crossings-induced ILoss with
respect to max_state_cross; however, it never manages to reduce
MZI-incurred max. ILoss as much as the latter. One exception is
under bisection for a network with 512 endpoints; however the
reduction is approx. 1 dB.

Max_state_cross is the best strategy overall in decreasing average
ILoss per flow for sizes up to 256 endpoints. The most reduction
is encountered under the bisection workload (32%, 64 endpoints).
This permutation workload keeps the network near saturation
and exploits path diversity, thereby allowing the routing strategy
to have a pronounced impact as discussed previously. From that

size onward, max. ILoss due to crossings reduces this strategy’s
impact. Nevertheless, this strategy reduces total ILoss substantially
enough to outperform its contenders in most cases, with large
sizes in bisection being the only exceptions. As per the insights
above, min_crossings and max_state_cross are the two most useful
strategies to adopt for routing. Combining these two strategies is
an interesting future work possibility.

5.2 Laser Power
Here, we discuss the laser power required for various sizes of the
network, as well as the impact of the data rate per _. We conduct a
parameter sweep usingDSENT [16] and themax. ILoss derived from
our phINRFlow experiments under randomapp. The DSENT con-
figuration parameters we use are shown in Table 1b. We chose 32_
as this would allow for more degrees of freedom for DWDM while
sticking to the 100 GHz channel spacing (ITU-T G.694.1 standard).
We derive laser energy consumption from laser power (DSENT),
execution time (phINRFlow) and payload for various data rates. We
conduct a similar parameter sweep in phINRFlow for the corre-
sponding switching energy per data rate, shown in Fig. 4.

Firstly, switching energy scales more gracefully than laser en-
ergy, which can be up to 3 orders of magnitude larger for a 256-
endpoint NoC. A larger data rate per _ increases the laser energy
consumption for each network size (Fig. 4 left) but reduces that
from switching (Fig. 4 right). However, increasing the rate from 4 to
8Gbps/_ does not increase laser energy consumption substantially
( <1%), whereas increasing from 8 to 16 Gbps/_ increases consump-
tion by approx. 33%. Consequently, the least energy consumption
from lasers and switching is afforded at 8Gbps/_, which for 32_
adds up to a total of 256Gbps per endpoint.

Based on this data rate, we show the impact of our routing
strategies on required power per laser for different network sizes
(Fig. 5). These results conclusively show that laser power, affected
by max. ILoss, is the main scaling inhibitor. Indicatively, with
max_state_cross, a network of 256 endpoints requires 206 W per
laser. Reducing this without changing technology parameters would
entail sacrificing throughput, by reducing the number of _. How-
ever, with max_state_cross, a 32-endpoint NoC requires 13.4 W for
lasers. Considering that the NoC may take up to 24% of a SoC’s
power budget [1], a typical 100W budget as exhibited by regu-
lar server-grade processors could very well accommodate for this.
Larger many-cores such as Intel Xeon Phi have a much higher
power budget (around 300W), which would allow for 75W to be
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Figure 4: Energy consumption from lasers and switching.
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dedicated to the interconnect. Another advantage is that this tech-
nology offers a rearrangeably non-blocking network as opposed to
a 2D electrical mesh, which is prone to contention.

Based on the above a 32-endpoint optical MZI-based network
can be considered for the on-chip domain. Using more efficient
lasers could reduce the power requirements of the larger network
sizes into this domain as well. The use of on-chip lasers and adap-
tive laser control techniques [6] can also provide substantial laser
power reductions. Lastly, considering the large bandwith per link
(256Gbps), core aggregation at the endpoints can also be viable.

Fig. 5 also shows the routing strategies’ impact with respect to
laser power; all strategies exhibit substantial savings at every size
with respect to the baseline, which is exhibited by the max. ILoss cal-
culated from the original device. Min_crossings, min_state_changes
and random_path exhibit similar savings, ranging from 23% for 16
endpoints to 50% for 256 endpoints.Max_state_cross performs even
better, with savings ranging from 33% to 85% across the network
sizes.

6 CONCLUSIONS & FUTUREWORK
In this work, we have evaluated the limitations of scaling out a
thermally/electrically tuned MZI-based optical Beneš network. We
have presented three hardware-inspired routing strategies which
aim to leverage the asymmetric behaviours of internal switching
elements. We show that these strategies always reduce the max.
ILoss. Furthermore, we show that maximising the number of MZIs
in “cross” state can reduce max. ILoss by 32% in the best case (Bi-
section, 64 endpoints). Through our laser power analysis, we show
that a network of 32 endpoints is suitable for the on-chip domain,
and show substantial laser power reduction with the best routing
strategy, ranging from 33% to 85% depending on the number of end-
points. In the future, we plan to investigate combining the routing
strategies to further reduce max. ILoss and energy consumption, as
well as to explore nested network topologies using variable sizes of
this model.
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Abstract

Silicon Photonic interconnects are a promising technology for scaling computing systems into the exa-scale domain.
However, there exist significant challenges in terms of optical losses and complexity. In this work, we evaluate the
applicability of thermally/electrically tuned Beneš network based on Mach-Zehnder Interferometers for on-chip and
inter-chip interconnects as regards its scalability. We examine how insertion loss, laser power and switching energy
consumption scale with the number of endpoints. In addition, we propose a set of hardware-inspired routing strategies
that leverage the inherent asymmetry present in the switching components. We evaluate a range of network sizes, from
16 up to 256 endpoints, using 8 realistic and synthetic workloads and found very promising results. Our routing strategies
offer a reduction in path-dependent insertion loss of up to 35% in the best case, as well as a laser power reduction of
31% for 32 endpoints. In addition, bit-switching energy is reduced by between 8% and 15% using the most efficient
routing strategy, depending on the communication workload. We also show that workload execution time can be reduced
with the best strategies by 5-25% in some workloads, while the worst-case increases are at most 3%. Using our routing
strategies, we show that under the examined technology parameters, a 32-endpoint interconnect can be considered for
the NoC domain in terms of insertion loss and laser power, even when using conservative parameters for the modulator.

1. Introduction

As high-performance computing (HPC) advances into
the exa-scale domain, numerous challenges present them-
selves in terms of system scalability. HPC commonly sup-
ports massively parallel workloads, which in turn require
very strict communication constraints between compute
elements. It is widely acknowledged that interconnection
networks constitute a scalability bottleneck for future HPC
systems [1]. Furthermore, recent evidence suggests that
conventional electrical interconnects will not be able to
keep up with system scalability trends in terms of perfor-
mance, while satisfying the ever-more stringent constraints
in power consumption and area [2] [3].

Optical interconnects (OINs) based on Silicon Photon-
ics (SiPh) have emerged as a promising candidate tech-
nology to augment, if not substitute, traditional intercon-
nects at the NoC, interposer, inter-chip and top-of-rack
level. The technology’s compatibility with CMOS pro-
cesses, its capacity for high-bandwidth data transmission
through dense-wavelength-division multiplexing (DWDM)
as well as relatively distance-independent energy consump-
tion make it a promising solution for future systems [4].
However, the current state-of-the-art devices as speci-
fied in [5] suffer from intrinsic limitations that can lead
to increases in optical losses (namely insertion loss and
crosstalk), complexity and package cost.

Email addresses: markos.kynigos@manchester.ac.uk (Markos
Kynigos), joseantonio.pascual@ehu.es (Jose A. Pascual),
javier.navaridas@manchester.ac.uk (Javier Navaridas)

In this paper, we investigate the scalability potential
of an optical network based on a Beneš topology formed
with thermally/electrically tuned Mach-Zehnder Interfer-
ometers [6]. Our aims are:

• To evaluate the network’s performance under realistic
workloads.

• To evaluate the insertion loss of the system at scale,
identify the chief contributors and quantify their im-
pact.

• To assess the network’s energy consumption in terms
of switching and laser power.

• To propose a set of hardware-inspired routing strate-
gies which leverage the network’s underlying asym-
metrical behaviours to reduce insertion loss and en-
ergy consumption.

• To demonstrate the benefits of the strategies at dif-
ferent system scales and ascertain the network’s ap-
plicability to the on-chip domain.

In addition to the above, we aim to identify the use
cases in which this type of network would be applicable;
that is, whether it is beneficial as the main switching fabric
on a chip serving a large number of endpoints, or if it is
more realistic, in terms of losses and energy consumption,
to constrain the size for on-chip territory and consider a
nested topology paradigm for inter-chip fabric. The way
that insertion loss scales due to the chief contributors in
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conjunction with laser power yields valuable insight for the
applicability context of this network.

In our evaluation, we quantify the amount of maximum
insertion loss that is incurred from the networks’ differ-
ent components at different system scales. We also show
that using our enhanced, variability-aware routing strate-
gies can reduce this metric substantially, depending on the
evaluated workload. The best-case reduction is exhibited
under sweep2 (strategy m xb, 64 endpoints, 35.5% sav-
ings). We also show that the most efficient data rate as
regards to energy per bit is 8Gbps per wavelength and that
increasing it prohibitively increases energy consumption.
Furthermore, we demonstrate that our routing strategies
can also decrease energy consumption from switching when
compared to random path selection, by between 3-18%.
Additionally, we show that with the best strategy exe-
cution time can be reduced by 5-25% in some workloads
(e.g. bisection & nbodies) while remaining virtually unaf-
fected in others (torus2, randomapp, hotregion) and that
the worst-case increase is never over 3% relative to the
baseline. Lastly, we show that by using the most impact-
ful routing strategy, a 32-endpoint system in this technol-
ogy may be suitable for the NoC domain in terms of laser
power budget, as laser power can be decreased by 31% for
32 endpoints under random traffic.

2. Background

SiPh has been acknowledged by the interconnects com-
munity as a key enabler for scaling interconnect sys-
tems [7, 8]. Here, we discuss the most prominent advances
in the domain starting from the device substrate. We then
continue by outlining examples of SiPh interconnects at
the NoC, inter-chip and datacenter level. Afterwards, we
discuss other scalability analyses of OINs and how they
relate to this work. The section concludes by introduc-
ing the optical network we focus on in this work, where
we also discuss the use of Mach-Zehnder Interferometers
(MZIs) as a building block for multi-stage networks.

2.1. SiPh Technology

The underlying components that make SiPh intercon-
nects possible (e.g. waveguides, microring resonators,
MZIs, multi-mode interferometers, transceivers, lasers
etc.) are the subject of wide research with novel com-
ponents being proposed very frequently [9]. This section
discusses advances in devices which affect the metrics we
examine in this work. It is to be noted that although mod-
ulator and detector arrays are indispensable to OINs, their
study is out of scope for this work. For our experimental
analysis we assume the modulator/detector components
detailed in [10].

Lasers are the most commonly considered light source
for OINs, although research is being conducted on the
use of other light sources, e.g. LEDs. For exam-
ple, Bie et al. report on a promising MoTe2 based

LED/photodetector devices [11], which could allow for di-
rect on-chip waveguide-division multiplexing. They also
claim that the technology can be used to fabricate nar-
rowband lasers with very high coupling efficiencies.

Current laser research generally falls within two cate-
gories; either the use of on-chip, or off-chip lasers. Off-chip
lasers are generally more efficient in terms of wall-plug ef-
ficiency, but must be powered on for the full operation
of communication irrespective of the sending endpoint.
For an in-depth discussion on laser source efficiency for
ONoCs, we refer the reader to [12]. Prominent examples
of off-chip lasers can be found here [13]. On-chip lasers are
in principle very desirable for on-chip optical communica-
tion, as they could be powered on-demand and used for
direct modulation onto the optical carrier. However, due
to silicon’s indirect band gap, the material doesn’t lend
itself well to lasing. As such, the complementary use of
more exotic materials is required [14] [15] [16], which in
turn creates a range of problems, most importantly with
regards to laser efficiency and wafer yield [17] [18]. We note
that on-chip lasers are a very active research topic; promi-
nent novel example technologies which show promise are
VCSEL lasers and Transistor Lasers; discussions on these
can be found in [9] and [19] respectively. Nevertheless,
most proposed systems to date, including the interconnect
we examine here, consider off-chip laser sources. We later
discuss how laser power is affected by the size of the net-
work and identify it as the primary scalability constraint.

Waveguides are the optical equivalent of the electrical
wire and enable the most prominent paradigm shift in in-
terconnects, namely the ability to send multiple informa-
tion streams in parallel over the same physical link in an
energy efficient and relatively distance-independent fash-
ion. Waveguide technology for OINs is widely studied
and a wide variety of demonstrations have been put forth
recently. For instance, in this work we consider a con-
servative waveguide propagation insertion loss penalty of
1.18 dB/cm; Thraskias et al. on the other hand men-
tion waveguide-incurred insertion loss of as low as 0.2
dB/cm [9]. We note that propagation loss due to waveg-
uides is highly dependent on device technology; never-
theless, the aforementioned survey illustrates the rate of
progress on the technology front. As we show in our ex-
perimental work, other factors that contribute to the inser-
tion loss penalty (i.e. number of waveguide crossings, MZI
states) have a much greater impact on scalability than the
propagation loss due to waveguide length.

Switches are another fundamental building block of
OINs, with various types being explored throughout the
literature. A comprehensive review of SiPh switches can
be found in [5], and on MEMS switches for more general
optical communications here [20].

Most commonly, optical switching elements are based
on microring resonators (MRR), whereby organisations of
MRRs are coupled to waveguides to form N×N switching
elements. Most MRR implementations are wavelength se-
lective [21], although multi-wavelength MRRs have been
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reported (e.g. [22] [23]). Due to this aspect, they are
usually used for wavelength-routed OINs, with cascaded
arrays of MRRs being used for multi-wavelength switch-
ing. However, this approach entails a number of draw-
backs, such as increased area and MRR tuning-induced
power consumption, both of which are problematic with
respect to scalability in constrained interconnects such
as ONoCs [12]. Additionally, MRR-based switching el-
ements have limited bandwidth, since only a small sub-
set of wavelengths is used between each pair of endpoints.
Other drawbacks that constrain scalability include increas-
ing wiring complexity in the device electrical control cir-
cuitry as well as increased packaging costs.

More recently, Mach-Zehnder Interferometers (MZIs)
have been considered for optical switching. MZI switches
trade off wavelength selectivity for reduced tuning power
and wiring complexity compared to MRR switches [24] by
switching all incoming wavelengths simultaneously. Stand-
alone MZIs can be used as 2×2 switching elements which
are then organised in a multi-stage fabric such as the one
we examine here. MZI switches normally have two states;
“cross” and “bar”. More novel MZI designs include a
third, blocking state, which is aimed at reducing opti-
cal crosstalk between the stages [25]. Another approach
that has been put forth is to use nested MZI organisa-
tions which can compose higher-radix base switching ele-
ments [26].

MZIs are commonly switched by means of either ther-
mal or electrical tuning. Thermo-optical (TO) tuning has
a relatively slow response (µs scale [27]) and is generally
superseded by electro-optical (EO) tuning which is much
faster; for example, [28] report an EO switching time in the
order of a few ns. However, due to effects such as free car-
rier absorption, EO tuning entails a reduced tuning range
compared to TO [29]. As the on-chip domain requires ns
switching time which TO tuning cannot accommodate, we
adopt a combination of EO and TO tuning as proposed
in the model we base our analysis on [6]. In this model,
TO tuning is used to compensate for fabrication defects
and reach MZIs to the “cross” state, while EO tuning is
applied to switch the state to “bar”.

2.2. SiPh Interconnects

Many proposals for Interconnects enabled by SiPh have
emerged in the past decade, targeting application do-
mains from the NoC level to the intra-datacenter level.
We will discuss some the most prominent examples of
these here. The discussed proposals are summarised in
Table 1, which depicts the deployment scenario, number
of photonic endpoints of deployed prototypes or propos-
als, switching-interconnect technology, interconnect type,
photonic topology and routing scheme in each work. We
note that rather than perform an exhaustive survey of the
state of the art, we include a selection of works that illus-
trates the large variability of technology and deployment
scenarios proposed, thereby underpinning the need for the
design-space exploration for the MZI-based technology we

examine here. For exhaustive surveys, we refer the reader
to those quoted in the discussion below.

With recent advances allowing photonic integrated cir-
cuits (PICs) using CMOS-compatible processes, a lot
of interest has been generated for Optical Networks-on-
Chip (ONoCs). A comprehensive study of these can be
found here [12]. Notable ONoC examples are ATAC [33],
Corona [32], METEOR [30], QuT [31], Amon [2] and more
recently Venus [34]. These proposals commonly employ
MRR-based interconnects using routing techniques such
as DWDM and wavelength routing.

With the advent of interposer technology, various exam-
ples with optical interconnects targeting the chiplet level
have been put forth [49] [36] [37]. In [37] specifically, a
2.5D design with processor disintegration, HBM memories
and an AWGR-based ONoC fabric is investigated. Re-
source disintegration enabled by SiPh interconnects at the
PCB level is another interesting approach [50], whereby
spatially far resources are brought logically close enough
to form a virtual chip, e.g. in Oracle Macrochip [39] or
Galaxy [40].

The community has also proposed many SiPh-enabled
architectures at the system level such as Data Vortex [43],
Osmosis [51], Flexfly [45] or the Hipoλaos-enabled system
described in [41]. As with the model we examine here,
Flexfly employs 2x2 MZIs composed in a Beneš multistage
fabric. SiPh-enabled systems have also emerged for use in
data-centre networks [47][48][42].

2.3. Beneš-based SiPh Interconnects

In this work, our interest is to examine the scalability
of Beneš networks [52] for their use with EO/TO Mach-
Zender Interferometers (MZIs) [53] and to identify feasible
deployment use cases. Our analysis is based on [6], where a
16×16 Beneš network is constructed out of seven stages of
2 × 2 MZIs. They contribute an experimental demonstra-
tor and extract a full characterisation of the underlying
components. They describe the underlying process used
to design and fabricate the basic components, as well as
several optimisation processes undertaken to reduce the in-
sertion loss exhibited by the components (e.g. optimised
tapers for waveguide crossings, optimised MZI design etc.).
They report the insertion loss of the waveguide crossings
and MZIs in each state, which we adopt for our analysis.
In addition, the thermal and electrical tuning power is re-
ported for each individual MZI which we used as a basis
for our analysis.

A diagram of the 16 × 16 Beneš topology can be seen
in Fig. 1; the rectangular components represent 2× 2 MZI
switches. Note that we consider binary MZIs where an
MZI is either at a“cross” or a “bar” state, rather than
the tri-state MZIs discussed previously [25]. Composing
an optical network using tri-state MZIs could afford inter-
esting possibilities for future designs; idle elements within
a N × N fabric can be tuned to the “blocking” state to
dramatically reduce optical crosstalk.
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Table 1: State-of-the-art photonic network proposals.

Name Deployment # Photonic Endpoints Opt. Tech. Type Phot. Topology Phot. Routing

[2] Amon On-chip ≤64 MRRs All-Optical mesh-like λ routing
[30] METEOR On-chip 4 MRRs All-Optical ring Selective XY routing
[31] QuT On-chip ≤ 128 MRRs All-Optical ring-like λ routing
[32] Corona On-chip ≤64 Phot. Crossbar All-Optical Crossbar + ring token-based
[33] ATAC On-chip ≤64 WDM bus Hybrid ring WDM Broadcast
[34] Venus On-chip ≤256 MRRs & SWMR crossbar Hybrid hierachical hierarchical
[35] Lego On-chip 64 WDM busses Hybrid generalised hypercube XY-over elec.
[36] N/A Interposer ≤32 AWGRs All-Optical all-to-all λ routing
[37] N/A Interposer 16 AWGRs All-Optical all-to-all λ routing
[38] Baldur Interposer-PCB 256 Trasistor Lasers All-Optical multi-butterfly optical packet routing
[39] Macrochip Dissagg. PCB 64 Various Hybrid crossbar static point-to-point
[40] Galaxy Dissagg. PCB N/A Phot. Crossbar Hybrid modified Firefly token-based
[41] Hipoλaos Dissagg. System 16 AWGRs Hybrid all-to-all λ routing
[42] dReDBox Dissagg. System N/A VCSEL Array Hybrid full mesh N/A
[43] Data Vortex System N/A Broad. SOA Hybrid banyan-based deflection-routing
[44] Osmosis Switch 64 SOA All-Optical broadcast-and-select cell-switching
[45] Flexfly DCN System 4 MZI All-Optical Beneš link stealin
[46] DOS DCN Switch 32 AWGR All-Optical all-to-all λ routing
[47] Topanga DCN Switch 12 Opto-ASIC Hybrid generalised hypercube FRP
[48] N/A DCN Switch ≤64 SOA-AWG Hybrid Spanke distributed
This Work TBC 16-256 MZI All-Optical Beneš Routing Strats.

The Beneš network is a Clos network variant constructed
from 2×2 switching elements (SE). It requires the mini-
mum number of SEs to connect 2i ports in a rearrange-
ably non-blocking fashion and enables all routing paths to
traverse the network through an equal number of SEs [52].
As such, this paradigm lends itself well to the case of using
MZIs as base switching components.

The fact that this topology requires the minimum num-
ber of 2×2 SEs amongst other, state-of-the-art topologies
is significant for two reasons. The PILOSS [54] and DLN
[55] topologies incur a switch count which scales quadrat-
ically with the number of endpoints. Considering that
MZIs are relatively large in terms of area, these two topolo-
gies would become prohibitively large as the number of
endpoints is scaled out. The second reason is that these
two topologies require a much larger amount of waveguide
crossings than the Beneš network [29]. As we will discuss
in the evaluation section, waveguide crossings are critical
to scalability in terms of insertion loss and can severely
restrict scaling.

Additionally, photonic buffering is impractical for mean-
ingful amounts of time in the context of switching and
buffering [56]. This means that in proposals that em-
ploy packet switching, which inherently requires buffering,
packets must be converted from the optical to the electri-
cal domain in intermediate switches for storage, and back
to the optical domain for transmission in the next hop
(unless they are dropped, which causes high retransmis-
sion penalties). These conversions generate large energy
and latency overheads which are undesirable in terms of
scalability [12]. However, these overheads can be amelio-
rated by using circuit switching techniques in a buffer-less
network [3], as we explore in this work.

2.4. Related Scalability Analyses

As OINs have undergone significant research in the
interconnect community, various studies have been con-
ducted on their scalability. In [57], a comparative study
is conducted between the Beneš network and a full mesh
under different scales, for their use with cascaded MRR
switches. Bianco et al. also study the scalability of OINs
based on MRRs, whereby they propose a set of 2 × 2
switches to reduce crosstalk and insertion loss [58]. The
latter study also mentions the scalability limitations as re-
gards to area due to the large number of required MRRs.
Neither of these studies, however, evaluates the proposed
interconnects under different traffic scenarios ([57] uses
random traffic and [58] has no mention of this).

In [29], the impact of topology choice on the scalabil-
ity of MZI-based OINs with respect to crosstalk is dis-
cussed. The study concludes that the DLN topology is
most favourable; however, they do not evaluate using dif-
ferent traffic scenarios either. In contrast, this work fo-
cuses on the routing aspects and how, by making informed
pathing choices, insertion loss and therefore required laser
power can be consistently reduced and, indeed, we consider
a wide range of traffic scenarios to show the flexibility of
our approach.

3. SiPh Beneš Switch at Scale

3.1. Scalability Challenges and Experiment Motivation

As discussed, the MZIs we consider in this paper are
thermally tuned to reach a “cross” state and electrically
tuned to reach a “bar” state from that “cross” state. As
such, more power is required for an MZI to hold the “bar”
state. Furthermore, an MZI in the “bar” state exhibits
substantially more Insertion Loss (hereafter, ILoss) than
an MZI in a “cross” state. Thus, using MZIs in the “bar”
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Figure 1: Left: Topology diagram of the 16x16 Beneš network. The blue flow traverses from I4 to O5 and the yellow from I7 to O6, green
shows MZIs in “cross” state and red in “bar” state. Right: An MZI with port numbers.

state generates significant overheads and is therefore con-
sidered unfavourable, albeit necessary in order to produce
the full path diversity of the Beneš network. In addition,
an ILoss penalty is incurred for each waveguide crossing
and each connection between MZIs entails a different num-
ber of crossings. Considering these factors, ILoss is path
dependent in the Beneš network. As we will see in the
next section, allocating a path for one flow constrains the
available paths for other flows; allocating an ILoss-optimal
path for one flow can lead to other flows being allocated
less ILoss-optimal paths.

In fact, depending on the type of photodetector used
in the receiver, ILoss is a defining factor for the power of
the laser beam which carries the flow [10]. Excessive ILoss
means a more powerful laser is required, which affects the
applicability context of the technology in terms of chip
power budget. As such, it is important to consider ways
of reducing these metrics to achieve scale both for on-chip
and inter-chip domains.

Another key constraint to scalability is interconnect
area, irrespective of deployment scenario. This is espe-
cially the case with MZIs which, compared to MRR switch-
ing elements, occupy a substantially larger area. Indica-
tively, Lee and Dupuis report MZIs occupying between
0.04-0.1 mm2 [59]. In Table 2, we report how the number
of MZIs and waveguide crossings scale w.r.t. the number
of endpoints in a Beneš network. The total number of
crossings in a logical Beneš scheme scales according to the
following function,

log2
r
2∑

b=1

r

2b+1
· 2b · (2b − 1) (1)

while as in [59] the number of MZIs scales according to

(r)log2(r) − r/2 (2)

where r is the number of endpoints in the network.
As Lu et al. [6] do not report the area footprint of

individual photonic components in their demonstrator, it
is not possible to provide accurate area estimates for larger
interconnects based on their technology. Furthermore, a
comprehensive analysis on photonic layer area requires a
physical level design analysis which is a research question
of its own and out of scope for this paper.

Table 2: Component scalability and area estimation

# Endpoints # Crossings # MZIs

16× 88 56
32× 416 144
64× 1824 352
128× 7680 832
256× 31616 1920
512× 128512 4352
1024× 518656 9728

When implementing planar Beneš-based interconnects
on a real layout, ILoss may also be affected adversely
due to the increase of waveguide length and the addition
of waveguide crossings mandated by the place-and-route
process. Topology optimization aiming to mitigate place-
and-route induced ILoss is an interesting problem; in [60]
Wang et al. propose a floor-plan optimization process for
delta networks which can dramatically reduce ILoss even
at high radices. However, on the one hand they consider
MRR-based switching elements rather than MZIs and on
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the other, they focus on delta networks and optimization
at the floor-plan level. In contrast, this work focuses on
how to further decrease path-dependent Iloss and switch-
ing energy consumption through routing once the network
has been implemented. Another implementation consider-
ation is the type of laser source considered, as well as the
optical in/out power coupling to the interconnect. How-
ever, as in this work we perform a design space exploration
which focuses on reducing path-dependent Iloss and energy
through routing, which has no effect on these considera-
tions, we consider them to be out of scope for our evalu-
ation, and assume the laser source properties detailed in
[10].

These effects, combined with the need to evaluate the
system under realistic workloads, outline our experimental
motivation. We aim to understand the scalability impli-
cations relating to path-dependent ILoss and energy con-
sumption, as well as to evaluate a set of hardware-inspired
routing strategies that minimise these key metrics, which
we outline below.

3.2. Routing in a SiPh Beneš network

To correctly utilise the model, each element within the
MZI array must be electrically/thermally tuned in order
to facilitate route allocation and choice.

Each time a flow is to be injected from a source end-
point, the control process calculates the possible routes
the flow may take through the network. For N endpoints,
each flow can use a maximum of N/2 different paths. The
convention we use is that flows traverse the switch from
“left” to “right”; flows are always inputted in ports 0 or
1 and outputted at ports 2 or 3. The route calculation
process generates potential paths by varying the intercon-
nected MZIs to be traversed per stage in the left half of the
potential path to produce path diversity. The right half of
the path is kept stable to ensure the destination endpoint
is correctly addressed.

Once all options have been calculated, the best path
is selected based on the hardware-inspired routing strate-
gies outlined in the next subsection. After selection, the
control process iterates through the potential flow paths
and, for each encountered MZI, assesses its ability to pre-
serve or switch to the required state. Note that for an
MZI in a “bar” state where a previous flow has reserved
ports 0 and 2 for example, ports 1 and 3 may be used by
another flow. The corresponding scenario applies for the
“cross” state as well. If the path assessment completes suc-
cessfully, the path is reserved by tuning the corresponding
MZIs if needed. Otherwise, the process continues for the
remainder of the potential paths.

Path selection and flow scheduling in this type of net-
work is a non-trivial problem. MZI states, which compose
the network state, directly affect the network’s ability to
fully take advantage of the topology’s rearrangeably non-
blocking nature and allocate the best path. To illustrate
this point, consider the scenario depicted in Fig. 1, where

a flow is scheduled from I7 to O6, shown in yellow. How-
ever, the network is already serving a flow from I4 to O5,
shown in blue. The control process has already assigned
MZI states to serve the blue flow; in this scenario, the
two sender endpoints can share the MZI in column S2
but, since it already has a state assigned, it constrains
the available paths for the yellow flow.

There are two main approaches for designing controllers
for this network. The first option is to design a centralised
controller, which controls MZI states and receives path re-
quests from the endpoints. This controller has full knowl-
edge of the network state and can therefore allocate paths
to flows based on state-aware decisions; we examine some
of these in the next section.

The second option is to design a distributed control
mechanism; every MZI is controlled by a separate con-
troller, which is connected to its neighbouring MZIs. This
option enables cascaded path selection, whereby senders
request a path from their neighbouring MZI, the request
gets forwarded to the MZI’s neighbour and so on. In this
case, an MZI which cannot change state and serve a flow
would send a failure message to the previous stage in the
network, enabling it to “fail back”. However, various chal-
lenges arise with controller design. Controller complex-
ity, flow scheduling and latency are aspects which affect
both the centralised and distributed design types. For the
distributed design especially, how the back-propagation of
failure and success messages affect latency is a substantial
question, as is whether the design’s greedy nature would
be able to reach near-optimal paths. As such, controller
design is a research question in itself, which is out of scope
for this work.

4. Reducing Insertion Loss & Energy Consump-
tion with Routing

As discussed, max. ILoss varies significantly with re-
spect to the path that is allocated to a communication
flow. These variations depend on both the state of the
MZIs that compose the network and the amount of waveg-
uide crossings that a flow is subjected to. Also, the MZI-
based SEs we examine use both thermal and electrical tun-
ing to reach the cross and bar states respectively. Each
of these tuning mechanisms incurs a different amount of
power consumption with electrical tuning requiring much
less power, making the total power and therefore energy
consumption inherently state dependent. Minimising the
amount of traversed waveguide crossings or the amount of
MZIs in the “bar” state can therefore obtain significant
ILoss savings, thereby reducing required laser power. In
addition, promoting MZI reuse can, in theory, reduce en-
ergy consumption; prioritising this can be an appropriate
strategy for allocating paths to flows.

Yuen and Chen [61] present an interesting approach to
reducing ILoss and power consumption for MRR-based
switches, whereby they propose a heuristic for leveraging
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asymmetric behaviours in the underlying switching com-
ponents. They demonstrate significant improvements with
respect to the baseline case, with more than 30% reduction
in ILoss and power savings. This approach, however, does
not take into account non-uniformity in the paths with re-
spect to the number of waveguide crossings and, indeed, is
limited to be used with MRR-based SEs.
Another approach is outlined by Cheng et al. [62], who pro-
pose a path mapping strategy for 8× MZI-based Beneš fab-
rics by exhaustively evaluating all potential switch fabric
states for a permutation; however this quickly becomes in-
tractable as the switch scales out. In contrast, we propose
and evaluate routing strategies at the path level rather
than the permutation level.

Having these factors in mind and building upon our pre-
vious work [63], we propose the following single-criterion
hardware-inspired routing strategies:

• Minimise Crossings (m x) prioritises the paths
with the least amount of waveguide crossings to re-
duce ILoss.

• Minimise State Changes (m c) prioritises the
paths with the fewer MZI state changes to overlap
flows and reduce energy consumption through MZI
reuse.

• Minimise “Bar” States (m b) prioritises the path
with the least MZIs in “bar” state aiming to reduce
both ILoss and energy consumption.

In addition to these, we also propose the following hy-
brid routing strategies, whose aim is to combine the ben-
efits of the routing choice criteria outlined above. This is
done by consecutively applying them to path selection:

• m xb applies the m x strategy followed by m b.

• m bx applies the m b strategy followed by m x.

• m cb first applies the m c strategy followed by m b.

• m bc first applies the m b strategy followed by m c.

• m xc first applies the m x strategy followed by m c.

• m cx first applies the m c strategy followed by m x.

For completeness we also consider the following baseline
for power and energy evaluation as a representative routing
algorithm.

• Random Path (rnd) selects a path randomly, with-
out taking underlying hardware asymmetries into ac-
count.

To illustrate the operation of the routing strategies, Ta-
ble 3 shows the number of MZIs encountered by flows in
the “cross” and “bar” state, as well as the number of en-
countered crossings, for each of the routing strategies in
a 32× Beneš example, when using a bisection workload.

Table 3: Number of “cross”/“bar” MZIs and waveguide crossings
encountered by flows with each routing strategy in a 32× Beneš,
when exposed to a Bisection workload. Includes metrics exhibited
on average and by the critical path for each strategy. Abs. Max.
denotes the worst-case path in the whole configuration.

32× Beneš Average Critical Path (IlMax )

Strategy “Cross” MZIs “Bar” MZIs WGX “Cross” MZIs “Bar” MZIs WGX

m x 4.1875 4.8125 23.875 1 8 31
m c 4.1875 4.8125 26.375 2 7 34
m b 5.5625 3.4375 25.625 4 5 43
m xb 5.6875 3.3125 24.75 3 6 22
m bx 4.3125 4.6875 23.813 1 8 31
m cb 5.875 3.125 26.125 4 5 41
m bc 5.8125 3.1875 25.875 4 5 39
m xc 4.125 4.875 26.125 1 8 34
m cx 4.1875 4.8125 23.875 1 8 31
rnd 3.9375 5.0625 26.875 1 8 34
Abs. Max - - - 0 9 52

We include metrics for both the average of all the flows
generated by the workload and for the ILoss-critical path
encountered. We also include the path with the worst
ILoss, i.e. the most “bar” states and most crossings, for
comparison.

For instance, the single-criterion m x and hybrid m bx
and m cx variants, show a consistent reduction in encoun-
tered waveguide crossings both on average and in the crit-
ical path case, when compared to both the “Abs. Max”
path and “rnd”. This, however, comes at the expense of
more “bar” states, especially in the case of critical path.
As we will see in our evaluation section, this effect increases
ILoss but, as the size of the network increases, the impact
of waveguide crossings also increases substantially.

On the other hand, m b, m xb and m cb accomplish
their aim to consistently reduce the number of “bar” states
both on average and in the critical path, at the expense
of using paths with more waveguide crossings. Indeed,
the m cb slightly out-performs the other two for this con-
figuration; as we will see, this is not the case for all the
workloads we examine.

In our evaluation section, we will examine whether the
order of application of each criterium has an impact on
the figures of merit that we assess under various work-
loads. For instance, it is expected that the m xb and m bx
hybrids will present a different behaviour to each other
under the different workloads we examine, due to the fact
that choosing the least amount of crossings and choosing
the least MZIs in the “bar” state are independent crite-
ria. Conversely, we expect the m cb and m bc strategies
to present very similar if not identical behaviour to each
other, as both the component criteria leverage the state of
the MZIs. As such, we expect the order of hybridisation to
have little to no impact for the latter two strategies. Nev-
ertheless, it is worth experimentally examining whether
this supposition holds true and we therefore elaborate on
this in the evaluation section.
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5. Experimental Setup

As discussed, the primary focus of our experimental
work is to evaluate the proposed routing strategies as well
as the scalability of the Beneš network and its applica-
bility to the on-chip domain. To make a more realistic
evaluation, we consider various realistic traffic models.

5.1. Simulator and Model

We use phINRFlow (photonic Interconnection Network
for Research Flow-level Simulation Framework), an in-
house developed flow-level simulator dedicated to photonic
interconnects. This simulator affords a light footprint, is
highly scalable and includes the main technological as-
pects necessary for photonic interconnects. Additionally,
the simulator includes a variety of workloads which emu-
late the behaviour of real applications. These capabilities
enable us to evaluate the system under realistic loads, giv-
ing us insight to its viability as a candidate for exa-scale
systems. The simulator inherits functionality from INR-
Flow [64] wherein a detailed description of the simulator’s
methodology, organisation and workloads may be found.

The system is modelled within the simulator as a new
topology. All the links are uni-directional with traffic flow-
ing from “left” to “right”. For the purposes of this analy-
sis, we assume that each endpoint is supplied with a laser
source and can communicate with all other nodes indepen-
dently.

In their description of the experimental demonstrator,
Lu et al. [6] report the power consumption of both thermal
and electric tuners located within the MZIs. In our experi-
mental process, we use the reported tuner power consump-
tion metrics by fitting them to a normal distribution, from
which we then assign values to each MZI for the larger net-
work sizes. We also adopt their usage of 32 wavelengths
for all our experiments, which we explain further in section
6.2.

In order to evaluate laser power and energy consumption
we use DSENT [10]. We explore the impact of varying the
data rate per wavelength (denoted as λ), as well as that
of the routing strategies. We then use the best data rate
per λ in our switching energy consumption evaluation.

Lastly, in terms of MZI state control, we consider a cen-
tralised control process which allocates paths to flows in a
first-come-first-served fashion. Based on the network state
at each path request, the controller makes an informed de-
cision with respect to the routing strategy that is being
used.

5.2. Workloads

We use the following workloads supported by phIN-
RFlow. Note that all these workloads include causal-
ity among the messages, so most applications go through
phases of high and low network pressure:

• Randomapp Selects the source and destination uni-
formly at random.

• Bisection Nodes are split into pairs at random and
nodes in a pair communicate with each other.

• Mesh A 2D stencil pattern commonly exhibited by
scientific codes.

• Hotregion Generates a non-uniform load, with 25%
of the traffic being directed to the upper 12.5% of the
network. The rest is allocated a destination randomly.

• AllReduce An optimised, binary implementation of
the AllReduce collective [65].

• Nbodies Tasks are arranged in a virtual ring in which
each task starts a chain of messages that travel clock-
wise across half of the ring.

• Torus2 A toroidal 2D stencil pattern commonly ex-
hibited by scientific codes.

• Sweep2 Performs a wavefront communication in a
grid of tasks, which is traversed diagonally starting
from the upper left corner.

Under each workload, every endpoint injects a number
of flows into the network per configuration, depending on
the size of the network and the workload properties. For
the sake of clarity, Table 4 summarises the configuration
setup parametrised to the number of endpoints (N) where
required. We assume the system scheduler models the sys-
tem as a flat network and incorporates no locality informa-
tion, so tasks are distributed randomly across the network.
For a more detailed description of the workloads, see [64].

Table 4: Number of flows per workload.

Workload # Flows

Randomapp 10000
Bisection N
Mesh2 ≤ 4N
Hotregion 10000
AllReduce Nlog2N
Nbodies N2/2
Torus2 4N
Sweep2 ≤ 2N

5.3. Metrics of Interest

As previously discussed, the experimental demonstrator
we base this work on gives a thorough report on ILoss for
the proposed wavelength region. Based on this, the ILoss
per component and power consumption we consider for our
experiments are found in Table 5. Our study assesses the
following metrics using both simulators:

• Max ILoss is the worst-case, path-dependent ILoss
exhibited by any flow during the simulation of a work-
load. It is composed by the state of each MZI tra-
versed, the number of crossings and the length of the
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path taken by the flow. Note that for ILoss induced
by waveguide length, we assume 0.4386 dB per Beneš
stage as described in [6].

• Power per Laser We measure the power-per-laser
requirements for different network sizes.

• Energy per Bit As the simulator is aware of elapsed
time for each event, the total Energy per Bit is derived
based on elapsed time and power metrics, for both
lasers and switching.

In previous work [63], we have also shown the average
ILoss encountered by flows in the network. However, in
terms of assessing ILoss to derive laser power, max. ILoss
is the more pertinent figure of merit, as this is the ILoss
that the laser will have to compensate for in the worst case.
Consequently, this will be the figure that will determine
the laser requirements.

Table 5: Insertion Loss and Power Consumption, as reported in [6].

Component Insertion Loss

Waveguide 1.18 dB/cm
Beneš Stage 0.4386 dB
Waveguide Crossing 0.05 dB
“Cross” MZI 0.4 dB
“Bar” MZI 1.4 dB

Tuning Type Power Cons.

Thermal 0-26 mW
Mean, STD 15.725, 6.608

Electrical 3.28-5.88 mW
Mean, STD 5.166, 0.428

5.4. Experimental Methodology

The mesh2, sweep2 and torus2 workloads we use to eval-
uate the model are deterministic or use pre-obtained flow
traces. The rest use randomness to determine sources and
destinations, as described in section 5.2.

Consequently, in order to ensure a robust evaluation for
the workloads with inherent randomness, we run the work-
loads for each size of the network and for each routing
strategy 100 times with varying random seeds. We then
derive the mean and standard deviation for each batch
of 100 runs in order to report our findings. The work-
loads not affected by randomness are run once per size per
strategy with the same, randomly selected random seed
for comparison purposes.

6. Results and Discussion

6.1. Insertion Loss

As has been frequently reported in the literature, ILoss
can exacerbate the power consumption problem of OINs,

as it leads to needing more powerful laser sources. There-
fore, minimising this metric is key to achieving larger scale
systems in the presence of stringent power constraints, as
is the case with NoCs. The three main factors contributing
to ILoss in our model are waveguide crossings, waveguide
length and MZI-incurred loss for each state. The ILoss
results we obtained have been split into three figures for
readability and can be seen in Figs. 2, 3 and 4.

Each of the figures shows the max ILoss presented by
each depicted routing strategy under the 8 workloads we
described previously. The ILoss figures have been broken
down into the contributing factors which compose the to-
tal figure of merit. For each workload, we have included
the absolute maximum ILoss, which is exhibited by the
worst case path that can be encountered. It comprises of
the maximum waveguide length, the maximum number of
crossings and the maximum number of MZIs in the “bar”
state for each size point (see Table 5). Our experiments
show that using the routing strategies always yields sig-
nificant savings over this upper bound. Although the rnd
routing strategy, which we use as a baseline, sometimes
out-performs the other routing strategies in terms of Max.
ILoss, it does so negligibly and is usually out-performed by
at least one other strategy. For the three workloads whose
flows are affected by randomness, we show the mean max.
ILoss with error bars, as explained in section 5.4.

Firstly, it is clear that maximum ILoss scales proportion-
ately to network size, irrespective of the routing strategy.
However, in all cases, the maximum exhibited ILoss is less
than the absolute maximum using any routing strategy.
Therefore, the original report of 14 dB ILoss in the worst
case was conservative, based on these results. This is en-
couraging, as it demonstrates the benefits of routing-based
solutions for underlying hardware constraints. Interest-
ingly, as the network size scales up, all the routing strate-
gies exhibit a decreasing reduction in maximum ILoss; this
is because, as we will see, the way that the number of cross-
ings increases with network scale inhibits the strategies
from impacting on the metric. However, there are some
cases where this trend does not apply as we will discuss.
The largest reductions over the absolute max. are exhib-
ited under sweep2 (m x, 256 endpoints, 33% and m xb,
64 endpoints, 35.5% ) and the least under the randomapp
workload (strategy rnd, 32 endpoints, 7% savings).

6.1.1. Single Criterion Routing Strategies

Here, we analyse the performance of the single criterion
routing strategies, namely m x, m c and m b. We contex-
tualise our numerical findings in the form of percentage
savings of the max. ILoss exhibited by the routing strate-
gies over the absolute max. ILoss. The three strategies are
also compared against the baseline, to ascertain whether
their benefits are enough to justify the additional path se-
lection complexity.

The m x strategy contributes substantially towards min-
imising the max. ILoss for most workloads. The ILoss
savings that this strategy achieves over the abs. max
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range from 7.1-18% for most workloads. However, there
are two outlier cases; one is exhibited under the hotregion
workload. Here, m x achieves ILoss savings ranging from
10% to 23%, with the savings increasing with the network
scale. The same trend is observed with the sweep2 work-
load as well, where ILoss savings range from 14% to 33%.
This interesting effect is ascribed to the organisation of
the source and destination pairs in these workloads. As
discussed in the workloads description, hotregion forces a
large amount of traffic towards a small number of end-
points. As the flows contend for access to these endpoints,
they become blocked leaving the network in a less satu-
rated state. Therefore, the remainder of the flows that
are allocated random destinations can be allocated more
ILoss-favourable paths, thus reducing the worst-case ILoss
experienced by the flows. The behaviour of the sweep2
workload is due to the causality in the workload. Increased
causality leads to less flows being present in the network
at the same time, leading to the strategy being able to
select better paths for the flows. This effect occurs with
the hybrid strategies that include minimising crossings as
a path selection criterion as well. However, aside from
these two outlier workloads, m x performs similarly to the
baseline strategy (within 5% max. ILoss). Nevertheless,
these results show that, under the right routing conditions,
prioritising paths with the least amount of crossings can
incur savings in Max. ILoss.

The m c strategy presents ILoss savings between 9-
16.6% compared to the absolute maximum. However, it
yields very little benefit w.r.t. maximum ILoss per flow
overall when compared with the baseline strategy. In fact,
m c is sometimes outperformed by the baseline with the
most notable example being under mesh2 for 16 endpoints
and sweep2 for 64, where rnd presents approximately 6%
and 7% more savings than m c. For the other cases, these
two strategies exhibit savings within a 4% margin of each
other. Therefore, this strategy is not as beneficial for re-
ducing max. ILoss.

m b is the best single-criterion strategy overall in de-
creasing average ILoss per flow. The max. ILoss sav-
ings compared to the absolute maximum exhibited by this
strategy range from 8.3% (randomapp, 16 endpoints) to
30.6% (sweep2, 64 endpoints). This strategy outperforms
the baseline in almost all cases; the only situation where
the benefits aren’t very significant is for small network
sizes under the randomapp and torus2 workloads for 16
endpoints, where m b is within 2% of rnd. For the other
workloads, m b yields substantially larger savings; indica-
tively, under the hotregion workload for 64 endpoints, m b
saves 17% more max. ILoss than rnd. In the other cases,
the additional savings range from approx. 3% to 19%.
Consequently, this strategy is generally the best single-
criterion contender.

However, it is interesting to note that with m b, the
max. ILoss savings increase up to a network size of 64 end-
points; from that size onwards, the savings start decreasing
substantially. The most representative case of this phe-

nomenon is under the sweep2 workload, where the savings
over abs. max reach a peak of 30.6% for 64 endpoints, and
then gradually reduce to 19.7% for 256 endpoints. This
occurs because of the number of crossings present in the
larger network sizes; as the number of waveguide crossings
increases, it reduces the capacity of this routing strategy to
save on max. ILoss. Especially for the sweep2 workload, as
we observed the m x is able to take more advantage of the
path selection criterion it uses, allowing it to significantly
outperform m b.

As per the insights above, m x and m b are the two most
useful single-criterion strategies to adopt for routing.

6.1.2. Hybrid Routing Strategies

We continue our analysis by evaluating the hybrid rout-
ing strategies, namely m cb, m bc, m xc, m cx, m xb and
m bx. As mentioned in the strategy description previously,
these hybrids attempt to reduce max. ILoss by enforcing
two path selection criteria in order to leverage the bene-
fits of both. We contextualise our analysis by comparing
the savings presented by the hybrids with those presented
by the single criterion strategies in order to ascertain the
benefit of hybridisation.

Firstly, it is interesting to note that the m cb and m bc
hybrids have identical behaviour in all cases, for all net-
work sizes. This indicates that the two selection criteria
used in this strategy are too tightly coupled for there to be
a complementary effect from their combination. In fact,
when compared to m b, the benefits or detriments of these
two hybrids fall within a margin of 0.5% difference for the
bisection, sweep2 and randomapp workloads, and are iden-
tical for the rest. Therefore, hybridising m b with m c is
ineffectual as regards max. ILoss, and should therefore be
avoided.

The m xc and m cx also have similar behaviour, al-
though the m cx strategy is almost always slightly more
beneficial than the inverse. The difference in savings that
m cx entails over m xc is between 0-6% in most cases.
However, there is the exception of hotregion and sweep2,
where m cx consistently outperforms m xc. Interestingly,
m cx has a very similar behaviour to m x ; as with the
previous two hybrids the only differences in max. ILoss
savings between m cx and m x are within a margin of 1%
or less for the bisection, sweep2 and randomapp workloads.
As such, although the m cx hybrid avoids the detrimental
behaviour of m c, it does not manage to yield significant
savings compared to m x. Therefore, both these hybrid
strategies are also ineffectual with reducing max. ILoss.

The last pair of hybrids we examine, namely m xb and
m bx, combine the two most useful single-criterion strate-
gies. Here, the m xb strategy is significantly more bene-
ficial than m bx, yielding additional max. ILoss savings
between 2-10% for most cases. Exceptions to this are with
hotregion, sweep2 and torus2; as with their single crite-
ria counterparts, m xb exhibits higher savings in smaller
network sizes which reduce as size increases, while m bx
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Figure 5: Energy consumption (pJ/bit) from lasers and switching.

starts with negligible ILoss savings and increases to al-
most on-par with m xb. As explained, as the number of
waveguide crossings increases with network size, minimiz-
ing them becomes more impactful over the ILoss exhibited
by the flows in the workloads. Lastly, it is worth noting
that m xb exhibits the highest max. ILoss reduction out
of all the routing strategies (35.5%, 64 endpoints, sweep2).

Based on the above, for networks with a size ranging
from 16 to 256 endpoints, the m xb routing strategy is
the most beneficial overall in reducing max. ILoss. Addi-
tionally, the minimal impact exhibited by the other four
strategies indicates that further hybridisation, including
all three criteria in different orders, would not have a sub-
stantial positive effect. This means that the additional
complexity of the path selection process, and therefore of
the network controller, would be unjustified.

Table 6: DSENT Simulation Parameters.

Parameter Conservative Aggresive

Core Rate 2 GHz
#λ per laser 32
Laser efficiency 0.25
Modulator Loss 6 dB [66] 2.5 dB [67]
Extinction Ratio 10 dB [66] 15 dB [67]

6.2. Optimal Data Rate per Wavelength

We continue by discussing the impact of the data rate
per λ on the energy consumed by lasers as well as that con-
sumed by switching. We conduct a parameter sweep using
DSENT [10] and the max. ILoss derived from our phINR-
Flow experiments with the randomapp workload described
previously and the rnd strategy. We constrain this evalu-
ation to randomapp as DSENT also uses random traffic.
The DSENT configuration parameters we use are shown in
Table 6. We chose 32λ because in principle, this allows for
more degrees of freedom for DWDM while sticking to the
100 GHz channel spacing as defined by the ITU-T G.694.1
standard [68]. We derive laser energy consumption from
laser power (DSENT), execution time (phINRFlow) and

payload for various data rates. For completeness, we con-
duct a similar parameter sweep in phINRFlow for the cor-
responding switching energy consumption per data rate,
showing the energy dissipated from MZI tuning. The re-
sults are depicted in Fig. 5.

Our results show that switching energy scales much
more nicely than laser energy, which can be up to 3 orders
of magnitude larger for a 256-endpoint NoC. Thus, this is
clearly the main limiting factor to scalability in terms of
energy per bit. With regards to the data rate per λ, it in-
creases the laser energy consumption for each network size
(Fig. 5 left) but reduces that from switching (Fig. 5 right).
As we can see, increasing the data rate up to 8Gbps/λ
does not increase laser energy consumption substantially (
<1%), whereas increasing from 8 to 16 Gbps/λ increases
the energy per bit by 33% and further increasing to 32
Gbps/λ entails a 150% energy increase. Consequently, the
sweet spot for minimising energy consumption from lasers
and switching is 8Gbps/λ, which for 32λ adds up to an
aggregate data rate of 256Gbps per endpoint. We will use
this data rate for the rest of our experiments.

6.3. Switching Energy Consumption

Moving on to switching energy consumption, we collect
the average energy per bit as specified in Section 5.3 for
all workloads. As seen previously, the most effective rout-
ing strategies can decrease max. ILoss substantially; this,
in turn, decreases laser power and therefore energy. In
this section, we focus on the energy dissipated from MZI
tuning, in order to evaluate whether further energy savings
can be achieved from this contributor when using the rout-
ing strategies. We compare the routing strategies against
rnd, which we use as a baseline. The results can be seen
in Figs. 6 and 7, split for readability.

6.3.1. Single Criterion Routing Strategies

As before, we first evaluate the routing strategies that
use a single criterion. Firstly, it is clear that energy con-
sumption from switching increases logarithmically with
the size of the network, which is due to the way in which
the number of MZIs scales.
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Figure 6: Switching energy consumption (fJ/bit) for the m x, m c, m xc, m cx and rnd routing strategies.
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The m x strategy is generally the worst performer of
the three strategies with respect to the baseline yielding
the most modest energy savings. It’s performance ranges
from a 1% increase in consumption (torus2, 16 endpoints)
to a 7% decrease against rnd (hotregion, 256 endpoints).
However, as this strategy is more aimed at decreasing max.
ILoss, it is expected that it will perform worse than the
other strategies w.r.t. switching energy. Nevertheless, it
still provides benefits.

The m c strategy performs better, exhibiting the high-
est energy savings of the single-criterion strategies for bi-
section, butterfly and nbodies, ranging between 10-11%,
8-10% and 9-10% respectively. However, the strategy ex-
hibits a 5-6% increase in switching energy under torus2
and is less effective than m c in the rest of the workloads
by approximately 1-2%. Therefore, this strategy’s perfor-
mance w.r.t. switching energy is not beneficial enough to
offset its’ poor performance w.r.t. max. ILoss.

M b consistently outperforms our baseline and yields
more savings than the other two strategies in most cases,
with the exceptions where it is outperformed by m c. The
most savings are presented for the bisection, where sav-
ings against rnd are between 8.3-11%. In the rest of the
workloads the strategy yields savings between 6-9% with
the exception of randomapp, where savings are more mod-
est (4-6%). Consequently, this is the best strategy to use
either on its own, or through hybridisation.

6.3.2. Hybrid Routing Strategies

Here, we evaluate the hybrid routing strategies in a
pair-wise fashion as before, comparing their performance
against our baseline.

As with max. ILoss, the m cb and m bc hybrids have
identical behaviour in all cases, for all network sizes.
Again, this indicates that these two path selection criteria
do not produce a benefit when combined. They do, how-
ever, consistently outperform both the baseline and m b
by 1-3%. However, these additional savings are very small
(20-30 fJ/bit at best), meaning that they are ineffectual
w.r.t. energy consumption. Nevertheless, this case shows
how routing criteria hybridisation can have a positive im-
pact on switching energy. Even so, considering the fact
that adding a second path selection criterion increases the
complexity of the path selection algorithm, it is not worth-
while in this case.

In contrast to their behaviour as regards max. ILoss,
the m xc and m cx present different savings to each other
w.r.t. energy consumption, with m xc consistently pro-
viding 3-5% more savings in energy. The only exception is
under torus2, where the benefits are within 1%; however,
in this case the baseline outperforms these strategies. The
m xc also shows some of the largest energy savings of all
strategies; however, considering its relatively poor perfor-
mance in max. ILoss it is not justified. Again, these two
hybrids do not provide enough of an impact to justify their
usage when considering the added complexity in the path
selection algorithm.

The m xb and m bx strategies present significantly dif-
ferent behaviour w.r.t. each other. M bx consistently out-
performs m x by 1-2% and m xb consistently outperforms
m bx as well. However, the m xb hybrid is slightly out-
performed by m b, with the latter yielding an additional
1-5% energy savings across the workloads and network
sizes. The m xb strategy’s performance, coupled with the
hybrid’s consistent max. ILoss savings over the baseline,
make it the most useful hybrid strategy for reducing en-
ergy consumption across both metrics.

6.4. Execution Time

We now evaluate the impact of our routing strategies
on workload execution time, depicted in Fig. 8. We scale
the execution time of each strategy against that of our
baseline, rnd, for each workload and network size, in order
to determine whether there are adverse impacts that may
offset the ILoss and energy benefits we discussed above.

Firstly, the results show that no routing strategy in-
creases execution time by more than 3% over rnd. In fact,
in most cases they perform as well as or significantly better
than the baseline. We note that with a rearrangeably non-
blocking network using circuit switching, execution time
should not be greatly affected either way. Nevertheless,
in some cases the routing strategies show execution time
savings between 5-10% and, in the case of m c and m xc,
up to 26%.

The routing strategies have virtually no effect on torus2
and hotregion. In the case of hotregion, this is because
of the flow distribution. As 25% of flows are directed to
12.5% of the network, the flows will contend for the desti-
nations (as seen with ILoss) and be blocked at the receiver.
As we are employing circuit switching, blocked flows must
wait for the whole transmission of the flow being currently
serviced before they may access the endpoint. Therefore,
attempting to assign specific paths to flows will not be able
to reduce execution time. Torus2, on the other hand, is
a high-causality workload; flow destinations are assigned
according to a strict rule, which yields path selection algo-
rithms ineffective at reducing total execution time. Never-
theless, the metric is not inhibited by the strategies, mean-
ing that with the lower insertion loss exhibited previously,
the best strategies could arguably reduce total energy con-
sumption for the communication.

Bisection presents an interesting case. Here, the be-
haviour of the routing strategies is particularly erratic,
with execution time increasing slightly (e.g. ≈2% for m bx
at 16 endpoints) in some cases and decreasing substantially
(26% for m c and m xc at 256 endpoints) in others. How-
ever, this is expected considering that on the one hand
the workload has very few flows and on the other it is
a permutation workload, aiming to saturate the network
with flows. This behaviour causes intermediate contention
in the switching fabric where, because flows are assigned
paths incrementally and the network is rearrangeably non-
blocking, leading to there being no available paths for a
small amount of flows. The most common solution to this
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problem is known as the “Looping algorithm” which can
successfully solve full or near-full permutations with high
compute efficiency. Based on our work, we plan to adapt
the algorithm in the future to take into account underlying
hardware constraints for photonic networks.

The strategies present similar behaviour in the nbod-
ies, allreduce and mesh2 workloads. Most routing strate-
gies are within 5% execution time relative to the baseline
except for m c and m xc; the latter show substantial ex-
ecution time reductions, especially in nbodies. Interest-
ingly, in contrast to m xc, m bc is not able to reduce ex-
ecution time substantially; this is another indication that
the component criteria are too tightly coupled to afford
pronounced benefits when hybridising.

In sweep2, another workload with high causality and
few flows, the routing strategies also show little effect on
execution time. The exception is for 32 and 128 endpoints,
where execution time is increased slightly (2-4%) by m b,
m xb, m cb and m bc but decreased slightly with the rest
(3-5%). Lastly, the routing strategies show little effect on
randomapp, with a slight decrease in execution time for
larger networks across all routing strategies.

In conclusion, the routing strategies do not prohibitively
increase execution time and, in some cases, can yield sub-
stantial savings with respect to random allocation. In
addition, in spite of their poor performance w.r.t. max.
ILoss, the m c and m xc provide substantial benefits for
some of the workloads. This reduction in execution time
could arguably offset the increase in laser power incurred
by the max. ILoss increases; we plan to investigate this
and develop additional routing algorithms using this tech-
nique in the future.

6.5. Laser Power

In our previous work, we showed the power per laser
for different network sizes assuming a modulator with a
very low extinction ratio, in order to outline a worst-case
scenario for laser power. Here, we analyse the required
power per laser using two carrier depletion MRR-based
modulators (MRMs), representing a conservative [66] and
aggressive technology case [67] (see table 6). We note that
MRMs based on the carrier injection principle can afford
better properties [69]; however, as DSENT models carrier
depletion-based MRMs, we selected examples in the liter-
ature which conform to this model. The results are shown
in fig. 9, where we analyse how laser power is impacted
by our most efficient routing strategies. These results con-
clusively show that laser power, affected by max. ILoss,
is a main scaling inhibitor. Indicatively, using the m b
strategy, a network of 256 endpoints requires 118 and 49
W per laser in the conservative and aggressive cases re-
spectively. Considering that the NoC may take up to 24%
of a SoC’s power budget [70], a typical 100W power bud-
get as exhibited by regular server-grade processors could
not accommodate for this. Larger many-cores such as In-
tel Xeon Phi have a much higher power budget (around
300W), which would allow for 75W to be dedicated to the

interconnect; however even with the larger power envelope,
NoCs of more than 64 endpoints are unrealistic. Reduc-
ing laser power without changing technology parameters
would entail sacrificing throughput, by reducing the num-
ber of λ. However, 32 endpoints become reasonable for
different applications for both cases. For instance, using
the m xb strategy, lasers require a total of 8.3 W to drive
the network in the conservative case and 3.5 W with the
more modern modulator. Using a simple random path al-
locator cannot accommodate for further scaling even in
the aggressive case, as a 64-endpoint NoC requires 30 W
for lasers as per our baseline. However, using the m xb
strategy, laser power falls 23.6 W for all lasers, potentially
bringing a 64-endpoint NoC under the boundary of feasi-
bility.

Another advantage is that for the specified power bud-
get, this technology offers a rearrangeably non-blocking
network as opposed to a 2D electrical mesh, which is prone
to contention; the flat latency exhibited is also beneficial
when compared to the non-uniform latency characteristics
of a mesh interconnect.

Based on the above, as laser power is the primary con-
tributor to power consumption in this technology, a 32-
endpoint EO/TO MZI-based network can be considered
for the on-chip domain. Using novel, more efficient lasers
could reduce the power requirements of the larger network
sizes into this domain, as would using carrier injection
modulators. Another way to drastically reduce laser power
and therefore achieve better scaling has been proposed by
Demir et al. in [71]; they report laser power reductions
of up to 92% through the use of on-chip lasers and adap-
tive laser control techniques. As mentioned in 2.1, how-
ever, on-chip lasers are still a research challenge for Silicon
Photonics.

The power per laser results also show the substantial im-
pact afforded by the routing strategies w.r.t. laser power;
all strategies exhibit substantial laser power savings at ev-
ery size w.r.t. the absolute maximum, which is exhibited
by the max. ILoss calculated from the original device pa-
rameters. These savings are exhibited irrespective of the
choice of modulator. M x, m c and rnd exhibit similar
power savings, ranging from 23% for 16 endpoints to ≈70%
for 256 endpoints. M b performs even better, with savings
ranging from 23% to 85% across the network sizes. It is
also interesting to note that with random traffic, most hy-
brid strategies perform worse than m b. The only hybrid
that performs marginally better is m cb and there it man-
ages to reduce laser power by ≤1% more than the simpler
strategy. However, as explained in section 6.1, the choice
of routing strategy has a profound impact on max. ILoss
depending on the workload’s communication characteris-
tics. Considering that laser power increases exponentially
with max. ILoss and that the best hybrid strategies consis-
tently yielded additional savings w.r.t. m b, the additional
complexity of hybrid routing strategies can be justified.

Based on the discussion above, an interesting use case
scenario for this technology is to employ core aggregation
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at the endpoints, enabled by the large bandwidth per end-
point (256Gbps) demonstrated in our model. The cores
within each core group could be interconnected using a
conventional electrical crossbar to save on laser power and
each group would contain a photonic network interface,
which would convert the electrical signalling into the opti-
cal domain. The interface would then use an appropriate
arbitration mechanism, such as time-division multiplexing
(TDM), to assign carrier capacity to each communication
request, thereby composing a communication flow. More
complex wavelength partitioning techniques, such as λ-
routing or DWDM may also be used to compose the flow
in an efficient manner. This flow would then be offloaded
into the Beneš interconnect, after the interface has been
allocated a path by the central control process, in order for
it to reach the destination group. The destination group’s
interface would then demodulate the optical stream, as-
sessing which segment of information is destined for which
core and finalise the communication.

This use-case, however, entails various challenges.
Firstly, the optimal number of cores per group would need
to be determined, such that on the one hand the amount
of communication requests is substantial enough to benefit
from the optical network, while on the other hand fitting
within the constrained NoC power and area envelope. Sec-
ondly, the most efficient stream partitioning strategy must
be determined; if each group contains a different number
of cores to the number of λ, simple λ-routing will be ineffi-
cient and more complex techniques, such as DWDM, must
be explored. Thirdly, due to both the circuit switching and

non-wavelength selective nature of the Beneš interconnect
we examine, this use case would be able to realise com-
munication requests such that only two groups can com-
municate with each other at any one time. Appropriately
mapping communication workloads to the groups in or-
der to exhibit performance gains is an interesting research
direction we plan on investigating in the future.

7. Conclusions & Future Work

In this work, we have evaluated the benefits and chal-
lenges of scaling out a thermally and electrically tuned
MZI-based optical Beneš network. We have shown that
up to 128 endpoints, laser light incurs the most maximum
ILoss from MZIs, whereas for larger sizes the aggrega-
tion of waveguide crossings contributes most to maximum
ILoss.

In order to minimise ILoss and energy consumption
in the network, we have presented a set of hardware-
inspired routing strategies which leverage the asymmet-
ric behaviours of internal switching elements. We then
evaluated their usage while exposing our model to 8 com-
munication workloads. We have demonstrated that using
these strategies always reduces the maximum ILoss exhib-
ited under an information flow. Furthermore, we showed
that minimising the number of MZIs in “bar” state can
reduce maximum ILoss by 30.6% in the best case (sweep2,
64 endpoints), while minimising the number of crossings
shows a 33% best-case reduction over the absolute maxi-
mum (sweep2, 256 endpoints). Through our experiments,
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we showed that minimising the amount of state changes
within the network does not reduce max. ILoss as much
as other strategies, but reduces switching energy consump-
tion. Furthermore, we demonstrated that routing strategy
hybridisation is beneficial, with the m xb hybrid consis-
tently reducing max. ILoss by more than the single-criteria
counterparts and offering the highest max. ILoss savings
(35.5%, 64 endpoints, sweep2).

We then determined the most efficient data rate per λ to
be 8 Gbps/λ, as this offers the least energy consumption
from both lasers and switching. We also showed that the
best routing strategy can consistently offer between 8%
and 15% reduction in bit-switching energy consumption
with respect to random path selection depending on the
communication workload.

We continued by evaluating the impact of the routing
strategies on workload execution time finding that in the
worst case, execution time increases by at most 3% com-
pared to the baseline and, in some cases, is decreased very
significantly (5-25%).

Finally, we showcased that a network of 32 endpoints is
suitable for the on-chip domain using a conservative modu-
lator, and demonstrated substantial laser power reduction
with the best routing strategy (23-85% across the network
sizes). A 64-endpoint NoC is potentially achievable using
the best routing strategy and a more modern modulator as
well. We also discussed the merits of core aggregation at
the endpoints of a 32-endpoint NoC and outlined potential
routing challenges.

In the future, we aim to augment our simulation frame-
work, such that a comprehensive examination of optical
crosstalk can be conducted. Optical crosstalk is an issue
commonly encountered with multi-stage optical intercon-
nects [29] [72]. However, as expanded on in [29], analytical
simulation cannot accurately describe phenomena related
to crosstalk, such as inter-aggressor skew. Consequently,
evaluating crosstalk requires a statistical approach, which
we plan to integrate into our simulator. We expect that
this will allow for a fruitful insight on how crosstalk is in-
curred depending on the workload specification and will
reveal novel ways of reducing the penalty through routing.
We also plan to investigate nested network topologies us-
ing variable sizes of this model as well as the impact of the
routing strategies in such a use-case.
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ABSTRACT
Silicon Photonic top-of-rack (ToR) switches are highly desirable
for the datacenter (DC) and high-performance computing (HPC)
domains for their potential high-bandwidth and energy efficiency.
Recently, photonic Beneš switching fabrics based on Mach-Zehnder
Interferometers (MZIs) have been proposed as a promising can-
didate for the internals of high-performance switches. However,
state-of-the-art routing algorithms that control these switching
fabrics are either computationally complex or unable to provide
non-blocking, energy efficient routing permutations.

To address this, we propose for the first time a combination of
energy efficient routing algorithms and time-division multiplexing
(TDM). We evaluate this approach by conducting a simulation-
based performance evaluation of a 16x16 Beneš fabric, deployed as
a ToR switch, when handling a set of 8 representative workloads
from the DC and HPC domains.

Our results show that state-of-the-art approaches (circuit switched
energy efficient routing algorithms) introduce up to 23% contention
in the switching fabric for some workloads, thereby increasing
communication time. We show that augmenting the algorithms
with TDM can ameliorate switch fabric contention by segmenting
communication data and gracefully interleaving the segments, thus
reducing communication time by up to 20% in the best case. We also
discuss the impact of the TDM segment size, finding that although
a 10KB segment size is the most beneficial in reducing communica-
tion time, a 100KB segment size offers similar performance while
requiring a less stringent path-computation time window. Finally,
we assess the impact of TDM on path-dependent insertion loss and
switching energy consumption, finding it to be minimal in all cases.
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1 INTRODUCTION
All-optical interconnects (OINs) based on silicon photonics are a
promising emerging technology for scaling datacenter (DC) and
high-performance computing (HPC) interconnects. Many research
demonstrations have been produced frequently for all levels of inter-
connection network, or IC (hereafter, IC refers to on-chip, inter-chip,
board level, top-of-rack and L2/L3 network tiers). The fabrication
platform’s CMOS compatibility, combined with the large data den-
sity in links due to wavelength division multiplexing (WDM), the
low propagation latency inherent to photonics as well as low energy
consumption relative to link distance [30] make silicon photonics a
viable candidate for augmenting conventional ICs.

Although optical networks have been present since the late 1980s,
there are still many challenges to developing and deploying effi-
cient, all-optical (i.e. photonic) IC systems. For instance, while some
attempts have been made, it is currently not possible to efficiently
store light in optical form for practical amounts of time [3], making
photonic buffering a non-option. As such, ICs that employ optical
technology must rely on circuit switching (CS) techniques at the
transmission level to remain photonic, or suffer conversion to the
electric domain at every hop, which increases energy consumption
substantially and detracts for the benefits of optical links.

This presents interesting research challenges for the whole OIN
and especially for photonic switches, as CS may lead to contention
in the fabric which reduces overall performance. Furthermore, phys-
ical level characteristics of the photonic components which form
switches, e.g. insertion loss (hereafter ILoss) and crosstalk, increase
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Figure 1: (a) Schematic of a 2×2 EO/TOMZI Switch. (b) A Beneš-based ToR switch formed withMZI switches (c) A hypothetical
photonic interconnect with photonic ToR switches.

required laser power prohibitively, resulting in scalability chal-
lenges. Therefore, switch design must aim towards reducing these
metrics to avoid excessive energy consumption, which justifies the
use of multi-stage fabrics such as the Beneš network.

The Beneš network is a rearrangeably non-blocking topology
composed of the least amount of 2×2 switches necessary to connect
N×N endpoints, leading to the least optical loss when using pho-
tonic 2×2 switches such as Mach-Zehnder Interferometers (MZIs).
However, standard network control algorithms such as the łLooping
Algorithm" [23] are unable to provide energy and power efficient
configurations for photonic Beneš fabrics, while algorithms that do
so, such as łhardware-inspired routing", introduce contention in
the switch fabric [16].

Switch fabric contention in rearrangeably non-blocking net-
works is when a connection from a source to a destination cannot
be established due to other connections being serviced. Hereafter,
we refer to connections as flows. Switch fabric contention is differ-
ent to output contention, where multiple flows attempt to access
the same output. As section 3.2 explains, although these networks
can serve any permutation, switch fabric contention may occur
when flows are serviced incrementally.

This work addresses this problem by presenting for the first time
a combination of time division multiplexing and energy-efficient
hardware-inspired routing, which we propose as the control mech-
anism for a recently fabricated and characterized 16×16 photonic
Beneš switch fabric formed with thermally-electrically tuned MZIs
[20], deployed as a top-of-rack (ToR) switch. This approach parti-
tions the flows into segments and provides energy efficient configu-
rations to service flow segments, while at the same time alleviating
the effects of switch fabric contention in the Beneš network. We
evaluate our approach through simulation, employing 8 realistic
and synthetic workloads from the DC and HPC domains.

Our contributions are as follows:

• We investigate the prevalence of switch fabric contention
when using circuit switching (CS) and previously proposed
hardware-inspired routing algorithms, finding that it can be
as high as 23% for the heaviest workloads.

• Wepresent and evaluate a combination of TDMand hardware-
inspired routing algorithms, showing communication time
reductions up to 20% in the best case.

• We assess the impact of flow segment size and observe that
around 100KB is most beneficial, as decreasing the size fur-
ther offers diminishing improvements (at most 3%).

• We assess the impact of TDM on critical-path ILoss and
switching energy, finding it to be minimal.

To our knowledge, this is the first simulation-driven evaluation of
TDM for photonic EO/TOMZI-based Beneš ToR switches grounded
on a fabricated device.

2 BACKGROUND & RELATED WORK
2.1 Opportunities for Photonic Switching
Modern DC and HPC deployments currently adopt electrical packet
switches based on Infiniband or Ethernet at all layers of the DC
interconnect, including the ToR level, with optical transmission
being relegated to optical links. There exists a large variety of com-
mercial DC switches, featuring various radices, switching capacities
and form factors; however these switches can be extremely power-
hungry [24]. For example, the Arista 7368X4 Series switch offers
up to 128 ports of 100GbE (32 port 400GbE); however, the average
power consumption reported is ∼961W excluding optics or cables
and the peak consumption rises to ∼1998W assuming 4.5W CWDM
optics [19]. Conversely, the deployment we investigate considers
using dense-wavelength division multiplexing with 32 wavelengths
modulated at low data rates, which can lead to ≤0.1W per port in
required laser power for traversing the switch (not including cou-
pling losses) [17] combined with an MZI tuning power requirement
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of ∼1W, this can lead to a substantial reduction of power require-
ments for a ToR switch, motivating for the evolution of photonic
ToRs such as the one we examine here.

Additionally, electrical switches must either be upgraded at every
data rate generation to support new transceivers, or transceivers
must remain constrained by legacy capabilities, thereby increasing
costs. Photonic switches, on the other hand, have the potential of
ameliorating these costs and accommodating future data rates more
easily, as their performance is less dependent on per-wavelength
data rates and number of wavelengths. This is especially the case
with MZI-based switching fabrics, as MZIs can provide broadband
switching at 𝑛𝑠 switching time. However, using photonic switching
fabrics still entails many challenges which we discuss below.

2.2 MZI-based Optical Switching Fabrics
Over the past decade, various proposals for MZI-based switching
fabrics have been produced targeting different levels of IC. Li et
al. [18] and more recently Cheng et al. [4] provide comprehensive
reviews of silicon photonic technology for DC interconnects. A
large number of the cited proposals concern Beneš-based switch
fabrics with MZIs in both works. MZI-based approaches have also
been formulated for the on-chip domain, e.g. [36] or [10]. MZI-
based switch fabrics organized in either the Beneš or dilated-Beneš
topologies (e.g. [25], [26], [6] or [7]) have been recently demon-
strated. These demonstrations with sizes of 16× and 32× fabrics
surmount many of the technological and fabrication challenges
associated with increasing the switch radix, showing promise for
adoption in the medium term. However, many challenges, such as
decreasing optical losses (ILoss and crosstalk) or optimal communi-
cation arbitration and routing strategies, must be addressed before
deployment can occur.

To address these challenges, Cheng et al. propose a path mapping
strategy for 8× Beneš fabrics which evaluates all potential states for
a permutation; however this quickly becomes intractable as a Beneš
network scales up [5]. Yuen and Chen [35] also propose a method-
ology for exploiting hardware asymmetries in MRR-based photonic
ICs. In [16], we proposed routing algorithms which leverage the
underlying hardware constraints of EO/TO MZI-based Beneš ICs,
showing reductions in optical losses and switching energy. These
are the algorithms we are leveraging with TDM to improve overall
performance. ILoss, one of the main optical losses, is a defining
factor for the required power of the laser beams which carry infor-
mation through the switch; minimising this as well as switching
energy can improve the total energy efficiency of a switch fabric
and therefore of the whole interconnect. The algorithms aim to
allocate paths that incur the least amount of ILoss from waveguide
crossings and MZIs in the łbar" state; However, they may introduce
switch fabric contention in the network as they do not guarantee
non-blocking operation. For this reason, we analyse the effect of
using a TDM scheme in order to allow a better sharing of network
resources, while maintaining low ILoss and high energy efficiency.

2.3 Enhancing Optical Interconnects with TDM
This section focuses on describing the most relevant related work
for Optical Interconnects with TDM. While optical IC systems have
recently been the subject of thorough research (e.g. [29] [1] [15] [21]),

the research on the deployment and the practical application of
MZI-based switching fabrics is quite novel, even when the technol-
ogy is highly promising. For this reason, we were unable to find
much research on routing or arbitration for this technology.

However, it is clear from the related work that other optical
technologies tend to employ a combination of space-division mul-
tiplexing (SDM), TDM or WDM in order to maximize throughput
and to use bandwidth fairly. A survey of different approaches can
be found here [13]. In [32], an optical IC using SDM/TDM for intra-
datacenter and WDM for inter-datacenter traffic is reported. They
employ FPGA-based ToR switches that send traffic either through
slotted-TDM/Ethernet or optical bandwidth variable transmitters
(BVTs). TDM-based optical ICs have also been researched for su-
percomputing. In [33], the łData Vortex" optical interconnect is
used with a TDM/WDM routing function, while in [27] the authors
motivate for a microring-based elastic crossbar switch which, when
augmented with TDM, can be considered for both HPC and data
centre use cases.

TDMarbitration has also been proposedwithin the optical network-
on-chip (ONoC) domain. Werner et al. propose a mixedWDM-TDM
approach for bus-based ONoCS [31] based on micro-ring resonators
(MRRs). Hendry et al. employ MRR-based broadband nanopho-
tonic switches organized in a mesh topology which, when coupled
with a TDM arbitration scheme, show substantial efficiency gains
with respect to both circuit-switched ONoCs and electronic equiva-
lents [11]. In contrast to these works we examine for the first time
a photonic Beneš ToR switch formed with EO/TO MZIs.

3 ADDING TDM TO AN MZI-BASED TOR
SWITCH

3.1 Network Topology
The ToR switch we investigate is based on the demonstrated 16×16
photonic switch found in [20]. Fig. 1 visualises the structure of our
envisioned system. In the top left, we show how the MZIs are com-
posed from their constituent parts: Multi-Mode Interferometers,
waveguides, thermal and electrical tuners. In the bottom left we
represent the fabric organization based on 2 × 2 MZIs, including
the waveguide crossings. Finally, in the right hand side there is an
sketch of the deployment scenario, where the photonic ToR switch
is connected to in-rack servers and to the higher tiers of the inter-
connect The switch fabric is formed using thermally-electrically
tuned MZIs organized in a Beneš network. As explained, this topol-
ogy requires the fewest MZIs for a rearrangeably non-blocking
switch fabric. Although a higher radix switch would be desirable
and, indeed, should benefit even more from TDM, we select this size
because a larger size may prohibitively increase first-order crosstalk
as indicated in [8]. We consider a WDM scenario with 32𝜆, each
modulated at 16Gb/s with an On-off Keyring (OOK) scheme [12],
yielding a 512Gb/s aggregate bandwidth per port, with endpoints
modulating on all 𝜆 simultaneously to reduce flow transmission
time in the switching fabric.

3.2 Switch Fabric Contention
The Beneš network is a rearrangeably non-blocking network which
means that, in principle, it is capable of servicing any connection
permutation. However, when operating in CS, traffic is serviced
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Figure 2: Top: Example of switch fabric contention in a small
4×4 Beneš network. The green, F0, and blue, F3, flows have a
path allocated. A third flow, F2, from I2 to O0 arrives but can
not be served because resources are busy. Bottom: Timeline
of execution using CS (left) and TDM (right). With CS, F2
has to wait for the others, with TDM the transmission of all
flows is interleaved.

incrementally whichmeans that switch fabric contention for the use
of resources can not always be avoided. Switch fabric contention is
the event in which a flow does not have any available path because
resources are busy serving other flows. An example of switch fabric
contention is shown in Fig. 2. In the figure, two flows (blue and
green) have an allocated pathwhen a third flow arrives to the switch.
The new flow has two possible paths to its destination (red and
magenta), but both paths require resources that are already allocated
to the other flows. In a pure CS scheme, this means the new flow has
to wait until any of the other flows completes transmission. With
a TDM scheme, however, the 3 flows would be interleaved along
time, resulting in a fairer utilization of network resources. This in
turn results in a faster transmission of all flows and, arguably, in
lower average latency and, more importantly for some applications,
lower jitter.

One solution to switch fabric contention, known as the łLoop-
ing algorithm" [23], leverages the network’s symmetry in order to
solve a permutation in 𝑂 (𝑛𝑙𝑜𝑔𝑛) time. However, a key component
of the łLooping Algorithmž is its ability to rearrange connections
in the presence of configurations that would cause switch fabric
contention. In such cases, the algorithm reconfigures the switch
states, thereby eliminating switch fabric contention and servicing
the whole permutation. While this can be favourable in electrical
networks which are buffered, the switch we examine is inherently
bufferless; consequently, reconfiguration of the switch state requires
either early termination of the flows or, ultimately, loss of data. To
mitigate this, the łLooping Algorithmž could be augmented with
TDM. In this approach, the fabric is reconfigured if necessary in
each timeslot. However on the one hand, as detailed in section 3.4,
timeslots are extremely short which would lead to excessive com-
putation demands on the network controller. On the other hand,
due to the nature of the algorithm, it is unable to take into account
underlying hardware constraints such as ILoss. We also note that,
while the łLooping algorithmž aims at solving full permutations
with relatively low time complexity, most DC traffic does not fit a

perfect permutation explicitly. Our approach surmounts these chal-
lenges by using pre-computed routing tables and energy efficient
routing algorithms.

3.3 Power Efficient Routing in Photonic Beneš
Networks

Recently, the topic of exploiting hardware asymmetries to reduce
laser power has gained traction in the photonic architecture com-
munity. This work builds upon this idea and shows that enhancing
such functions with TDM switching can offer significant benefits
in both execution time and energy efficiency. Hence we consider
a subset of the hardware-aware routing strategies we proposed
in [16]. Our objective is to demonstrate that the approach can be
generalized and is independent of other switching aspects.

The routing algorithms operate under the following principle.
For each source/destination pair, a routing table of size 𝑁 /2 is con-
structed. 𝑁 is the number of endpoints, a power of 2; for example, in
Fig.3(a), 𝑁 = 8. The routing table contains the entries for all poten-
tial paths. Each entry comprises of a routing signature (expressed
as 𝑙𝑜𝑔𝑁 2

2 bits) plus scoring ranks which determine the priority of
the path for each routing strategy. In each bit of a routing signature,
a 0 denotes egress from the top port of a 2× 2 MZI and a 1 from the
bottom port. The first 𝑙𝑜𝑔𝑁

2 bits of the signature are a bit permu-
tation, while the latter 𝑙𝑜𝑔𝑁 bits are used for the destination tag.
For each path, the number of waveguide crossings and MZI states
are calculated. The paths are subsequently sorted and ranked based
on the minimisation criterion required by each routing strategy
(e.g. fewest crossings, fewest MZIs in the łbar" state etc.). The rank
of each path is then stored in the scoring rank fields. Fig.3 depicts
all possible paths from I2 to O6 (a) and how these are encoded in

Rou�ng Signature Scoring Ranks

ID Crossings Bar States Path Des�na�on Tag m_x m_b m_bx m_xb𝑷𝟐 3 0 1 0 1 1 0 1 1 1 1𝑷𝟎 5 2 0 0 1 1 0 2 2 3 3𝑷𝟑 3 2 1 1 1 1 0 1 2 2 2𝑷𝟏 5 4 0 1 1 1 0 2 3 4 4
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Figure 3: (a) Path diversity in an 8×Beneš network (in colour
online), including routing signatures for 𝑃4. (b) Routing ta-
ble for I2→O6. Paths are ranked by the łm_b" rank. The ID,
Crossings and Bar States columns are added for convenience,
but do not need to be stored in the routing table.
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the routing table (b). The routing table depiction also includes the
number of crossings and MZIs in the łbar" state for each path. For
simplicity the figure assumes an 8× Beneš fabric.

For our analysis here, we consider the following strategies:
• Minimise Crossings (m_x) the ranking is based on the
number of waveguide crossings.

• Minimise łBar" States (m_b) the ranking is based on the
number of MZIs in łbarž state.

• m_xb the ranking is based on the number of waveguide
crossings and ties are broken by the number of MZIs in łbarž
state.

• m_bx the ranking is based on the number of MZIs in łbarž
state and ties are broken by the number of waveguide cross-
ings.

• Random Path (rnd) selects a path randomly, without tak-
ing underlying hardware asymmetries into account.

The state of the switch fabric is constructed incrementally servic-
ing requesting input ports one by one. For each port, the network
controller checks the availability of paths based on the fabric state.
If there is no available path, the controller stops the injection. Other-
wise, it selects the available path with the lowest rank in the routing
table, depending on the applied routing strategy. For instance, if the
m_bx strategy is used, the order will be determined by them_bx
rank.

In our experimental work, we investigate how often flows suffer
from switch fabric contention with CS, as a motivation for using
TDM switching. In addition we show that the algorithms can be
combined with TDM to mitigate the communication time penalty,
while at the same time offering network configurations with re-
duced ILoss and therefore energy consumption.

3.4 TDM & Routing Implementation
Controlling a photonic MZI-based Beneš switch fabric is a non-
trivial process. The MZIs we model require thermal tuning to reach
a łcrossž state and additional electrical tuning to reach a łbarž state,
each of which takes time. As explained previously, thermal tuning
requires time in the order of microseconds, while electrical tuning
is substantially faster (𝑛𝑠 scale). This is where electro-optical tuning
becomes more advantageous than thermo-optical; if switching of
MZI states from cross to bar state happens at the 𝑛𝑠 scale and all
MZIs are switched simultaneously, the switch reconfiguration time
overhead becomes small enough to be realistic for TDM. While
this is barely relevant when using CS, it becomes essential with
TDM. When using TDM, the required state of the switch at the next
timeslot must be calculated within the time boundary of the current
timeslot, which must complete before the network controller can
issue the required power to the thermal or electrical MZI contacts.
The tuning must then occur so that the switch acquires the state
required to progress, and then the next timeslot’s communication
may proceed. These constraints mean that the routing algorithm
required to calculate the MZI states must run within a very strict
time window.

To illustrate this, Table 1 shows the timeslot duration of each
corresponding TDM segment size for various segment sizes, based
on the aggregate data rate we target. In principle, shorter timeslots
would allow for a fairer distribution of network resources to flows,

Table 1: TDM Segment Size & Slot Duration.

Segment size Slot duration
10 KB 156𝑛𝑠
20 KB 312𝑛𝑠
40 KB 624𝑛𝑠
50 KB 780𝑛𝑠
100 KB 1.56𝜇𝑠
200 KB 3.12𝜇𝑠
500 KB 7.80𝜇𝑠

whereas larger timeslots are more prone to internal fragmentation.
However, for shorter timeslots where the fabric must reconfigure
more frequently, total tuning time would increase. As tuning time
cannot be used for communication, a balance must be found be-
tween decreasing communication time and increasing tuning time
penalty. In section 5.3, we conduct a parameter sweep over these
segment sizes to evaluate the impact of this effect.

In our approach, we consider a centralised controller such as
an FPGA or an ASIC for the switch fabric. The controller would
generate and store pre-computed paths for the pairs requesting
communication as detailed in section 3.3. As the Beneš network
offers a path diversity of 𝑁 /2 for each input-output pair, the state-
space of the Beneš network scales exponentially. However, for
the 16× variant we assess here, the topology’s symmetry can be
exploited and combined with the routing strategies to reduce the
memory footprint of the stored routing tables to the order of KB.

Since there are 2𝑙𝑜𝑔𝑁 − 1 MZIs per path for 𝑁 input-output
pairs simultaneously requesting access, the controller would have
to accommodate𝑂 (𝑁 2 (2𝑙𝑜𝑔𝑁 −1)) comparisons of required versus
current MZI state. This can be parallelised and also further opti-
mised by eliminating paths that cannot be accessed, due to the state
of the previous MZI; in Fig.3 for instance, if the top MZI in the sec-
ond stage is already serving a flow and therefore in the łbarž state,
𝑃1 need not be considered. This compute time, together with the
memory access overhead, must be less than the TDM timeslot. For
the scale of 16× endpoints, this worst-case computation overhead
can be accommodated by current FPGA systems and even more
easily by an ASIC. However, this is a research question in itself and
out of scope for this work.

4 EXPERIMENTAL METHODOLOGY
4.1 Simulator & Model
We use PhINRFlow (Photonic Interconnection Network for Re-
search Flow-level Simulation Framework), an in-house developed
flow-level simulator dedicated to photonic interconnects. This sim-
ulator affords a light footprint, is highly scalable and includes the
main technological aspects necessary for modelling photonic in-
terconnects based on MZI switches. Additionally, the simulator
includes a variety of workloads which emulate the behaviour of
real applications. These capabilities enable us to evaluate the sys-
tem under realistic loads, giving us insight to its viability as a ToR
switch. The simulator inherits functionality from INRFlow [22],
wherein a detailed description of the simulator’s methodology, or-
ganisation and workloads may be found. We model the ToR switch
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Figure 4: Schematic representation of the eight workloads
used, shown with eight endpoints.

as a new topology, with unidirectional links and traffic flowing
from łleftž to łrightž. Each endpoint connected to the ToR switch
is modelled as a simple traffic producer/consumer node.

We evaluate two use-cases for this switch fabric: a circuit-switched
variant and a TDM-enhanced system. The latter works by parti-
tioning the flows into segments of a defined size, over which we
conduct a parameter sweep to explore tradeoffs. In general a shorter
segment provides finer grain flow interleaving and lower internal
fragmentation, but also requires a more frequent re-configuration
of the switch fabric, which imposes some delay and throughput
penalties as data can not be transmitted while the switch fabric
is getting reconfigured. Currently switch arbitration is done ran-
domly, but research on more advanced techniques will be essential
to ensure the technology uses resources in an efficient way.

4.2 Workloads
In our experiments below, we use a range of workloads which
model some representative applications and well-known bench-
marks. Note that these workloads include causality among the

messages, so most applications go through phases of high and low
network pressure:

• Randomapp Ð Selects the source and destination uniformly
at random. This is a typical networking benchmark which is
used to stress the IC and, according to [14], the trafficmix run
on a typical DC is unstructured and has some resemblance
to random traffic.

• Bisection Ð Nodes are split into pairs at random and nodes
in a pair communicate with each other. This was proposed
by [34] as a means to estimate the bisection bandwidth of
interconnection networks.

• Torus 3d Ð A common communication pattern in scientific
applications where large matrices are split into tasks such
that each task only communicates with neighbouring tasks
having contiguous chunks of the matrices.

• Nbodies Ð Another typical scientific application where a
collection of particles (bodies) interact with each other to
model the evolution of physical phenomena (e.g. planets,
atoms, etc). Tasks are arranged in a virtual ring in which
each task starts a chain of messages that travel clockwise
across half of the ring.

• AllReduce Ð An optimised, binary implementation of the
AllReduce collective [28], widely used in parallel applications
from a range of domains.

• Mapreduce Ð This is a representative application from the
data center domain. First the master server scatters data to
the slave tasks, these communicate among themselves using
an all-to-all traffic pattern and finish with a gather phase to
send the results back to the master server.

• Torlocal ÐModels the traffic handled by a ToR switch within
a DC based on the analysis of the traffic captured in 10
DCs from different domains [2]. It considers the most local
traffic configuration, where 20% of the traffic is extra-rack, as
reported for CLD5 in [2]. We assume a 3:1 oversubscription
ratio so that 12 ports are connected to servers and the other
4 are uplinks connected to higher level switches.

• Torremote Ð Similar to ToR Local, but considering the most
remote traffic configuration shown in [2], with 90% of extra-
rack traffic, as observed in EDU1 of [2].

Table 2 summarises the number of flows and size for each work-
load. We include a visual representation of the workloads in Fig. 4.
The black arrows represent messages where a reception before a
send represents causality among messages. We note that instead of

Table 2: Number of flows per workload.

Workload # Flows Flow size (KB)
Bisection 16 1000

Randomapp 1000 1000
Torus 3d 1000 1000
AllReduce 64 1000
Nbodies 128 1000

Mapreduce 270 1000
Torlocal 1000 1000
Torremote 1000 1000
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Figure 5: Percentage of flows that suffer switch fabric contention.

a 3d Torus workload, we depict a 2d Torus which is similar with
one less dimension. In Nbodies, we depict the chain of messages
started by a single task. All the other tasks produce a similar chain
of messages which are not shown for the sake of clarity.

4.3 Experiment Process & Figures of Merit
In our experiments, we do 100 repetitions for each configuration,
each of them with a different random seed. Following the standard
practice for DCs and clusters, we assume the system scheduler mod-
els the system as a flat network and incorporates no locality infor-
mation, so tasks are distributed randomly across the network [9, 37].
We then gather the mean and standard deviations of the following
metrics:

• Percentage of flows suffering from switch fabric contention
as an indicator of how much can a workload benefit from
TDM.

• Normalised workload communication time to assess the im-
pact of TDM on applications performance.

• Maximum path-dependent ILoss to measure the impact of
TDM on the maximum laser power needed at the endpoints.

• Switching energy per bit, dissipated fromMZI usage, to show
the impact of TDM on the efficiency of the switch.

For our energy calculations, we consider an optimistic MZI tun-
ing policy which minimizes the static power consumption of in-
active MZIs. Our model only takes into account the MZIs that are
used for flow communication during each timeslot, assuming the
MZIs that are not used are off Ð i.e. that they draw no power. While
in reality some extra tuning power might be needed by unused
MZIs, the model is adequate for our purposes since it benefits CS: a
higher static power consumption translates to higher energy when
communication time is increased and, as we will see in section 5.2,

CS requires more time than TDM to perform the same communica-
tion. However, our evaluation in section 5.4 shows that even when
employing this methodology, TDM can maintain energy efficiency.

5 RESULTS & DISCUSSION
In our experiments, we first investigate the prevalence of switch
fabric contention when using blocking routing strategies with CS.
This serves as a motivation for the use of TDM because, as explained
before, a fine grain interleaving of flows is beneficial against this
pathological phenomenon. Secondly, we assess using the routing
strategies with TDM and compare the communication time against
the routing strategies with CS, to highlight the potential savings.
Thirdly, we examine the impact of flow segment size on communi-
cation time and discuss the consequences of using smaller sizes on
path computation constraints. Lastly, we evaluate whether using
TDM with the routing strategies increases critical-path Insertion
Loss and switching energy consumption. As the routing strategies
aim to provide energy efficiency by reducing these metrics, it is
essential that their benefits are not negated by augmenting the
strategies with TDM.

5.1 Switch Fabric Contention Occurrence
Here, we investigate what percentage of flows suffer from switch
fabric contention for the eight workloads using the routing algo-
rithms and CS, with the results depicted in Fig. 5.

Firstly, the most switch fabric contention is exhibited in the syn-
thetic randomapp workload (average of 19-23%). This is expected,
considering that there is no causality between the messages, which
in other workloads makes the workload’s flows more amenable to
the amount of path diversity offered by the switch (e.g. nbodies,
bisection). Interestingly, in randomapp, switch fabric contention is
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Figure 6: Normalised communication time for CS and TDM.

exhibited uniformly among the routing strategies, within one stan-
dard deviation; the random nature of the flow source/destinations
cannot be taken advantage of in terms of reducing switch fabric
contention by routing algorithms that are aimed at leveraging hard-
ware asymmetries. The same behaviour occurs with the torlocal
workload, since 80% of the traffic is similar to randomapp with 20%
assigned to the uplink.

The bisection workload also presents an interesting behaviour.
The percentage of flows suffering switch fabric contention, between
19-21% on average, is slightly lower than that of randomapp, but
with highly divergent behaviour for all routing algorithms. This is
attributed to two factors. Firstly, the rearrangeably-non-blocking
nature of CS in the Beneš network means that depending on the
ordering or the allocation of source/destination pairs, determined
by randomness, flows may or may not get blocked as they are
allocated paths sequentially. This aspect, coupled with the fact that
the number of flows in bisection is small (see table 2), means a
blocked flow has a pronounced effect on the total metric.

The torus 3d workload also suffers from significant switch fabric
contention in all examined cases (18-21% average). This is because
all nodes are communicating with their neighbours, which produces
a heavy load and increases the chances of switch fabric contention
appearing. Interestingly, it is the workload with the second highest
variability after bisection.

The allreduce, nbodies and mapreduce workloads all suffer from
medium amounts of switch fabric contention compared to the other
workloads, between 11-15% on average, with low divergence across
the routing algorithms. Interestingly, the switch fabric contention
profile of each routing algorithm is similar across the three work-
loads (within 1%), with the łm_b" and łm_x" algorithms exhibit-
ing the lowest switch fabric contention levels. However, these lev-
els are all within one standard deviation of each other, indicating

that switch fabric contention cannot be reduced using hardware-
inspired routing alone.

Lastly, the torremote workload exhibits very low levels of switch
fabric contention. This is expected, considering that 90% of flows
compete for access to the uplinks, thereby being blocked at the
receiver and consequently leading to low network saturation in the
switch. The remaining 10% can be accommodated for easily.

In summary, CSwith hardware-inspired routing in a Beneš-based
photonic ToR switch can indeed exhibit high levels of switch fabric
contention. As this can lead to unwanted delays in communication
time and an unfair use of resources, a TDMmethodology is justified
as there is margin for improvement by reducing the effects of switch
fabric contention. In the next section, we examine the impact of
TDM through flow segmentation on workload communication time.

5.2 Workload Communication Time
We continue by examining workload communication time for both
CS and TDM approaches, with a flow segment size of 100KB, por-
trayed in Fig. 6. The depicted communication time results are nor-
malized per workload against each workload’s communication time
using the rnd routing algorithm and CS, in order to highlight the
differences in runtime of the workloads under the two approaches.

The randomapp workload has average communication times be-
tween 1.248-1.254 ms for CS and 1.252-1.256 ms for TDM. Despite
the large amount of switch fabric contention when using CS, TDM
is unable to provide substantial changes in communication time
(<1%), and always within one standard deviation. As in this work-
load flow destinations are assigned randomly, there is significant
output contention, forcing flows to be blocked. Simply segmenting
the flows is unable to alleviate the effects of output contention,
leading to negligible impact on communication time from TDM.
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Figure 7: Normalized communication time for various flow segment sizes.

Considering the high prevalence of switch fabric contention in this
workload, a more nuanced selection of flow segments in TDM could
help reducing communication time. As this is out of the scope of
this paper, we leave the switch arbitration as future work.

The communication time of the bisection workload shows sub-
stantial decreases with TDM (24.8-26.4 𝜇s) compared to CS (29.6-
30.4 𝜇s). As this is a permutation workload, the flow segments are
interleaved gracefully, thereby avoiding the case of one large flow
being blocked, which causes the communication time to increase
in CS. This effect leads to substantial time savings between 12-17%.

The torus 3d workload also significantly benefits from TDM
(129.6-131.5 𝜇s) compared to CS (143.4-147.2 𝜇s). As this workload
experienced high levels of switch fabric contention using CS, the
more graceful interleaving of flows with TDM decreases flow wait-
ing time, leading to time decreases between 10-12% compared to
CS.

Allreduce also shows marked savings in communication time
with TDM (108.8-109.9 𝜇s) over CS (119.9-121.7 𝜇s) with savings
ranging between 10-11%. Again, this is due to the fact that TDM
spreads the waiting time among the flow segments, thereby de-
creasing the total waiting time.

Interestingly, the nbodies workload exhibits slightly smaller sav-
ings with TDM (218.4-229.6 𝜇s) against CS (234.4-242.4 𝜇s) than the
previous two workloads, despite the similar levels of switch fabric
contention shown previously. However, as explained in section 4.2,
the nbodiesworkload has a high level of causality between the tasks;
this lowers the benefits introduced by TDM by 1-4% compared to
the previous, high-contention workloads. Nevertheless, the savings
against the baseline range between 7-10% less communication time.

Surprisingly, TDM does not benefitmapreduce significantly, with
the communication times being reduced compared to CS by only
1-2%. In spite of the substantial level of switch fabric contention
seen with CS, this workload cannot benefit from flow interleav-
ing as much as other workloads, as flow segments exhibit output

contention, thereby being forced to wait and increasing the com-
munication time compared to other cases. Nevertheless, as is with
randomapp, this use-case shows that even under unfavourable work-
load conditions, TDM does not detriment communication time.

Expectedly, the torlocal workload does not benefit substantially
from TDM either, with reductions between 1-2% across the routing
algorithms. Like randomapp, this workload suffers from output con-
tention, leading to decreased benefits from TDM. Lastly, torremote
does not benefit either; this is a corner-case workload where, as
90% of flows are sent to the uplinks, they compete for the same
resources, something that flow interleaving cannot mitigate. Again,
this is expected behaviour.

In summary, inducing TDM by splitting the flows into smaller
segments can lead to communication time savings in the ToR switch
we examine here, which can be significant for workloads that can
take advantage of path diversity. However, for some cases with rela-
tively high switch fabric contention (e.g. randomapp or mapreduce),
a more complex methodology is needed to yield communication
time savings. Several alternatives are possible for this. One is to use
a more intelligent arbitration mechanism which shares resources in
a fairer way. Another is to attempt to select specific flow segments
for transmission that fill a permutation for a given TDM timeslot.
In any case, further research is needed to enhance the benefits of
TDM in the context of MZI-based switching fabrics.

5.3 Flow Segment Size
We continue by conducting a parameter sweep over a range of
flow segment sizes between 10KB and 500KB. Our aim is to dis-
cover the size which benefits communication time the most. As
discussed, a smaller flow segment helps to decrease communica-
tion time by allowing a finer-grain interleaving of flows; however,
having smaller segments means that the TDM timeslot becomes
smaller, leading to tighter constraints on reconfiguration time and
route solving. It is therefore important to discern how substantial
the communication time reductions are and whether they justify



ICS ’21, June 14ś17, 2021, Virtual Event, USA Kynigos et. al

6

8

10

12

14

In
se

rti
on

 L
os

s 
(d

B
)

randomapp bisection torlocal torremote

m_b m_bx m_x m_xb rnd

6

8

10

12

14

In
se

rti
on

 L
os

s 
(d

B
)

torus 3d

m_b m_bx m_x m_xb rnd

allreduce

m_b m_bx m_x m_xb rnd

nbodies

m_b m_bx m_x m_xb rnd

mapreduce

Maximum Insertion Loss

CS TDM-100KB

Figure 8: Worst-case exhibited ILoss for circuit-switching and TDM.

the additional constraints. We normalize the communication time
results per workload against each workload’s communication time
using the rnd routing algorithm and CS to highlight the benefits
and detriments of a TDM approach compared to CS. The results
are depicted in Fig. 7.

Firstly, it is interesting to note that as in section 5.2, TDM does
not benefit all workloads. The randomapp, torlocal, torremote and
mapreduce workloads all show negligible benefits from TDM with
very little variation as segment size is increased. Considering our
previous findings, this is expected behaviour; in these workloads,
flow segments attempt to access the same receiver simultaneously,
forcing them to be blocked. However, for the other four workloads
that do not exhibit this effect, there are significant variations in
communication time.

Under the bisection workload, communication time increases
very gradually as flow segment size increases up to 200KB (50KB,
for rnd), with the difference in time compared to 10KB segments
being atmost 5%. However, for larger segment sizes, communication
time increases more drastically, ultimately reducing the benefit of
TDM on communication time compared to CS. As bisection is a
permutation workload, ever larger flow segments spend ever longer
time intervals being blocked due to less graceful flow interleaving,
ultimately leading to the behaviour discussed with CS.

Allreduce shows similar behaviour, albeit slightly less pronounced.
The use of TDM reduces communication time by 11-13% up to a
segment size around 100KB. For larger segment sizes, communica-
tion time increases gradually, eventually leading to the behaviour
of CS.

The torus 3d workload also presents interesting behaviour. Com-
munication time shows a gradual increase with segment size up
to around 100KB, with the communication time for 100KB seg-
ments being within 1-2% of that for 10KB segments. Above this

size, communication time increases similarly to allreduce, with the
m_b strategy maintaining a ∼1% decrease in time relative to the
other algorithms.

The nbodies workload is also affected by increasing flow segment
size. Communication time remains relatively unaffected across the
routing algorithms until a size of 100KB, with variations being
within 1% of each other. The only exception is with segments of
50KB where for the łm_x" and łm_xb" routing strategies, commu-
nication time increases by 3%. However, for the two larger segment
sizes, the TDM approach is unable to provide much benefit, ulti-
mately leading to the behaviour seen with CS.

In summary, where TDM is impactful, increasing the flow seg-
ment size slightly increases communication time up to the inflection
point at around 50-200KB segment size. Sizes above that can lead
to unacceptable communication time increases. Also, choosing a
very large segment size can exacerbate unfair flow segmentation,
severely impacting the metric. Based on the above, a 10KB flow seg-
ment size is indeed the most impactful for reducing communication
time. However, as previously discussed, flow segment size deter-
mines the TDM timeslot, which in turn enforces constraints on the
routing algorithm. For example, a 10KB segment means a timeslot
of 0.156 ns at link aggregate speeds of 512 Gbps. Using segments
of between 50KB and 200KB size would increase the timeslot by
5-20× while only increasing communication time by 1-3%, allow-
ing for more complex routing algorithms. Therefore, TDM is most
impactful with flow segment sizes of around 100KB.

5.4 Insertion Loss & Switching Energy
We conclude the study by examining the maximum ILoss exhibited
by the flows traversing the network and the switching energy
consumption, presented in Figs. 8 and 9, respectively. As explained
previously, the objective of the routing strategies is to increase
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the energy efficiency of the switch. As such, it is important to
assess whether introducing TDM reduces energy efficiency, thereby
detracting from the benefits of the routing strategies. We therefore
investigate whether segmenting the flows to induce TDM adversely
affects either of the two metrics. We show measurements for CS
and TDM, using the 100KB segments previously shown to reduce
communication time. We note that in our experimental setup we
have also measured average ILoss. However, the average ILoss for
TDM and CS are almost identical, with discrepancies of at most 0.1
dB and within one standard deviation of each other. Therefore, we
refrain to include these results for the sake of brevity.

In terms of worst-case ILoss, depicted in Fig. 8, it is interesting
to note that where TDM is effective in reducing communication
time, it increases worst-case ILoss by a small margin (0.5-1 dB).
This is most prevalent in bisection under all routing conditions
and in allreduce, torus 3d, nbodies and mapreduce when using the
łm_b" or łm_xb" strategies. As TDM allows for flow segment in-
terleaving, segments are allocated a less ILoss-optimal path, i.e. a
path with one extra łbar" state or more waveguide crossings. This
leads to higher switching fabric saturation which is reflected in the
communication time reductions explained previously. Increases in
ILoss can increase the required laser power, therefore increasing
the energy cost. However, as seen previously, communication time
is decreased substantially relative to using CS. This presents an
interesting trade-off for laser power, where slightly more power
is required for less time. Additionally, the worst-case ILoss shown
here is the maximum incurred by flow segments. Compared to long
flows with CS, short flow segments incurring ILoss for a slightly
less ILoss-optimal path but for less time would arguably reduce the
overall energy footprint from the lasers. This is also reflected by
our results on average ILoss (not shown here) which, as explained,
are negligibly affected by the introduction of TDM.

Conversely, average bit-switching energy consumption is slightly
reduced for the workloads in which TDM is most impactful, be-
tween 1-4%. As TDM reduces communication times, MZIs are used
for less time under those workloads, thereby reducing the energy-
ber-bit. This is despite the fact that MZIs in the łbar" state consume
more energy. However, as the bit-switching energy consumption
reductions with TDM are within one standard deviation of the
energy in CS, we do not consider this effect to be significant.

In summary, where TDM is impactful, worst-case ILoss exhibited
by the flow segments is slightly increased by 0.5-1 dB whereas
energy consumption from switching remains virtually unaffected.

6 CONCLUSIONS
In this work, we have proposed for the first time a combination of
energy efficient routing with TDM as a control mechanism for a
recently fabricated 16×16 photonic Beneš switch fabric formed with
thermally-electrically tuned MZIs, deployed as a ToR switch. We
have evaluated our approach through simulation, employing eight
realistic and synthetic workloads from the DC and HPC domains.

We have investigated switch fabric contention between com-
munication flows when using a state-of-the-art approach (CS and
hardware-inspired routing), finding that switch fabric contention
occurs frequently for randomapp (19-23%), bisection (19-21%), torus
3d (18-21%) and torlocal (19-23%), with medium levels under allre-
duce, mapreduce and nbodies (11-15%).

We have evaluated the impact of our approach on communica-
tion time, finding that in some cases, it can reduce communication
time substantially, e.g. up to 17% for bisection and 10-15% for torus
3d and allreduce when using 100KB segments. We have conducted a
parameter sweep on flow segment size, finding that although com-
munication time is least with a 10KB size, the savings compared
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to sizes around 100KB are at most 3% and, therefore, do not justify
the stricter time constraints imposed on path computation.

Lastly, we have assessed the impact of TDM on worst-case path-
dependent insertion loss and bit-switching energy consumption
and found it to be small (0.5-1 dB increase and 1-4% decrease re-
spectively), if not slightly beneficial in the case of switching energy.
To our knowledge, this is the first simulation-driven evaluation of
TDM in photonic Beneš ToR switches based on a fabricated device.

This research work opens several new avenues for improving
the architecture of photonic switches that we leave as future work.
As discussed, we observe in our results that the way segments are
interleaved may have an impact on the performance of TDM and,
hence, we plan to investigate how different arbitration policies
may affect the behaviour of TDM. We also plan to implement the
switch controller in an FPGA, to determine further optimizations
to the switching mechanism. Lastly, as higher-radix photonic ToR
switches are highly desirable, we plan to assess the combination of
a TDM mechanism with a wavelength-dilation scheme as a means
to reduce crosstalk and therefore enable switch scalability.
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Understanding the Impact of Arbitration in
MZI-based Beneš Switching Fabrics

Javier Navaridas, Markos Kynigos, Jose A. Pascual, Mikel Luján, Jose Miguel-Alonso and John Goodacre

Abstract—Top-of-rack switches based on photonic switching fabrics will provide higher bandwidth and energy efficiency for
datacenters and high-performance systems than those employing traditional electronic crossbars. While recent works focus on
photonic devices, routing and switching capabilities, not enough attention has been dedicated to other practical deployment aspects.
As photonic fabrics are intrinsically bufferless, traffic is likely to be subject to contention and, thus, the order in which flows are served
has an impact on performance metrics. This is especially the case for rearrangeably non-blocking topologies, such as the Beneš
network. We analyse the impact of arbitration on the performance of such fabrics. Our study uses the experimental data from a recently
manufactured 16× 16 Beneš prototype using Mach-Zehnder Interferometers, but a similar impact can be expected from other
architectures. Our evaluation establishes the impact that arbitration policies have on the performance of photonics switches including
configurations with three routing algorithms, two switching methods, three ToR switch sizes and 9 representative workloads from the
DC and HPC domains. We evaluate five classic arbitration policies and, upon revealing the weaknesses of the round-robin policy,
propose two variants. We found that the effect of arbitration on raw throughput is negligible but, when considering realistic loads,
selecting an appropriate arbitration policy can improve communication time without sacrificing energy efficiency. Indeed, the
communication time can be reduced by between 10% and 30% by employing appropriate arbitration. Switching energy efficiency can
also be improved between 4% and 13%. Finally, insertion loss is barely affected, with differences below 2%.

Index Terms—Top-of-Rack Photonic Switches, Arbitration, Mach-Zehnder Interferometers, Performance Evaluation, Simulation.

✦

1 INTRODUCTION

S CALING datacenter (DC) and high-performance com-
puting (HPC) networks is a continuous challenge as

their communication demands continue to grow. All-optical
interconnection networks (ICNs) incorporating silicon pho-
tonics, hereafter referred to as Photonic ICNs, are a promising
approach for such large scale systems. Deploying pho-
tonic switching fabrics (PSFs) within HPC and DC network
switches could provide significant advantages compared
with standard electronic crossbars. Photonics technology
offers greater data density (approx one order of magnitude)
due to coarse- and dense-wavelength division multiplexing
(CWDM & DWDM), and can accommodate more band-
width per link. Photonic ICNs can also exhibit very low
propagation latency and relatively distance-independent
energy consumption [1]. These benefits, together with the
rapid advancement on the technology side suggest that pho-
tonic ICNs are approaching adoption. A significant step has
been the recent introduction of CMOS-compatible photonic
devices [2]. However, developing and deploying efficient
photonic ICNs is still challenging. Although some attempts
have been made, it is currently not possible to buffer light
in optical form for practical amounts of time [3]. This pre-
cludes the deployment of photonic packet-switching at the
transmission level in high-performance photonic network
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switches. Relying on electronic buffering requires extra
opto-electric and electro-optic conversions, which detracts
from the benefits of optical transmission. Also, the physical
characteristics of PSFs, especially insertion loss (hereafter
ILoss) and photonic crosstalk, can affect the required laser
power to a point where it negates the benefits of photonics.
To side step these effects and avoid excessive energy con-
sumption while maintaining low wiring complexity, buffer-
less PSFs based on Beneš networks with Mach-Zehnder
Interferometers (MZIs) [4], [5] are a promising technology
we use as a workbench in this paper. Such networks are
normally controlled either using circuit switching (CS) or
time-division multiplexing (TDM) [6], [7], [8].

A Beneš network is a rearrangeably non-blocking (RNB) re-
cursive topology, as seen in Fig. 1. It is widely used because,
among all RNB topologies, it requires the fewest 2-port
switches and switching stages necessary to connect 2k end-
points. These characteristics offer both reduced ILoss and
wiring complexity compared to other alternatives. When
using broadband photonic 2-port switching cells such as
Mach-Zehnder Interferometers (MZIs), Beneš PSFs become
particularly appealing as a low-loss, low hardware complex-
ity DWDM-enabled solution.

In contrast to electronic based Beneš networks, standard
switch control algorithms, such as the Looping Algorithm [9],
are unable to route network traffic in an energy efficient
manner in PSFs. Alternative PSF-focused switch control
algorithms [10], [11] can not completely eliminate fabric
contention. This phenomenon is illustrated in Fig. 2. Here,
the I0 → O1 and I3 → O2 transmissions have already
been assigned a path. However, if a I2 → O0 transmis-
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Fig. 1: (a) Schematic of a 2 × 2 EO/TO MZI switching ele-
ment. (b) An N ×N MZI Beneš PSF. (c) A high-performance
switch containing the FPGA-controlled PSF. (d) Deployed
ToR switch within a DC or HPC rack.

sion was requested next, it could not be served because
all possible paths (dotted lines) require resources that are
already-allocated (solid lines). Thus, the incoming transmis-
sion must wait until resources are freed or all established
connections need to be torn down and the switch fabric
reconfigured. Either way, incurring time and throughput
penalties. A similar phenomenon is output contention, where
several input ports want to send to the same output port but
only one of them can transmit at a time, so other ports are
consequently blocked.

The existence of either form of contention means that the
order in which input ports are serviced, i.e. PSF arbitration,
can have a significant impact on the overall performance as
exemplified by Fig. 3. It shows the arbitration of a 4-port
Beneš PSF. Time (µs) flows from left to right and input ports
can be transmitting (in grey), blocked (in red) or idle (blank).
With CS, if a short flow is blocked by long ones, it incurs a
significant latency penalty which is generally detrimental to
performance. With TDM, a fair interleaving of slots tends
to be advantageous because it ensures a balanced sharing of
network bandwidth among ports and, in turn, among traffic
flows. Based on the above and to the best of our knowledge,
while many works have investigated routing and switching
in Beneš PSF-enabled high-performance switches, arbitra-
tion has not been investigated.

To address this gap, this paper contributes the first compre-
hensive study of the impact of arbitration in MZI Beneš-
based PSFs (Section 5). In particular, we consider their
use within Top of Rack (ToR) switches (as per Fig. 1) and
carry out a simulation-based study using experimental data
from a recently manufactured 16 × 16 PSF chip. The study
employs 3 state-of-the-art routing algorithms, 2 switching
techniques, 9 workloads from the DC and HPC domains,
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Fig. 2: Fabric contention in a 4×4 Beneš network.
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(b) TDM: Adverse arbitration.
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(c) CS: Beneficial arbitration.
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(d) TDM: Beneficial arbitration.

Fig. 3: Examples of beneficial and adverse flow arbitration
in CS and TDM 4-port PSFs.

and 3 ToR switch sizes (Section 4). We investigate the use
of 5 classical arbitration policies. We identify the weak-
nesses for round robin, one of the most common arbi-
tration policies, and propose 2 new round robin variants:
accelerated round-robin (ARR) and multi-level round-robin
(MRR) (Section 3). With this setup, we can analyse the
interactions between routing, switching and arbitration in
Beneš PSF-enabled ToR switches. In particular we consider
four metrics: switch throughput, communication time, ILoss
and switching energy per bit. We find that switch through-
put under uniform traffic is barely affected by arbitration.
In contrast, with application traffic, appropriate arbitration
policies can yield communication time savings without sac-
rificing energy efficiency. In addition, we see that switching
and arbitration exhibit interrelated effects depending on the
workload. Routing and arbitration, on the other hand, can
be designed independently, as the impact of arbitration is
consistent across the examined routing algorithms. Finally,
we investigate switch size scalability and find that the
effect of arbitration is consistent across sizes; just increasing
slightly with the switch radix.

2 BACKGROUND

2.1 Opportunities for photonic switching

Silicon photonic switches are very appealing for their po-
tential to increase the energy efficiency of communication
within DCs and HPCs. PSFs are composed of multiple
active photonic devices employed as 2× 2 switch cells (e.g.,
MRRs or MZIs), which are tiled into switch matrices and
connected using passive photonic devices (waveguides and,
if necessary, waveguide crossings). PSFs can be deployed as
the switching core of high performance network switches.
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The photonics switch we examine is presented in Fig. 1
which shows (a) a thermally-electrically tuned MZI switch
cell, (b) the recursive Beneš topology in which the fabric is
organised, (c) the architecture of a photonic switch based on
the Beneš fabric and a controller FPGA and (d) a DC or HPC
rack employing a photonic ToR switch connecting to higher
ICN tiers. In particular, this architecture is formed using
broadband MZIs which, due to their operating principles,
are able to switch multiple wavelengths simultaneously at
ns time and without being affected by the data rate carried
by individual wavelengths. This latter characteristic is called
bandwidth transparency (BWT). The BWT of MZI-based PSFs
can be leveraged to adopt DWDM links. This reduces the in-
dividual data rate per wavelength but increases signal qual-
ity and energy efficiency while maintaining high aggregate
data rates. Note that DWDM comes at the expense of more
complex photonic transceivers. BWT in photonic switches
affords another advantage; photonic switches can more
easily accommodate future data rates, as their performance
is less dependent on per-wavelength data rates or number
of wavelengths. In contrast, electronic switches must either
be upgraded at every data rate generation to support new
transceivers, or transceivers must remain constrained by
legacy capabilities. Therefore, employing photonic switches
based on PSFs can allow infrastructure investment to be
amortised over a longer term.

2.2 Comparison with electronic switches

Modern DC and HPC deployments currently rely on elec-
tronic packet switches (Infiniband or Ethernet), with op-
tical communication being relegated to inter-switch trans-
mission. There exists a large variety of commercial DC
switches, featuring various radices, switching capacities and
form factors; but they tend to be extremely power hungry.
To illustrate this and to estimate the impact on energy
consumption, Table 1 compares a number of popular ToR
switches from Aruba, NVIDIA-Mellanox, Arista, Huawei
and CISCO. We include the radix, maximum per-port data
rate, maximum capacity at that data rate and the estimated
peak power dissipation. Based on the peak power dissi-
pation and switching capacity, we estimate the switching
energy per bit. In this way, we can illustrate the impact of
the switching technology on power consumption, isolated
from the link transmission technology. We consider peak
power dissipation without optics for fair comparison; where
this is not reported, we subtract radix∗optics wattage from
the reported peak power, assuming 20W optics for 400Gb/s,
4.5W for 100Gb/s and 2.5W for 40Gb/s links.

Based on these estimates, switching energy efficiency in
commodity electronic switches ranges between 42 and 330
pJ/bit. The most energy efficient and highest bandwidth
switch is the MQM9700 by NVIDIA-Mellanox, with 42.4
pJ/bit and 400Gb/s links. However, it comes with a power
envelope of approx. 1KW. With hundreds of switches be-
ing employed in modern large-scale DCs, the total power
footprint of the network increases dramatically.

In contrast, we estimate the switching energy for PSF
switches extrapolating from the MZI-based 16× 16 switch-
ing fabric characterised in [4]. Such PSF switches would ex-

hibit a very small switching power envelope (between 1.2W
and 7.3W for 16 to 64 endpoints). To this we would need
to add a network controller, which can be implemented in a
Virtex-7 FPGA. Considering the power budgets reported for
such devices in [20] we take a pessimistic power envelope
of 20W. We assume a deployment scenario with different
switch radices (512Gb/s links with 32 wavelengths), as well
as a comparative scenario assuming 64 ports and 400Gb/s
links similar to the MQM9700. Switches with these char-
acteristics will feature energy per bit figures of between
0.8 and 2.6 pJ/bit. Clearly, the peak switching power and
switching energy per bit can be potentially reduced by 1-2
orders of magnitude by adopting PSF switches. This can be
highly compelling for photonic ICNs, as their adoption can
potentially reduce the total cost of ownership or increase the
power budget for other components such as CPUs, I/O, etc.

2.3 MZI-based photonic switching fabrics

MZIs are commonly selected for their ability to exhibit
switching behaviour across contiguous segments of the
transmission spectrum, which enables BWT. MZIs are in-
terferometric structures composed of two waveguide arms,
connected on either side by 2 × 2 3dB couplers or MMI
couplers. Light entering the MZI from either input port is
split into the two arms. A controllable phase difference is
induced by thermal or electrical tuning to define the MZI
state, which can be either “cross” or “bar”. Based on the
phase difference, the light from the two arms construc-
tively, or destructively, interferes inside the second coupler.
Thus, the light outputs via the top or bottom port. Tuning
principle, tuning application and MZI structure affect the
characteristics of a device: switching speed, ILoss, extinction
ratio (ER), broadband nature and footprint. These in turn,
affect the capabilities and achievable size of the PSF.

Tuning principle — The thermo-optic or the electro-optic
effect are used for MZI tuning. In the former, a heating
element changes the refractive index of the material to
induce phase change; this provides low ILoss and a high
extinction ratio to the MZI, reducing the attenuation and
leakages which lead to photonic crosstalk. Thermo-optic
tuning, however, happens at the µs scale, which is too
slow for many applications in high-performance switching
(e.g., TDM). Electro-optic tuning takes a few ns , but as
described by the Kramers-Kronig equations [21], this leads
to free-carrier absorption (FCA). Such absorption increases
ILoss and reduces the ER. As stated by Lee et al. [5], ILoss
can be mitigated through amplification, but crosstalk can
not. Crosstalk is most detrimental when two interfering
light-beams are coherent. The power penalty from coherent
crosstalk can limit Beneš PSF scalability.

Tuning application — Tuning can be induced on either one
or both MZI arms; the former is referred to as single-ended
tuning, the latter as push-pull [22]. In single-ended tuning,
the tuning mechanism on one arm must provide the entire π
phase shift relative to the light traversing the other MZI arm.
In TO tuning this increases the size of the heating element
and, in EO tuning, this increases FCA, decreasing ER. Push-
pull tuning mitigates this, as both MZI arms provide a π/2
phase shift, leading to decreased crosstalk penalties with EO
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TABLE 1: Power and energy consumption of commercial electronic switches vs prototypical photonic switches.

Device Model Switch Radix Data Rate Switching Capacity Power Dissipation Switching Energy

CISCO Nexus 3636C-R [12] 36 ports 100 Gb/s 3.6 Tb/s 1,179 Watt 327.5 pJ/bit
Aruba CX 8320 [13] 32 ports 40 Gb/s 1.3 Tb/s 230 Watt 179.7 pJ/bit
Aruba CX 8325 [14] 32 ports 100 Gb/s 3.2 Tb/s 406 Watt 126.9 pJ/bit
CISCO Nexus 3464C [15] 64 ports 100 Gb/s 6.4 Tb/s 712 Watt 111.3 pJ/bit
Huawei CloudEngine 9860 [16] 128 ports 100 Gb/s 12.8 Tb/s 1,051 Watt 82.1 pJ/bit
Arista 7368X4 Series [17] 32 ports 400 Gb/s 12.8 Tb/s 966 Watt 75.5 pJ/bit
NVIDIA MQM9700 [18] 64 ports 400 Gb/s 25.6 Tb/s 1,084 Watt 42.3 pJ/bit
NVIDIA SN2700 [19] 32 ports 100 Gb/s 3.2 Tb/s 135 Watt 42.2 pJ/bit

MZI PSF Switch 16 ports 512 Gb/s 8.2 Tb/s 21.2 Watt 2.6 pJ/bit
32 ports 512 Gb/s 16.4 Tb/s 23.0 Watt 1.4 pJ/bit
64 ports 512 Gb/s 32.8 Tb/s 27.3 Watt 0.8 pJ/bit
64 ports 400 Gb/s 25.6 Tb/s 27.3 Watt 1.1 pJ/bit

tuning. If only TO-tuning is used, it both calibrates the MZI
to either state and switches to the complement state. If only
EO-tuning is used, the device is initially in the quadrature
state, and tuning induces either MZI state. If both tuning
options are used, TO-tuning is responsible for calibrating
the MZI to either state, and EO-tuning is used to switch.

MZI structure — Most MZI proposals entail an equal arm
length and the previously described structure, relying on
tuning to calibrate the MZI. Nested MZI switches have
also been proposed to reduce the crosstalk in PSFs [23].
These have an increased footprint, higher complexity and
a smaller tuning spectral region, but a higher ER leading
to less crosstalk. Using these, BWT and DWDM can be
achieved by adopting a smaller channel spacing; e.g., 50GHz
instead of the 100GHz spacing we assume in this work [24].
Tri-state MZIs have also been proposed [25]. These include
a third state to decrease the overall crosstalk power penalty
of PSFs, and can lead to practical larger PSF sizes.

MZI-based PSFs — Various proposals for MZI-based PSFs
have been produced recently, targeting different levels of
the ICN. Li et al. [26] and more recently Cheng et al. [27]
provide comprehensive reviews of silicon photonics for DC
interconnects. A large number of the reviewed papers con-
siders Beneš-based switch fabrics with MZIs. MZI-based ap-
proaches have also been formulated for the on-chip domain,
e.g. [28], [29]. More specifically, MZI-based PSFs organised
in either the Beneš or dilated-Beneš topologies have been
demonstrated recently [30], [31], [32], [33]. The PSF sizes ob-
served in the literature have progressively increased up to 32
ports, by addressing many technological and manufacturing
challenges associated with increasing switch radix.

Based on this trend, BWT-capable, 64× 64 Beneš PSFs with
ns−switching and adequately low crosstalk could appear
in a not too far future. Thus, we extend our simulations to
64 × 64 PSFs. Nonetheless, many challenges, such as pro-
viding optimal arbitration and routing algorithms, must be
resolved before production deployments can occur. Indeed,
while photonic ICN systems have recently been the subject
of intensive investigation (e.g., [34], [35], [36], [37], [38],
[39]), research on the deployment and practical application
of MZI-based switching fabrics is scarce, especially for archi-
tectural aspects, such as routing, switching or arbitration.

2.4 Trends in photonic architectures

Recently, the topic of exploiting hardware asymmetries in
photonic architectures through routing has gained traction
in the community. Cheng et al. [10] propose a path mapping
strategy for 8-port Beneš fabrics which evaluates all poten-
tial states for a permutation and selects the most effective
one. Although it is an interesting approach, their brute-
force design quickly becomes intractable as the number
of ports scales up. Yuen and Chen [40] propose a homol-
ogous methodology for exploiting hardware asymmetries.
However, they focus on micro ring resonators (MRR) based
photonic ICNs instead of MZI-based ICNs, and their pro-
posal does not account for waveguide crossings. Similarly,
Kynigos et al. [11] propose a collection of routing algo-
rithms which leverage the underlying hardware constraints
of MZI-based Beneš PSFs. Yao and Ye [41] propose several
routing algorithms, including loss-aware adaptive routing,
a priority-based algorithm and a Q-learning-based heuristic
routing. The general objective of all these algorithms is to
allocate paths that incur the least amount of ILoss from
waveguide crossings, and/or MRR/MZI traversal.

In terms of switching methods, optical technologies tend
to use a combination of space-division multiplexing (SDM),
TDM and/or WDM in order to maximise throughput and
to use bandwidth more effectively. A survey of different
approaches can be found in [42]. We highlight several works
whose characteristics render them interesting candidates for
both HPC and DC use cases. Yang et al. describe the Data
Vortex optical ICN which uses TDM/WDM switching [43].
Yan et al. [44] propose an optical ICN using SDM/TDM
for intra-DC and WDM for inter-DC traffic. They employ
FPGA-based ToR switches that send traffic either through
slotted-TDM/Ethernet or optical bandwidth variable trans-
mitters (BVTs). Saleh et al. [45] introduce a MRR-based
elastic crossbar switch augmented with TDM. Kynigos et
al. [8] propose leveraging TDM switching, which provides
execution time reductions while maintaining low ILoss.
None of these works, however, takes into consideration the
effects that arbitration may have in the use of resources.

In fact, we should remark that the research on arbitration
for photonics is scarce and limited to the optical network-
on-chip (ONoC) domain. Werner et al. [46] propose a
mixed WDM-TDM approach for bus-based ONoCS based
on MRRs, incorporating an ad-hoc arbitration scheme to
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maximise bandwidth utilisation. Hendry et al. [47] use mesh
switches based on broadband nanophotonic MRRs that,
when coupled with an arbitration scheme for TDM, show
efficiency gains over both circuit-switched ONoCs and elec-
tronic equivalents. This highlights the novel contributions of
our research which focuses on a different photonic technol-
ogy (MZIs) applied at a different system level (ToR switch)
and with rather different topological constraints (a Beneš
network). Note that while we base our analysis on MZI-
based Beneš PSFs which have been thoroughly investigated
by the community, the impact of arbitration would still be
present for many topologies and device types, and could be
applicable to other forms of PSFs.

3 ARBITRATION

We now describe the technology and the switch architecture
our research is focused on, and also the arbitration policies
that we consider in our study. As explained above, when the
PSF state is set up incrementally, the order in which connec-
tions are allocated may lead to some of them being blocked,
causing contention. As highlighted in Fig. 3, blocking in-
creases the total communication time of a workload, thus
arbitration can impact communication time significantly.

3.1 Switch design

As a test bench for the effects of arbitration, we consider in
our study a ToR switch based on the 16×16 photonic switch
demonstrated in [4]. From it, we extrapolate to 32×32 and
64×64 switches to investigate the scalability of the arbitra-
tion policies and their applicability to future designs. We
assume a deployment scenario where these devices operate
as ToR switches connected to both servers and the higher
tier of the IC. We consider WDM transmission with 32λ
working at 16Gb/s data rate using an On-Off Keying (OOK)
scheme [48]. This yields a 512Gb/s aggregate bandwidth per
port, with endpoints modulating on all λ simultaneously.

The modelled MZIs require TO tuning to reach the cross state
and additional EO tuning to reach the bar state. With EO
tuning, which takes a few ns, and all MZIs being switched
simultaneously, the switch fabric reconfiguration time be-
comes relatively short and the bandwidth and latency over-
heads are adequate for both CS and TDM switching.

We consider a centralised controller for the switch fabric,
e.g., an FPGA or an ASIC. During boot-up the controller
generates and stores pre-computed paths for the source-
destination pairs. At run time, the fabric state is built in-
crementally, serving communication requests sequentially
in the order specified by the arbitration policy. For each
request it will allocate one of the pre-computed paths as
directed by the routing algorithm. If no path is available,
the controller blocks the input port. Given that the Beneš
network is rearrangeably non-blocking and offers a relatively
high path diversity of N/2 (for N ports), most routing
algorithms should maintain a sufficiently low level of switch
contention. However, when servicing full permutations or if
output contention arises, blocking can still occur. Thus, the
order in which ports are serviced has a substantial effect on
both the availability of paths and the characteristics of the

allocated path. For instance, the first request to be serviced
is able to select among all possible paths, whereas the last
ones are very likely to be blocked, and even if they are not,
the number of paths to select from is reduced.

3.2 Arbitration policies

Our experiments consider the following arbitration policies:

First-in, First-out (FIFO) — The ports are serviced in the
order in which requests are received.

Least recently used (LRU) — The priority of the ports
increases over time, so lower priority is given to the inputs
that have been serviced more recently.

Least frequently used (LFU) — The inputs that have trans-
mitted the least traffic have the highest priority so that a
balanced use of all ports is maintained.

Random (RND) — Ports are serviced in random order,
without following any priority scheme, which is expected
to ensure a fair utilization of resources [49], [50]. As we will
see below, this is not the case for the PSFs under study.

Round-robin (RR) — Ports are serviced sequentially start-
ing from an index value. At each round of arbitration the
index is incremented by one. As will be shown later, this
indexing mechanism is not very effective in the context of
PSFs, so two new RR variants are proposed below.

Accelerated round-robin (ARR) — A modification to RR.
Instead of increasing the index by one, ARR updates it to
the first blocked port in the round that requested a path.
This way, the next round it will have the highest priority
and, thus, will be able to transmit. Ideally, this policy
should minimize the number of consecutive rounds a port
is blocked.

Multi-level round-robin (MRR) — Another modification to
RR. In this case, we split the switch into 4 consecutive sets of
ports, each of them with their own index, plus an extra index
for selecting a set. Each round increments the set index, plus
the index of the selected set. Hence, we ensure port priority
is interleaved across the PSF, obtaining a better spread of
input ports than in the baseline RR.

4 EXPERIMENTAL METHODOLOGY

This section discusses our experimental methodology. It
describes the simulated models, the network architecture
and workloads, and explains how results are presented.

4.1 Simulation model and workloads

We use INRFlow [51], an open source, light-footprint, highly
scalable, flow-level network simulator which we have ex-
tended to support PSFs1. In particular, we evaluate two
switching methods: CS, where flows reserve a path and
use it to send all the required data, and TDM, where flows
are segmented into slices corresponding to timeslots of a
predefined size [42], [43], [44], [45]. In general a shorter
timeslot provides better flow interleaving and lower internal

1. Available at:https://gitlab.com/ExaNeSt/phinrflow
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fragmentation, but requires a more frequent reconfigura-
tion of the switch fabric which imposes some delay and
throughput penalties. For simplicity, we consider a 100KB
slice size (≈ 1.5µs timeslot length), which was found to be
a reasonable compromise for the available bandwidth and
the tuning delay [8]. As it is common practice in DCs [52],
we assume an oversubscription of 3:1 at the ToR level. As
an example, a 16×16 switch will have 12 ports connected to
servers and 4 uplinks connected to higher levels of the ICN.

Endpoints are modelled as traffic producer/consumer
nodes following the dynamics defined by a range of work-
loads based on representative HPC and DC applications and
well-known benchmarks. These workloads include causal-
ity among flows, so most applications go through phases of
high and low network pressure. Unless otherwise stated,
workloads send 5,000 flows and all flows are 1MB long.
In the descriptions, N represents the number of tasks of
a given workload, which in our experiments is the same as
the switch radix. We consider the following workloads:

All2All (AA) — This is a typical collective operation in
HPC applications and also representative of DC traffic, as
it constitutes the core of MapReduce. Tasks communicate
among themselves sending flows to all other tasks. Thus,
the total number of flows is N · (N − 1).

AllReduce (AR) — An optimised, binary implementation
of the AllReduce collective [53], widely used in parallel
applications from a range of domains. This workload sends
a total of N · logN flows.

Bisection (BI) — Tasks perform pair-wise communications
swapping pairs randomly every round. This benchmark was
introduced in [54] to estimate bisection bandwidth.

HotRegion (HR) — A classic networking benchmark where
traffic is generated at random, but non-uniformly: 25% of
the traffic goes to the hot region, which comprises 12.5% of
the output ports; the rest of the traffic is sent uniformly
at random. This creates an unbalanced use of network
resources which intensifies output contention.

NBodies (NB) — A typical scientific pattern, where a col-
lection of bodies (e.g., planets, subatomic particles, etc.)
interact with each other to model the evolution of physical
phenomena. Tasks are arranged in a virtual ring and each
task starts a chain of messages that travel clockwise across
half of the ring [55]. This results in a total of N2/2 flows.

RandomApp (RA) — Selects the source and destination uni-
formly at random. This is a typical networking benchmark
which is used to stress the IC. According to [56], the traffic
mix run on a typical DC is unstructured and essentially
random in nature.

Shift (SH) — In this workload, tasks send messages to des-
tinations at a given stride, t. The destination, D, is calculated
as a function of the source, S: D = (S + t) mod N . This is
akin to the adversarial traffic proposed in [57].

TorLocal (TL) — This workload models the traffic handled
by a ToR switch within a DC. It is based on the analysis
of the actual traffic captured in 10 DCs from different

domains [58]. TL considers most traffic as local, while 20%
of the traffic is extra-rack, as reported for the CLD5 system.

TorRemote (TR) — This workload is similar to TorLocal, but
uses the configuration with the highest proportion of remote
traffic. In TR, 90% of the traffic is extra-rack, as observed in
the EDU1 system of [58].

In the discussions below, we classify these workloads into
two distinct categories: in Regular workloads, all tasks
progress at a similar pace, with homogeneous communi-
cation phases of fixed size. Thus, the critical path of all tasks
is similar. AA, AR, BI, NB and SH belong to this category.
In contrast, in Irregular workloads, each task progresses at
a different pace, dictated by traffic causality. In this case,
communication phases are different for each task and their
critical paths differ substantially. HR, RA, TL and TR belong
to the irregular category.

Following the standard practice for DCs and clusters, we
assume that the system scheduler models the system as a
flat network with no locality information. Tasks are therefore
distributed randomly across the network [59], [60].

4.2 Routing algorithms
To assess the impact of arbitration on routing, we consider
three routing schemes. We use random path as our baseline
and also two routing algorithms which exploit underlying
hardware asymmetries to minimise ILoss (from [11]).

Minimise Bar States (mb) — Prioritises the paths with the
least MZIs in Bar state, since this is the state with higher
ILoss and power consumption.

Minimise Crossings (mx) — Since waveguide crossings is
another substantial contributor to ILoss, this routing selects
the path with the minimum number of them.

Random Path (rnd) — Selects a path randomly, without
taking into account any characteristic of the path.

Note that these routing algorithms are of quite different na-
ture. The former two have different objectives and consider
different aspects of the underlying architecture, while the
later one is completely agnostic of the PSF architecture.

4.3 Methodology
We simulate different system configurations consisting of
workload, arbitration policy, routing, switching method
and network size. Table 2 shows the photonic component
simulation parameters. We simulate each configuration 100
times with different random seeds, and gather the mean and
standard deviations of the following performance metrics.

Aggregated bandwidth with uniform traffic at full load to
measure the effect of arbitration on switch throughput.

Maximum ILoss used to estimate the impact of arbitration
policies on laser power.

Communication time to assess the impact of arbitration
policies on the execution speed of the workloads.

Switching energy per bit – we measure the total energy
consumed for MZI tuning and divide it by the total amount
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of traffic traversing the switch. This metric is used to show
the impact of arbitration policies on energy efficiency.

Given the large number of experiments, our analysis only
shows a subset of representative results. The complete set
of results is available through an OSF repository2. To make
comparisons easier, and to isolate the effects of the arbi-
tration policies from other aspects of the architecture, we
normalise all results to the arbitration policy producing the
best result. This way, the best policy has a 1, and it is
easy to see the degradation suffered with other policies.
For example, if a policy obtains a result of 1.1, it means
it requires 10% more time or energy than the best result.

The plots include 95% confidence intervals to capture the
variability exhibited by the different configurations. For
clarity, the arbitration policies that are based on priorities are
coloured in different shades of red, the ones based on round-
robin are coloured in shades of blue, and the random policy
that follows none of these approaches is coloured grey.

5 ANALYSIS OF EXPERIMENTS

Focusing on the effects of arbitration and their interrelation
with other aspects of photonic switch architectures, we
discuss the results of our experimental work. We start by
analysing the impact that switch arbitration has on the raw
throughput of a switch. Then, we move to experimenting
with realistic workloads to provide a deeper understanding
of the relation between applications and the various aspects
of the switch architecture: routing algorithms, switch radix
and switching methods.

5.1 Insertion Loss
We begin by examining the effects of arbitration on max.
ILoss. Max. ILoss, i.e. the critical path ILoss in the worst
exhibited configuration of the PSF, indicates an upper bound
in required laser power. The impact of arbitration on max.
ILoss is therefore critical to assess, since any increase in-
duced by arbitration policies would detract from the energy
efficiency of the PSF. Fig. 4 depicts the maximum ILoss
results for all combinations of routing strategy, arbitration
policy, and radix. We only show the results under the bisec-
tion workload using CS, which exposes the network to full-
saturation conditions. Under these conditions, the impact
on max. ILoss is most pronounced, thereby serving as an
upper-bound for the workloads considered in this paper.
The results show that the impact of arbitration on max.
ILoss is negligible, with variations in the metric between
arbitration policies well below 1% for all routing strategies
and for all radices. In comparison, in previous analyses
we found the impact of routing on this metric is usually
in the range 10-30% [11]. Furthermore, we can see that
the performance of the arbitration policies regarding max.
ILoss is highly consistent, as indicated by the very small
confidence intervals. The lack of significant variability in the
metric indicates that arbitration alone does not lead to the
PSF state being set up in less ILoss-optimal configurations.

All these results show that the benefits of arbitration in other
examined metrics do not come at the expense of higher max.

2. Available at: https://osf.io/285d4/?view only=60d0d30da13e4948a90350b215ac4490

TABLE 2: Simulation parameters.

Component ILoss

Bar MZI 1.4 dB
Cross MZI 0.4 dB

Wg. Crossing 0.05 dB
Wg. Propag. 1.18 dB/cm

(a) Insertion Loss.

Tuning Type Power Cons.

Thermal 0-26 mW
Mean, STD 15.725, 6.608

Electrical 3.28-5.88 mW
Mean, STD 5.166, 0.428

(b) Power consumption.
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Fig. 4: Critical path ILoss for different configurations –
Routing Algorithms

ILoss or laser power. Furthermore, they suggest that there is
no dependency on 2 × 2 switching cell type, meaning that
they can be applicable when employing any of the switching
cell types discussed in Section 2.3. Lastly, we note that the
impact of arbitration on max. ILoss is similarly negligible
for all other considered workloads, whose results are not
shown for the sake of brevity.

5.2 Aggregated Bandwidth

We move now to investigate the impact that arbitration
policies may have on the throughput of photonic switches.
In these experiments traffic is generated at maximum load
and fabric contention is the only limiting factor. Fig. 5 shows
the aggregated bandwidth under uniform traffic supported
by the different configurations under study, using CS. As
expected, the maximum throughput grows linearly with
switch radix: duplicating the number of ports increases the
aggregated bandwidth approximately by a factor of two.

Furthermore, for a given radix, we observe very small dif-
ferences with respect to the routing or arbitration employed.
Routing-wise, the differences are negligible, within a 1%.
Regarding arbitration, the differences are slightly more sig-
nificant, but still insubstantial. In particular, switches using
policies based on round-robin saturate at a scarcely higher
load. The reason for this improvement is a small reduction
of switch fabric contention, which suggests that serving
ports sequentially might be beneficial.

However, these throughput results only consider uniform
traffic, without any concern about the way traffic is gener-
ated by real applications. As explained in [8], contention,
which is affected by both routing algorithm and arbitration
policy, varies depending on the application traffic distribu-
tion. The performance of applications with different traffic
distributions and causal chains can therefore be affected
by arbitration. For this reason, it is essential to carry out
a deeper analysis where dependencies between tasks of
applications are considered.
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(a) Random Path routing
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(b) Min. Bar States routing
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(c) Min. Crossings routing

Fig. 5: Aggregated switch bandwidth with uniform traffic.
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Fig. 6: Normalised communication time for different configurations — Routing algorithms.
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Fig. 7: Normalised energy-per-bit for different configurations — Routing algorithms.

5.3 Interaction with Routing

We continue by investigating the interactions between rout-
ing algorithms and arbitration policies. Fig. 6 shows the
communication time with a 16-port switch using CS and
the three routing algorithms. The first thing we notice
is that the differences between arbitration policies can be
substantial, up to around 30%. This is in stark contrast to
the minute differences in terms of aggregated bandwidth
studied above and illustrates the need for deeper analysis
using application traffic.

In general, the potential benefits of arbitration vary accord-
ing to the workload. They are the highest for All2All and
AllReduce, where all endpoints transmit exactly the same
volume of data and, therefore, a fair way of sharing the net-
work bandwidth is beneficial. In addition, AllReduce is one
of the workloads with the highest level of causality between
flows. This means that any delay suffered by one flow is
transmitted to the other flows within the causality chain. In
contrast, the irregular workloads (HotRegion, RandomApp,
TorLocal, TorRemote) are the ones where lower differences
can be observed. This is because the critical path of all tasks
is different and the algorithms we are investigating are not
capable of detecting and optimising this. For instance, if a
task needs to send twice as much traffic as the others, having
twice as much bandwidth allocated would be the ideal to
ensure it advances at the same pace.

HotRegion and TorRemote are of particular interest as their
resource usage is highly unbalanced, sending a dispropor-

tionate amount of traffic to the hot region and the uplink
ports, respectively. This means that fair arbitration could be
counterproductive, as traffic addressed to these bottlenecks
may be blocked by traffic directed to other areas. Although
some of the arbitration policies investigated here are capable
of achieving some small benefits for unbalanced scenarios,
there seems to be room for further improvement through
specific arbitration techniques based, for instance, on learn-
ing the critical paths of applications or giving priority to
traffic going to the most heavily loaded areas.

With respect to the relative performance of arbitration poli-
cies, LFU generally supports the fastest execution, some-
times with wide margins of over 25%. This is reasonable
since it provides the fairest sharing of resources which
can be highly beneficial for regular workloads. As an ex-
ample, Fig. 8a shows the timeline of execution of LRU,
where transmission slots are distributed fairly among tasks.
With irregular workloads, however, providing fair use of
resources is far from the best strategy and LFU produces the
worst results.

Regarding the round-robin based policies, we can see that
the standard RR does not perform very well. The reason is
that, by increasing the index one at a time, short periods
of starvation occur. For example, on a 16-port switch, if
the index is 0, port 15 will be the last to be serviced, so
it is very likely to be blocked. The next round, the index
will be 1 and port 15 will be the penultimate port to be
serviced, and still likely to be blocked. The probability of
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Fig. 8: Timeline of All2All using rnd routing. Time (µs) flows from left to right. Grey: transmitting. Red: blocked.
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Fig. 9: Normalized communication time for different configurations — Switch radix.
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Fig. 10: Normalized energy-per-bit for different configurations — Switch radix.

being allocated a path increases in every arbitration round,
but it remains small for a few more rounds of arbitration
(notice the diagonal red stripe in Fig. 8b, where most tasks
are blocked for many consecutive rounds). ARR and MRR,
reduce this effect by providing faster shuffling of the index,
which in turn leads to a more efficient interleaving of flows.
ARR provides the best results among the RR variants and
is, indeed, the best policy for irregular workloads.

Finally, while RND is known to provide fair bandwidth
sharing, it is actually one of the worst performing policies.
This occurs because RND provides fairness in the long-run,
but not in the short term. This is similar to what occurs with
RR and has a negative impact on the overall performance.
As port order is chosen at random, it is likely that there are
one or multiple ports that, by chance, get serviced among
the last ones in several consecutive rounds of arbitration.
Therefore, it is very unlikely that they are allocated a path,
which effectively means they are suffering from starvation.
See Fig. 8c, where ports 15, 11 and 7 have very high blocking
ratios (46.4%, 40% and 37.5%, respectively). In contrast, port
8 is the luckiest and is only blocked 6% of the time.

Moving on to energy efficiency, we have summarised the
energy-per-bit results in Fig. 7. There, we can see that the
impact of arbitration on energy efficiency is less substantial
than it was on communication time, but still significant with
the largest differences being around 10%. It is also noticeable
that there is a general correlation between communication
time and energy-efficiency results. This is reasonable be-
cause time is one of the components of energy. There are

some exceptions to that correspondence: for Bisection and
Shift and, to a lesser extent, Nbodies, the relation between
energy and communication time is magnified when com-
pared with other workloads. These anomalies would require
further investigation but, for this paper, it suffices to note
that they happen in all routing schemes. If we focus on the
arbitration policies we can see that ARR provides the lowest
energy consumption, suggesting that it is a good candidate
when reducing energy consumption is critical.

Finally, it is also worth mentioning that the results for all
routing algorithms are very similar; no matter what routing
was used, the workloads that benefit the most from arbitra-
tion are the same, and the benefits obtained are analogous.
This similarity is somewhat unexpected, as all the tested
routing algorithms are rather different in nature. However,
this is a beneficial feature for the design and implementation
of Beneš photonic switches, as it suggests that flow rout-
ing and port arbitration can be engineered independently.
For the sake of brevity, the remaining subsections will
concentrate on random path since it features the smallest
variability, i.e., it has the tightest confidence intervals.

5.4 Scalability
We now discuss how the performance of the arbitration
policies scales with switch radix. Fig. 9 and 10 show the
results for communication time and energy-efficiency, re-
spectively, for the investigated switch radices (16, 32 and
64 ports). As explained above, we only present the results
for random path but other routing algorithms demonstrate
similar behaviour.
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Fig. 11: Normalised communication time for different configurations — Switching methods.
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Fig. 12: Normalised energy-per-bit for different configurations — Switching methods.

Firstly, the results remain relatively consistent across dif-
ferent switch fabric scales. We found that as the number
of ports increases, the observed differences in performance
across arbitration policies increase slightly but, overall, the
relative merit of each policy is similar for all tested radices.
This was expected because the general structure of the
workloads is maintained regardless of the number of com-
municating tasks.

We can find some differences in performance when compar-
ing ARR vs. MRR arbitration. With 16 ports, ARR was able
to significantly outperform MRR in terms of communication
time. However, as we increase the number of ports, differ-
ences in communication times become insignificant. Energy-
wise, ARR keeps being the most efficient policy.

Performance metrics also vary with radix in some configu-
rations with the NBodies workload; communication times
with MRR get significant improvements from 16 ports to
32, which remain when scaling further to 64 ports. The
reason for this is that the causality inherent to the work-
load increases with the number of communicating nodes.
This translates into longer dependency chains among flows
which, as discussed above, means that the delays incurred
due to flows getting blocked add up and overall commu-
nication time increases. Longer chains translate into larger
differences and fair arbitration policies such as the ones
above can extract larger benefits. An analogous effect can
be seen for AllReduce, albeit to a lesser extent.

At any rate, it is clear that, in terms of communication time,
LFU seems to scale better than the other policies as its lead
increases with switch scale. In contrast, RR shows the worst
performance scalability, with communication time growing
significantly with the switch scale, especially for regular
workloads. This is due to the length of the starvation periods
which increases with the number of ports; unfairness grows
with switch size.

Finally, our two proposed RR variants, i.e. ARR and MRR,
scale better than RR in terms of communication time. ARR
mitigates the performance penalties of RR for regular work-

loads, as the communication time grows less with the radix
than in the case of RR. With MRR, this scaling penalty is
virtually eliminated (except for the AR workload), since the
communication time grows negligibly with switch radix, or
even reduces slightly in the case of NBodies and Shift.

5.5 Effects of Switching method

Finally, we assess how the performance of arbitration poli-
cies changes with the switching method (CS vs. TDM).
Fig. 11 and Fig. 12 present communication time and energy
efficiency, respectively. While most of the trends explained
in the previous subsections still remain, we observe a tighter
relation between arbitration and switching method.

For example, for the All2All and AllReduce workloads, the
relative merits (reductions in communication times and also
in energy per bit) of the different arbitration policies vary
substantially between the switching methods. Differences
between arbitration policies are much larger for TDM than
for CS when using workloads that have dependency chains.
The effects of causality are exacerbated by segmenting
the flows into TDM slots as all segments of a flow need
to be received in order to trigger dependent flows. Thus
causality delay is added to the extra delay derived from
flow interleaving, which renders fair arbitration particularly
important for TDM scenarios. In contrast, with TDM the
choice of arbitration has a smaller impact for the irregular
workloads (HotRegion, RandomApp, TorLocal, TorRemote).
Indeed, LFU, which offered the worst results with CS for
these workloads, is very competitive and ARR, which ob-
tained the best results, performs worse with TDM.

In general, we conclude that the choice of switching method
has a more noticeable effect on the performance of arbitra-
tion policies than other architecture aspects. This is because
TDM essentially changes the granularity at which arbitra-
tion is conducted. Even so, the leading arbitration policy is
still LFU both in terms of communication time and energy
efficiency. These results pave the way to future research on
specific arbitration policies for TDM switches.
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6 CONCLUSIONS

In this work, we have presented the first comprehensive
simulation-based evaluation of the impact of arbitration
policies for photonic ToR switches based on MZI Beneš
PSFs. Our experimental methodology harnesses the char-
acterisation data of a recently manufactured 16 × 16 Beneš
prototype using MZIs. However, the impact of arbitration
would also be a factor for other architectures and devices.

In particular we have evaluated four figures of merit: switch
throughput, communication time, insertion loss and energy
per bit. We have evaluated five well-established arbitration
policies and, upon revealing the weaknesses of the popular
RR policy, we have proposed two variants: ARR and MRR.
Our results have revealed that the effect of the arbitration
policies is consistent across routing algorithms and switch
radices, with performance variations slightly increasing
with size. Conversely, we found a closer relation between
arbitration and switching method, as the behaviour of the
tested arbitration policies clearly differed between TDM and
CS configurations. The reason for this is that TDM implies a
finer-grain arbitration. With TDM, the effects of arbitration
policies have been generally more noticeable for regular
workloads, at the expense of being barely appreciable for
irregular workloads, when compared with CS.

With regards to the impact on different metrics, we have
found that communication time is the most sensitive to ar-
bitration, with differences among policies around 10% and a
few cases where they can be over 30%. The impact on energy
efficiency was less significant, with typical differences of 4-
5% and a few cases maxing at around 12-13%. Finally, the
impact on ILoss was found to be insignificant in all cases,
which suggests laser power is barely affected by arbitration.
This indicates that, arbitration can elicit performance gains
without sacrificing energy efficiency. Moreover, arbitration
is unaffected by the properties of photonic devices, indicat-
ing that our methodology is applicable to Beneš PSFs with
a wide range of switch cell design.

Policy-wise, we have found that LFU is the best policy over-
all, as it is the most effective in terms of performance and
also features low energy-per-bit in all tested configurations.
LFU particularly excels with regular workloads and can
greatly outperform other policies as it achieves the highest
level of fairness. However, we found that with irregular
workloads it fails to distribute traffic appropriately and is
one of the worst performing. We also found that that RR,
one of the most common arbitration policies, produces very
poor performance metrics. We identified the reason for this
to be the standard port selection, which tends to cause short
periods of starvation, so two related policies with improved
port selection mechanisms were proposed. ARR, one of our
proposals, achieves comparable performance to LFU, but
has the best performance with irregular workloads, and
consumes the lowest energy in most cases.

As future work we plan to explore the impact of arbitration
in other PSF designs based on different photonics devices
and topologies. In addition, we aim to analyse in more
detail the effects that arbitration policies may have on highly
unbalanced workloads such as HotRegion and TorRemote.

This has the potential to lead to specific arbitration algo-
rithms for such workloads. Two algorithm flavours seem
of particular relevance: First, we will investigate priority-
based algorithms that prioritise traffic going towards the
most heavily loaded ports. A second approach is to apply
learning algorithms capable of identifying and prioritising
flows that are part of the critical path. This second approach
has the benefit of being more general and, in principle,
amenable to all possible kinds of workloads.
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Chapter 8

Conclusions

8.1 Epilogue

Recent advances in Silicon Photonics have led to the demonstration of medium-scale
photonic switching fabrics from the research community [CBG+18]. This paves the
way for research into their adoption in future data centres and high-performance com-
puters. However, research into both device-level improvements of photonic switching
fabrics and control-level improvements, by means of switch fabric control and routing
algorithm, are required before this can be achieved. This thesis contributes to the latter
by proposing improvements to the routing and control internal to photonic switch-
ing fabrics formed with EO/TO-tuned MZIs organised in the Beneš topology. It also
contributes to the state-of-the-art by offering a methodology and tool for simulating
the interactions between network traffic configuration, routing algorithm selection and
photonic performance in photonic switching fabrics.

This chapter reviews the findings presented in this thesis (Sec. 8.2) and discusses
future avenues for study in Sec. 8.3, which are made possible by the work presented
here. It then concludes by outlining the significance of the thesis findings within the
field of photonic switching fabrics, and offers the author’s reflection (Sec. 8.4).

8.2 Summary of Contributions

Before describing the thesis contributions, Chapter 2 offered a background in the
photonic links, devices, and metrics investigated in this thesis. It discussed the most
prominent photonic switching fabric topologies that have been adopted, as well as the
fabricated chip used as a hardware baseline for the simulation-driven studies of the
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thesis. The chapter also discussed the differences between photonic and electronic
interconnection networks, as well as the most important switching and multiplexing
techniques used in photonics, and concluded with the major design challenges entailed
in considering large scale photonic switching fabrics.

Chapter 3 proposed a methodology and tool for evaluating the effect of network
traffic and routing algorithm selection on the performance of photonic switching fab-
rics formed with EO/TO-tuned MZIs in the Beneš topology. It discussed the network
simulator which has been developed to investigate the methodology, and compared
the photonic loss model against two photonic switch fabric chips from the literature.
It then demonstrated the methodology by evaluating the effect of routing algorithm
choice on insertion loss, crosstalk, combined power penalty , signal power and laser
power. This was done by assuming a full-saturation traffic pattern (bisection) under
1000 different traffic configurations, and comparing the metrics as exhibited when
using the state-of-the-art “Looping Algorithm” [Ben64] with those exhibited when us-
ing the “hardware-inspired routing strategies” proposed in the later thesis chapters. It
showed that the routing algorithm choice can have a significant impact on the con-
sidered photonic metrics, with laser power being reduced by ∼ 75% on average and
∼ 42% in the worst case, for a switch fabric with 16× 16 endpoints when using the
best routing strategy from Chapter 4. It then demonstrated that using the best routing
strategy from Chapter 5 shows slight comparative savings only in laser power on av-
erage, with other strategies exhibiting lower savings against the “Looping Algorithm”.
The chapter concluded by discussing the future scope for improvement in photonic
crosstalk, by partitioning the available spectrum into “λ-groups” and employing them
in conjunction with the routing strategies.

Chapter 4 evaluated the limitations of scaling out a thermally/electrically tuned
MZI-based optical Beneš network. Three hardware-inspired routing strategies were
presented; these strategies aim to leverage the asymmetric behaviours of internal switch-
ing elements, as well as the path-based asymmetry offered by the network topology, to
reduce insertion loss and switching energy. It was shown that these strategies always
reduce both the average and the maximum insertion loss exhibited by the workload
flows. Maximising the number of MZIs in “cross” state reduced max. ILoss by 32% in
the best case (Bisection, 64 endpoints). The laser power analysis showed a substantial
laser power reduction with the best routing strategy, ranging from 33% to 85% depend-
ing on the number of endpoints. Also, from the point of insertion loss, increasing the
fabric size above 256 endpoints was shown to be untenable.
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Chapter 5 expanded the analysis of Chapter 4 and proposed a collection of hy-
brid routing strategies. The impact of the component devices on insertion loss relative
to switch size was investigated; for more than 128 endpoints, impact of waveguide
crossings surpasses that of MZIs. The routing strategies from Chapter 4 underwent an
extended evaluation, with respect to maximum insertion loss, switching energy con-
sumption and communication time. The experiments used 8 synthetic workloads and
the routing strategies were compared against random path selection, which was con-
sidered to be the baseline. The analysis showed that m b can reduce maximum ILoss
by 30.6% in the best case (sweep2, 64 endpoints), while m c shows a 33% best-case re-
duction over the absolute maximum (sweep2, 256 endpoints). Minimising the amount
of state changes within the network is less effective at reducing max. ILoss, but more
impactful on switching energy consumption. Furthermore, routing strategy hybridisa-
tion via the combination of minimization criteria, was shown to be beneficial, with the
m xb hybrid consistently reducing max. insertion loss by more than the single-criteria
counterparts and offering the highest savings (35.5%, 64 endpoints, sweep2).

The trade-off between energy consumption from switches and lasers was also in-
vestigated. The routing strategies also demonstrated switching energy savings, with the
best one offering between 8% and 15% savings compared to the baseline, depending
on the communication workload. The investigation of routing strategy impact on com-
munication time found that in the worst case, execution time increases by at most 3%
compared to the baseline and, in some cases, is decreased very significantly (5-25%).
Finally, the applicability of the switching fabric to the on-chip domain was investigated
in terms of the impact of insertion loss on the power budget. It was shown that when
considering only insertion loss, a network of 32 endpoints can be suitable for the on-
chip domain using a conservative modulator; a substantial laser power reduction was
demonstrated with the best routing strategy (23-85% across the network sizes).

Chapter 6 proposed combining the energy efficient routing strategies with TDM
to form a control mechanism for the 16×16 photonic Beneš switch fabric formed with
thermally-electrically tuned MZIs, when deployed as a ToR switch. The approach
was evaluated through simulation, employing eight realistic and synthetic workloads
from the DC and HPC domains. Switch fabric contention between communication
flows was investigated when using circuit-switching and hardware-inspired routing,
finding that switch fabric contention occurs frequently for randomapp (19-23%), bi-

section (19-21%), torus 3d (18-21%) and torlocal (19-23%), with medium levels under
allreduce, mapreduce and nbodies (11-15%). The impact of the proposed approach on
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communication time was then evaluated, finding that in some cases, it can reduce com-
munication time substantially, e.g. up to 17% for bisection and 10-15% for torus 3d

and allreduce when using 100KB segments. A parameter sweep was conducted on flow
segment size, finding that although communication time is least with a 10KB size, the
savings compared to sizes around 100KB are at most 3% and, therefore, do not justify
the stricter time constraints imposed on path computation. Lastly, the impact of TDM
on worst-case path-dependent insertion loss and bit-switching energy consumption was
assessed and found to be small (0.5-1 dB increase and 1-4% decrease respectively), if
not slightly beneficial in the case of switching energy.

Finally, Chapter 7 investigated a collection of classical and novel arbitration poli-
cies for Beneš-based photonic switches implementing a subset of the routing schemes
proposed in Chapters 4-5. The arbitration policies were assessed for their effect on
communication time, insertion loss and switching energy per bit. The results revealed
that the effect of arbitration policies is consistent across routing algorithms and switch
radices, with performance differences among arbitration policies slightly increasing
with size. Conversely, a closer relation between arbitration and switching was found,
as the behaviour of the tested arbitration policies differed between TDM and CS con-
figurations. With TDM, arbitration policies were generally more effective for balanced
workloads, at the expense of being less effective for unstructured workloads, when
compared with CS. It was also shown that communication time varied most depend-
ing on the chosen policy, with differences among policies around 10% and, in some
outliers, over 30%. The impact on energy efficiency was less significant, with most dif-
ferences being below 5% and a few cases maxing at around 15%. Finally, the impact
on ILoss was found to be insignificant, suggesting that signal power is barely affected
by arbitration. Policy-wise, LFU was found to be the best-performing policy overall.
It particularly excelled with structured traffic but performed poorly with unstructured
workloads. RR, one of the most common arbitration policies used in networking, re-
sulted in most cases in poor performance metrics. This was identified to be due to the
standard indexing, which creates short periods of starvation in all of the nodes. To
circumvent this issue, two new policies were proposed. One of them, ARR, achieved
slightly lower performance figures than LFU, but had the best performance with un-
structured workloads and featured the lowest switching energy consumption in most
cases.
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8.3 Future Work

• Broadening the scope of simulation to include inter-channel crosstalk and device
loss profiles for multiple device types.

Although the simulation framework that was augmented for this thesis has enabled
the preliminary analysis of photonic metrics and the effect of network traffic and rout-
ing algorithms on these for MZI-Beneš networks, it is far from complete. Currently,
device losses and crosstalk ratios are included as absolute maxima around the con-
sidered wavelength region. Although this design decision abstracts the details of the
device layer offers simplicity to simulation and decouples it from requiring spectrum
measurements from a physical chip, it currently limits both the simulation capacity
and the accuracy compared to real devices. Including device loss and crosstalk profiles
for the wavelength region based on measured data from devices, as well as includ-
ing their calculation within the light propagation model of PhINRFlow, would both
increase the accuracy of the simulation and allow for the modelling of spectrum allo-
cation. Assuming those, the simulator could potentially be used for the rapid analysis
of the behaviour of planar Beneš-based MZI switching fabrics by device designers
at arbitrary switching states. This could help designers identify the impact of device
faults as well as trade-offs between components. Designers would also then be able
to gain a first-order estimation of the switch fabric behaviour under different traffic
scenarios, as has been conducted in preliminary fashion in Chapter 3. Another simi-
lar fruitful direction would be the inclusion of different device types, such as nested
MZI structures or MRR-based switches, thereby broadening the scope of research into
photonic Beneš switching fabrics.

• Spectrum partitioning for crosstalk reduction and integration with routing strate-
gies.

Following up on the previous, Chapter 3 showed that there is scope for improve-
ment in reducing the impact of coherent crosstalk on the switching fabric. One option
for this is to consider partitioning the available spectrum into λ-groups and assigning
specific groups to paths based on assignment policies, and mitigate the reduction in ag-
gregate bandwidth by increasing the data rate. These assignment policies can then be
examined in tandem with the routing strategies. Due to the integration of the DSENT
laser model in PhINRFLow, this could then allow for an end-to-end evaluation of sig-
nal power and therefore laser power requirements.
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• Modelling additional switch topologies.

As detailed in Chapter 2, Beneš is one of various topologies that have been adopted
for the creation of planar switching fabrics. Including additional topologies that are
based on 2×2 switch elements would enable research into the behaviour and compar-
ison of different switching fabrics, when exposed to various workloads.

• Implementing the routing algorithms and control structure in an FPGA.

One of the main contributions in this work, which is the combination of TDM and
HIRs described in Chapter 6, has discussed the trade-offs involved in designing the
control structures for these switching fabrics. Implementing these control structures in
an FPGA or ASIC would significantly deepen the analysis of these trade-offs, allowing
for research into optimizations related to their implementation and the deployment of
prototypes, assuming access to a photonic switching fabric chip.

8.4 Concluding Remarks

8.4.1 Reflection on Photonic Switching Fabrics

This thesis has investigated the application of photonic switching fabrics based on
EO/TO-tuned MZIs in future DCs and HPCs. The merits of MZIs (broadband, data-
rate transparent, fast-switching) over a subset of photonic switches (MRRs, AWGRs)
have been discussed. Coherent crosstalk, insertion loss and switching energy has been
investigated in Beneš -based EO/TO-tuned MZI switching fabrics, as well as various
routing algorithms which can be used for these networks. Based on these, this section
reflects on the viability of these specific switching fabrics for different levels of the
interconnection network of a future high-performance system, and discusses potential
areas of improvement on the technology.

MZI-based switching fabrics are unlikely to be viable for the on-chip domain, re-
gardless of topology. The advantage that MZIs can offer over MRRs is their flexibility
with respect to spectral bandwidth, that is that they can provide a relatively uniform be-
haviour over a contiguous segment of the spectrum; MRRs on the other hand resonate
with one or multiple individual wavelengths in the spectrum, based on their radius and
group index. This advantage means that MZI-based ONoCs could be particularly ap-
plicable to DWDM, thereby achieving much higher aggregate data rates compared to
MRR-based ONoCs. However, MZIs are very large compared to MRRs (1 order of
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magnitude difference in length), meaning that large ONoCs formed with MZIs would
be challenging in terms of chip footprint. Also, for them to be fast-switching, MZIs
need to employ electro-optic tuning; contrary to MRR-based switches, EO-tuned MZIs
suffer very adverse impacts from FCA, which increases their insertion loss and de-
creases their extinction ratio, leading to crosstalk. As has been demonstrated in Chap-
ter 3, this can lead to prohibitive power penalties even for relatively few endpoints
(32× 32) fabrics. As detailed in Chapter 5 however, MRR-based switching fabrics
have been demonstrated with much higher endpoint counts. In fact, while Chapter 5
found that 32× 32 fabrics employing 32−λ DWDM could be applicable on-chip in
terms of insertion loss, Chapter 3 found that when considering crosstalk this ceases to
be realistic. However, the findings of Chapter 3 indicated that this may become so if a
bandwidth partitioning scheme were to be employed.

MZI-based switching fabrics are more likely to be viable when deployed as net-
work switches within DCs and HPCs, either at the top-of-rack or at higher network
levels. In these scenarios, the physical footprint of the devices would be less pro-
hibitive, allowing for larger endpoint counts. However, photonic losses and crosstalk
in particular would continue to pose a challenge which, ultimately, must be met at the
level of photonic device design. However, the analysis in this thesis has shown that
it is possible to mitigate the effects of trade-offs made at device design (e.g. higher
insertion loss and crosstalk traded off for low switching time) through the use of these
devices, i.e. through design choices in routing, switching or arbitration.

In terms of routing and control, Chapters 3- 6 have discussed the major contribu-
tions of the thesis, which are the HIRs and their combination with TDM. Chapter 3
compared these to the “Looping Algorithm” with respect to the photonic metrics of
interest. While the “Looping Algorithm” exploits the symmetry of the Beneš network
to provide rearrangeably-non-blocking connectivity, the HIRs do not. This can be con-
sidered to be a limitation of the HIRs, although as discussed in Chapter 6, the “Looping
Algorithm” would also present challenges for bufferless photonic networks.

In summary, while Beneš-based photonic switching fabrics formed with EO/TO-
tuned MZIs have their drawbacks, they pose an interesting new technology choice for
the domain of high-performance switches in DCs and HPCs.

8.4.2 Author’s Reflection

On a personal note, I will reflect here on the way that I have undertaken the doctoral
programme which has culminated in this thesis.
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I have found the study of PINs to be a profound and humbling challenge. Through-
out my research, I strived to bring together concepts from the domains of Silicon Pho-
tonic devices, computer architecture and network design. Although I would not for-
mally characterise my thesis as interdisciplinary, researching the nascent field of PINs
requires, in my opinion, a more holistic approach that draws concepts from the afore-
mentioned fields. I found that balancing these concepts and studying their interrelated
effects was a challenging endeavour.

With hindsight, I believe I would have benefitted with respect to this thesis from
a more formal study of optical physics and the device layer in the initial phase of the
doctoral programme. This could have allowed me to conduct more rigorous modelling
in the first years of the programme leading to an increased research quality. Following
from this, it would have been more beneficial to focus more on the beam propagation
model in the first years, rather than on publishing my first paper. Lastly, it would
have benefitted me to conduct a research collaboration earlier in the programme and,
obviously, under different conditions than the ones mandated by the pandemic-related
restrictions. Even so, the collaboration significantly deepened my understanding of
silicon photonics and was, ultimately, a growing experience for which I am grateful.
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