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Abstract—Non-orthogonal multiple access (NOMA) allows
multiple users to share link resource for higher spectrum ef-
ficiency. It can be applied to unmanned aerial vehicle (UAV) and
mobile edge computing (MEC) networks to provide convenient
offloading computing service for ground users (GUs) with large-
scale access. However, due to the line-of-sight (LoS) of UAV
transmission, the information can be easily eavesdropped in
NOMA-based UAV-MEC networks. In this paper, we propose
a secure communication scheme for the NOMA-based UAV-
MEC system towards a flying eavesdropper. In the proposed
scheme, the average security computation capacity of the system
is maximized while guaranteeing a minimum security compu-
tation requirement for each GU. Due to the uncertainty of the
eavesdropper’s position, the coupling of multi-variables and the
non-convexity of the problem, we first study the worst security
situation through mathematical derivation. Then, the problem
is solved by utilizing successive convex approximation (SCA)
and block coordinate descent (BCD) methods with respect to
channel coefficient, transmit power, central processing unit (CPU)
computation frequency, local computation and UAV trajectory.
Simulation results show that the proposed scheme is superior
to the benchmarks in terms of the system security computation
performance.

Index Terms—MEC, NOMA, resource and trajectory optimiza-
tion, secure communication, UAV communication.

I. INTRODUCTION

With the evolution of wireless communications, we have

gradually entered the fifth generation (5G). High frequency

spectrum utilization and massive device connections have be-

come necessary for 5G networks [1]. Intelligent applications,

such as face recognition, interactive games and autonomous

driving, have increased dramatically our demand for wireless

devices and data traffic, which are often computationally

intensive and have higher requirement on the computation

capabilities of the devices. Simultaneously, the Internet of
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Everything also requires a wide range of wireless coverage, to

provide wireless services everywhere [2].

Mobile edge computing (MEC), which can alleviate the

network congestion and hightlight the computation efficiency,

is widely used in various 5G applications [3]. Pham et al.
illustrated that the computation cost of the system can be

reduced and the computation capacity can be improved by

dividing the backhaul bandwidth and allocating the computing

resource to MEC networks [4]. Unmanned aerial vehicle

(UAV) with high mobility and low cost can quickly provide an

efficient emergency and auxiliary means for internet-of-thing

(IoT) deployment in the remote areas [5]-[6]. Mozaffari et al.
proposed a novel framework to maximize the average number

of bits transmitted to the users by finding the optimal cell par-

titions associated to the UAVs under a fair resource allocation

policy with given the maximum possible flight time of UAVs

[6]. UAV with MEC server can flexibly enhance the quality

of wireless links and provide effective offloading computation

service for ground users (GUs) [7]-[14]. Specifically, Yu et al.
showed that UAV serving as a aerial base station (BS) can

solve the problem of shadow fading or signal congestion in

the ground coverage area between the traditional IoT devices

and ground BS [7]. Zhou et al. studied a scheme to highlight

the computation capability in the UAV-MEC system under the

energy and mobility constraints [8]. Du et al. proposed a UAV-

MEC system that uses time division multiple access (TDMA)

to strengthen the system’s performance via optimizing the

UAV and computation resource [9]. Wang et al. studied a

two-layer optimal scheme to provide better service for re-

dundant mobile GUs by rationally deploying multiple UAVs

and allocating system resource [10]. Liu et al. studied the

resource management and cooperative offloading calculation

scheme under the requirements of GUs and varying channels

in the UAV-aided MEC architecture [11]. Hu et al. proposed
a useful strategy to obtain the optimized solution of the UAV-

MEC system [12]. Zhang et al. proposed an optimal scheme

in the multiple UAV-aided MEC system to strengthen the

computational efficiency [13]. Liu et al. proposed a distributed

two-stage source allocation algorithm for the energy-efficient

and secure offloading problem in air-to-ground MEC networks

[14].

On the other hand, non-orthogonal multiple access (NOMA)

allows multiple GUs to share link resource, and successive-

interference-cancellation (SIC) can be used in NOMA trans-

mission to decode signals. Thus, NOMA transmission can

achieve efficient utilization of spectrum and throughput im-

provement [15]-[18]. Abushattal et al. pointed out that NO-
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MA transmission can highlight the performance of wireless

communication system with low bandwidth requirement [18].

Driven by these advantages, NOMA is widely applied in UAV-

MEC networks to provide flexible and convenient computation

offloading service for large-scale access GUs [19]-[25]. Cui et
al. proposed to utilize orthogonal multiple access (OMA) and

NOMA in the communication link between the BS and UAV to

increase the system rate [19]. Na et al. proposed a collaborative
optimization algorithm, which uses clustered-NOMA to reduce

the inter-channel interference and increase the total uplink rate

[20]. Li et al. pointed out that NOMA-MEC can further reduce

the offloading and caching pressure for large data [21]. Wu et
al. proposed an optimal strategy to offload more information to

the MEC server when the NOMA transmission has co-channel

interference [22]. Guo et al. proposed a strategy related to

computing and offloading in the UAV-aided MEC framework

by introducing NOMA to improve the resource utilization [23].

Zhang et al. proposed that the UAV-enabled MEC framework

with NOMA can reduce the energy consumption of offloading

and overcome the limitation of device computing energy [24].

Budhiraja et al. proposed an uplink transmission scheme with

NOMA, which can not only support large-scale access, but

also enhance the transmission quality of the UAV-aided MEC

system [25].

It can be seen that NOMA transmission can provide flexible

and convenient computation service for GUs in large-scale

UAV-MEC networks. However, the offloading information

can be easily eavesdropped by the malicious users, which

brings severe security risk to NOMA-based UAV-MEC net-

works. Physical layer security provides high-quality secure

communication by intelligently utilizing wireless channels and

transmission methods [26]-[35]. Rupasinghe et al. investigated
the protected zone approach to enhance the physical layer

security of UAV-based communication network [26]. Mu et
al. studied the security efficiency maximization by consid-

ering computing UAVs and jamming UAVs [27]. Sheng et
al. improved the security throughput of the worst users by

allocating the time slots to send confidential information or

artificial noise [30]. Cao et al. proposed an anti-eavesdropping

scheme through beamforming in NOMA networks [31]. Sun

et al. showed that the UAV communication performed by

NOMA not only expands the coverage but also improves the

security [32]. Duo et al. proposed a security optimization

strategy in the presence of mobile eavesdroppers to ensure

that the confidential information between UAV and GUs is

not leaked [33]. Xu et al. studied the security optimization

scheme in UAV-MEC system to prevent eavesdroppers from

stealing useful offloading information [34]. Li et al. studied
the rate improving design in case of imperfect eavesdropping

channels [35]. Since UAV has the unique advantages of high

mobility and easy concealment, it can be easily explored by

malicious users to eavesdrop the legitimate signals [36]-[37].

Zhou et al. proposed a security computation offloading scheme

in a traditional communication mode with UAV acting as an

eavesdropper, and the signals from other users are treated as

interference during the transmission [36]. Lu et al. proposed
a scheme to enhance the Dual-UAV-MEC system’s security

performance via optimizing the UAV server trajectory and

system resource with TDMA [37]. Comparing with the ground

eavesdroppers, which are deployed at the fixed locations in

the existing works, UAV eavesdroppers will have much better

channel condition due to the LoS transmission. Thus, the

information can be easily eavesdropped by flying UAVs. The

major challenges for considering UAV eavesdroppers are to

consider the uncertainty of UAV E position and anti-collision

constraint between UAVs, which were not considered for

ground eavesdroppers.

Motivated by the above-mentioned reasons, security com-

putation capacity optimization for NOMA-based UAV-MEC

system with a flying eavesdropper is studied in this paper.

To our best knowledge, this is the first work that considers

UAV eavesdropping on GUs’ offloading information in the

NOMA-based UAV-MEC network. Specifically, a secure com-

munication scheme is proposed for the NOMA-based UAV-

MEC system towards a flying eavesdropper, where a UAV

eavesdropper (UAV E) intercepts the tasks information of GUs

offloaded to a UAV Server (UAV S). We maximize the aver-

age security computation capacity via optimizing the varying

channel relationship coefficient allocation between UAV S

and GUs, CPU computation frequency, transmit power, local

computation and UAV S trajectory. The key advantage of the

proposed scheme is that the security computation performance

is greatly improved with the similar complexity by comparing

with the existing works. The main contributions of this paper

are summarized as follows.

• We propose a NOMA-based UAV-MEC system with a

flying eavesdropper, which includes UAV S and UAV E,

K GUs and one ground jammer (GJ). UAV S carries

the MEC server to assist K GUs to compute the of-

floading tasks information. The potential mobile UAV E

eavesdrops the tasks information from GUs offloading

to UAV S. In order to enhance the system’s security

computation performance, GJ sends the artificial jamming

signal to disturb the eavesdropping of UAV E. Com-

pared with [30]-[37], our novelty is that we consider

UAV eavesdropping on GUs’ offloading information for

the NOMA-based UAV-MEC system towards a flying

eavesdropper. We formulate an optimization problem to

maximize the average security computation capacity of

the system.

• Under considering the constraints of the system energy,

GUs and UAV S computation capability, UAV flight

movement, collision prevention between UAVs and the

minimum security computation requirements of GUs,

we formulate an optimization problem to maximize the

average security computation capacity via optimizing

the varying channel relationship coefficient allocation

between UAV S and GUs, CPU computation frequency,

transmit power, local computation and UAV S trajectory.

Due to the uncertainty of UAV E position, binary con-

straint, coupling of multi-variables and non-convexity of

the problem, we propose an effective scheme to solve it.

• We study the worst security situation to solve the uncer-

tainty of UAV E position through mathematical deriva-

tion. Based on successive convex approximation (SCA),
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Fig. 1. The NOMA-based UAV-MEC system with a flying eavesdropper.

block coordinate descent (BCD), and alternating approx-

imation, we obtain a high-quality solution for our joint

optimization problem. We maximize the average security

computation capacity of the system by optimizing the

block structure of the variables in two steps, where the

problems are approximately transformed to convex forms.

Then, the variables are optimized by updating in an

alternating manner.

The rest of this paper is organized as follows. Section

II introduces the system of NOMA-based UAV-MEC. The

problem of maximizing average security computation capacity

is formulated in Section III. Optimization for maximizing

average security computation capacity is studied in Section IV.

Section V presents simulation results and discussion. Section

VI concludes this paper.

II. SYSTEM MODEL

Fig. 1 shows the proposed secure NOMA-based UAV-MEC

system, in which the legitimate UAV S carries the MEC server

to serve K GUs, denoted by κ = {1, 2, ...,K}. UAV S

computes offloaded information of tasks from GUs, while

the potential mobile UAV E eavesdrops the offloaded tasks

information. In order to enhance the security performance of

the system, a GJ is set on the ground to disturb UAV E’s

eavesdropping by sending artificial jamming signals to disrupt

the eavesdropping. We assume that UAV S has prior knowl-

edge of the jamming signal sent by GJ because UAV S and GJ

belong to the legitimate network, the jamming signal sent by

GJ are friendly to UAV S. Thus, UAV S will not be affected

by the artificial jamming signals. However, UAV E is unaware

of GJ’s presence because UAV E is a mobile eavesdropper

and it does not belong to the legitimate network. It treats all

signals eavesdropped during flight as GUs’ signals. Thus, the

jamming signal sent by GJ will interfere UAV E. All of GJ,

GUs and UAVs in the system have a single antenna.

We consider a three-dimensional Cartesian coordinate sys-

tem [34], the coordinates of GJ and GUk, k ∈ κ, are repre-

sented as wj = (xj , yj , 0)
T
, wk = (xk, yk, 0)

T
, respectively.

Assuming UAV S and UAV E fly at a certain altitude of Hs

and He, respectively. The total flight time of UAVs is denoted

as T . The positions of UAV S and UAV E are denoted as

qs(t) = (xs(t), ys(t), Hs), qe(t) = (xe(t), ye(t), He), t ∈
[0, T ], respectively. For convenience, we adopt discrete trajec-
tory. The total flight time T is divided evenly intoN time slots,

e.g., δt = T/N . The position UAV S and UAV E are denoted

as qs[n] = (xs[n], ys[n], Hs), qe[n] = (xe[n], ye[n], He), n ∈
[1, 2, ..., N ], respectively. The position of UAV S is related to

the origin of the three-dimensional Cartesian coordinate sys-

tem. The position information can be get by GPS positioning

or other methods [34], [36]-[37]. We assume that UAV S has

known the position of all GUs and GJ, and the channel state

information of the corresponding links in advance by means

of synthetic aperture radar, etc [34], [37]. We consider passive

eavesdropping, in which UAV E disguises itself as a normal

UAV flying in the sky to hide itself, which makes it difficult

for the legitimate network to accurately detect and track [35]-

[36]. Thus, the position of UAV E is imperfectly known at

UAV S. We consider a bounded eavesdropper location error

model given by ||qe[n] − q̃e[n]|| ≤ re, where q̃e[n] is the

estimated position of UAV E, re is the maximum estimation

error of the position of UAV E. In practice, the maximum

estimation error of the position of UAV E will not exceed the

distance between UAV E and GU, i.e., re ≤ ||q̃e[n]− wk|| .
Denote qIs and qFs as UAV S flight start point and end point,

respectively. Denote qIe and qFe as UAV E flight start point

and end point, respectively. UAV S flies from qIs to qFs within

T to assist computing offloading. UAV E flies from qIe to

qFe within T to carry out its eavesdropping flight mission.

Denote UAV S maximum flight speed as V max
s . Then, UAV S

trajectory should satisfy

||qs[n+ 1]− qs[n]|| ≤ V max
s δt, ∀n = 1, 2, ..., N − 1, (1)

qs[1] = qIs , (2)

qs[N ] = qFs . (3)

Define the minimum secure distance between UAVs to avoid

collision as dmin, which needs to satisfy

d2min ≤ ||qs[n]− qe[n]||2, ∀n = 1, 2, ..., N. (4)

The distance between GUk and UAV S, GJ and UAV E,

GUk and UAV E in slot n are denoted as

dk,s[n] =
√
H2

s + ||wk − qs[n]||2, (5)

dj,e[n] =
√
H2

e + ||wj − qe[n]||2, (6)

dk,e[n] =
√
H2

e + ||wk − qe[n]||2. (7)

As stated by 3GPP in [38], nearly 100% LoS probability can

be achieved between UAV and ground user when the UAV is

above 40m in the rural macro scenario or 100m in the urban

macro scenario. In this work, the GUk to UAV S channels, GJ

to UAV E channel and GUk to UAV E channels are assumed

to be well modeled by the quasi-static block fading LoS links

and follow the distance-dependent path loss model. 1 Thus,

1This work can be easily extend to the cases with probabilistic LoS/NLoS
channel model.
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the channel gain between GUk and UAV S, GJ and UAV E,

GUk and UAV E in slot n are denoted as

hk,s[n] =

√
β0

d2k,s[n]
, (8)

hj,e[n] =

√
β0

d2j,e[n]
, (9)

hk,e[n] =

√
β0

d2k,e[n]
, (10)

where β0 represents the path loss at the reference distance of

d = 1m.

Define pk[n] as the transmit power of GUk, which is not

larger than the peak power of GUk,

0 ≤ pk[n] ≤ Pmax, ∀k, n. (11)

III. PROBLEM FORMULATION

In the NOMA-based UAV-MEC system, GUs utilize NOMA

transmission for information offloading, in which GUs can

simultaneously access to UAV S by sharing the same time

and bandwidth. UAV S performs SIC to decode signals in

descending order of channel gain, i.e., the signals of GUs far

from UAV S with lower channel gains are regarded as the

interference to those signals that are closer to UAV S with

higher channel gains [15].

Assume that binary variable λk,l[n] is used to represent the

varying channel relationship coefficient between the channel

of GUk and UAV S and the channel of GUl and UAV S in

slot n. Since the unit channel power gain is the same, we use

the relationship between the distance of GUk and UAV S and

the distance of GUl and UAV S to denote λk,l[n], which can

be written as

λk,l[n] =

{
1, ifdk,s[n] ≤ dl,s[n],
0, ifdk,s[n] > dl,s[n],

(12a)

λk,l[n] ∈ {0, 1}, (12b)

λk,l[n] + λl,k[n] = 1,∀k, l, n, (12c)

where dl,s[n] represents the distance between UAV S and GUl

in slot n. As can be seen from (12a), if dk,s[n] ≤ dl,s[n],
we have hk,s[n] ≥ hl,s[n]. Thus, λk,l[n] = 1, which denotes

that the channel condition of GUk is better than GUl and

the task information of GUl interferes with GUk, otherwise

λk,l[n] = 0. In order to avoid the interference in the SIC

decoding process, we have (12b) to restrain it, which indi-

cates that when the signal of GUl interferes with the signal

offloading of GUk, the signal of GUk will no longer interfere

with the signal offloading of GUl due to the SIC decoding.

A. Communication Model

As mentioned above, UAV E is unaware of GJ’s presence.

Therefore, the jamming signals sent by GJ incurs a random

effect on UAV E. UAV S has prior knowledge of the jamming

signal sent by GJ. It will not be affected by the artificially

disturbed signals. Thus, the signal-to-interference-plus-noise-

ratio received at UAV S and UAV E are denoted as

rk,s[n] =
|hk,s[n]|2pk[n]∑

l �=k,l∈κ

λk,l[n]|hl,s[n]|2pl[n]+δ2s
, ∀k, n, (13)

rk,e[n] =
|hk,e[n]|2pk[n]

|hj,e[n]|2Pj +
∑

z∈Kk

|hz,e[n]|2pz[n] + δ2e
, ∀k, n,

(14)

where hz,e[n] denotes the channel gain between GUz and

UAV E, Kk = {z|z ∈ κ, |hz,e| ≤ |hk,e|} denotes the group

of GUs whose channel gain to UAV E is worse than that of

GUk to UAV E, Pj denotes GJ transmit power, δ2s and δ2e
denote power of Gaussian noise received at the UAV S and

the UAV E, respectively.

Therefore, the achievable information offloading rate from

UAV S to GUk and the achievable information eavesdropping

rate from UAV E to GUk are denoted as

Rk,s[n] = log2 (1 + rk,s[n]) , (15)

Rk,e[n] = log2 (1 + rk,e[n]) . (16)

The security information offloading rate can be obtained as

Rk,sec[n] = (Rk,s[n]−Rk,e[n])
+
, ∀k, n. (17)

B. Computation Model

In the NOMA-based UAV-MEC system, GUk adopts partial

offloading computation strategy, in which some tasks infor-

mation of GUk are calculated locally, and the remaining

information tasks are offloaded to UAV S for computation.

Denote lloc,k[n] as the number of bits GUk computes locally

in slot n. Denote cs and ck as the required CPU computation

cycles for computing a bit of information at UAV S and GUk,

respectively. Denote Fmax
s and Fmax

k as UAV S and GUk

maximum CPU frequency, respectively. Since GUk cannot

compute more than its maximum local computation capacity,

it should satisfy

cklloc,k[n] ≤ Fmax
k δt, ∀k, n. (18)

Denote fk[n] as the CPU computation frequency allocated

to GUk at UAV S to compute the offloaded information of

tasks, which needs to satisfy

K∑
k=1

fk[n] ≤ Fmax
s ,∀n, (19a)

0 ≤ fk[n] ≤ Fmax
s , ∀k, n. (19b)

Similarly, the number of security computation bits offloaded

from GUk to UAV S are limited to the computation capacity

allocated by UAV S to GUk. Thus, the security offloading

computation from GUk to UAV S has the following con-

straints

csBRk,sec[n]δt ≤ fk[n]δt, ∀k, n, (20)

where B denotes channel bandwidth.

To guarantee the minimum security computation require-

ments for all the GUs, the amount of GUk local computation
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and offloading computation assisted by UAV S should be

larger than the minimum security computation requirement,

it should satisfy

lloc,k[n] +BδtRk,sec[n] ≥ Qm, ∀k, n, (21)

where Qm denotes the minimum security computation require-

ments for GUs.

Denote kk as the effective capacitance coefficient of GUk.

Then, the energy consumption of GUk in local computation

can be written as
kk(cklloc,k[n])

3

δ2t
.

The energy consumption of GUk in computing the in-

formation of tasks locally and transmitting offloading task

information to UAV S over time T cannot be larger than the

average energy budget of GUk, it should satisfy

N∑
n=1

(
pk[n]δt +

kk(cklloc,k[n])
3

δ2t

)
≤ P k

aveT, ∀k, n, (22)

where P k
ave denotes GUk average power budget.

The average security computation capacity of the NOMA-

based UAV-MEC system in time T is obtained as

Rsec =
1

KT

K∑
k=1

(
N∑

n=1

lloc,k[n] +B
N∑

n=1

Rk,sec[n]δt

)
, (23)

which denotes the average of the total security computation

capacity in all the time slots.

C. Problem Formulation

To maximize the average security computation capacity of

the system, with respect to varying channel relationship coeffi-

cient λk,l[n], transmit power pk[n], CPU computation frequen-

cy fk[n], local computation lloc,k[n] and UAV S trajectory

qs[n] are optimized, the optimization problem is formulated

as

(P1) : max
{λk,l[n],fk[n],pk[n],lloc,k[n],qs[n]}

Rsec (24)

s.t.(1), (2), (3), (4), (11), (12), (18), (19), (20), (21), (22).

The original problem (P1) is non-convex.

Proof: Due to the uncertainty of UAV E position,

coupling of multi-variables, binary constraint and the non-

convexity of constraints (4), (20) and (21), the original prob-

lem (P1) is non-convex. Specifically, the right side of the

constraint (4) is concave. Thus, (4) is non-convex. Constraints

(20) and (21) are related to Rk,sec[n]. Rk,sec[n] is composed of

multiple optimization variables, e.g., λk,l[n], pk[n] and qs[n],
which makes (20) and (21) are multi-variables coupled and

non-convex. Moreover, the objective function Rsec is related

to Rk,sec[n], which is also non-convex. Therefore, the problem

(P1) is non-convex.

IV. OPTIMIZATION FOR MAXIMIZING AVERAGE SECURITY

COMPUTATION CAPACITY

To simplify the original problem (P1), we introduce aux-

iliary variables
∧
s,

∧
s1,k[n],

∧
s2,k[n] [34]. Then, the original

problem (P1) can be equivalently rewritten as

(P1.1) : max
∧
z

∧
s (25a)

s.t.(1), (2), (3), (4), (11), (12), (18), (19), (22)

KT
∧
s ≤

K∑
k=1

N∑
n=1

(
lloc,k[n] +Bδt

(
∧
s1,k[n]− ∧

s2,k[n]
))

, ∀n,
(25b)

∧
s1,k[n] ≤ Rk,s[n], ∀k, n, (25c)
∧
s2,k[n] ≥ Rk,e[n], ∀k, n, (25d)

ckB
(

∧
s1,k[n]− ∧

s2,k[n]
)
≤ fk[n], ∀k, n, (25e)

Bδt

(
∧
s1,k[n]− ∧

s2,k[n]
)
+ lloc,k[n] ≥ Qm, ∀k, n, (25f)

where,
∧
z denotes the variables we need to optimize,

∧
z =

{λk,l[n], fk[n], pk[n], lloc,k[n], qs[n],
∧
s,

∧
s1,k[n],

∧
s2,k[n]}. ∧

s rep-
resents the lower bound of the average security computation

capacity Rsec, and
∧
s1,k[n] represents the lower bound of the

instantaneous tasks information offloading rate Rk,s[n], which
can be represented by (25b) and (25c).

∧
s2,k[n] represents the

upper bound of the instantaneous tasks information eaves-

dropping rate Rk,e[n], which can be represented by (25d).
∧
s

needs to satisfy the equality constraint in (25b), otherwise its

value will tend to infinity. Thus, the optimization target can be

represented by (25a). Constraints (20) and (21) are rewritten

as (25e) and (25f), respectively.

Due to the uncertainty of UAV E position, Rk,e[n] in

the objective function is implicit. In order to facilitate the

derivation, we maximize the average security computation

capacity of all GUs in the worst case in the NOMA-based

UAV-MEC system. In Lemma 1, we obtain the upper bound

of Rk,e[n] and approximate it to the achievable information

eavesdropping rate from UAV E to GUk.

Lemma 1: The upper bound of Rk,e[n] is expressed as

Rub
k,e[n] = log2

(
1 + rubk,e[n]

)

= log2

⎛
⎜⎝1 +

pk[n]|ĥk,e[n]|2
|ĥj,e[n]|2Pj +

∑
z=1,z∈Kk

pz[n]|ĥz,e[n]|2 + δ2e

⎞
⎟⎠ ,

(26)

where

|ĥk,e[n]|2 =
β0

H2
e + (||qe[n]− wk|| − re)

2 , (27)

|ĥz,e[n]|2 =
β0

H2
e + (||qe[n]− wz||+ re)

2 , (28)

|ĥj,e[n]|2 =
β0

H2
e + (||qe[n]− wj ||+ re)

2 , (29)

indicate the maximum estimation value of |hk,e[n]|2, the

minimum estimation value of |hz,e[n]|2 and the minimum

estimation value of |hj,e[n]|2.
Proof: According to the maximum estimate error previ-

ously proposed, ||qe[n] − q̃e[n]|| ≤ re, we can apply triangle
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6

inequality and anti-triangle inequality to solve the uncertainty

of UAV E position, as follows,

|qe[n]− wk|| ≥ ||qe[n]− wk|| − ||qe[n]− q̃e[n]||
≥ ||qe[n]− wk|| − re,

(30a)

||qe[n]− wz|| ≤ ||qe[n]− wz||+ ||qe[n]− q̃e[n]||
≤ ||qe[n]− wz||+ re,

(30b)

||qe[n]− wj || ≤ ||qe[n]− wj ||+ ||qe[n]− q̃e[n]||
≤ ||qe[n]− wj ||+ re.

(30c)

Thus, the upper bound of Rk,e[n] is expressed as (26).

Due to the multi-variables coupling constraints and binary

constraints, problem (P1.1) is non-convex. We solve (P1.1) by

optimizing the block structure of the variables in two steps. In

Step 1, we optimize the block of variables {∧
z\qs[n]} with fixed

UAV S trajectory {qs[n]}. In Step 2, we optimize UAV S

trajectory {qs[n]} with fixed {∧
z\qs[n]}.

A. Step 1: Optimizing {∧
z\qs[n]} with fixed qs[n].

With fixed UAV S trajectory qs[n], problem (P1.1) is refor-

mulated as

(P2) : max
∧
z\{qs[n]}

∧
s (31)

s.t.(11), (12), (18), (19), (22), (25b)− (25f).

Problem (P2) is difficult to obtain the solution for two

reasons. First, constraint (18) is a binary constraint, which

is not continuous. Second, constraint (25c) and (25d) are both

non-convex.

We use SCA and BCD technique to solve (P2), in which

varying channel relationship coefficient optimization A =
λk,l[n], transmit power allocation B = pk[n], CPU compu-

tation frequency allocation C = fk[n] and local computation

allocation D = lloc,k[n] can be obtained by updating in an

iterative way by considering the others fixed [39].

1) Varying channel relationship coefficient optimization:
For fixed transmit power allocation B, CPU computation

frequency allocation C and local computation allocation D,

we formulate the varying channel relationship coefficient op-

timization problem as

(P2.1) : max
{A},{∧

s,
∧
s1.k[n],

∧
s2,k[n]}

∧
s (32)

s.t.(12), (25b)− (25f).

Introducing λ̃k,l[n] into binary constraint (12), it can be

equivalently converted as

λk,l[n] = λ̃k,l[n], ∀k, l, n, (33a)

λk,l[n]
(
1− λ̃k,l[n]

)
= 0, (33b)

λk,l[n]dk,s[n] ≤ dl,s[n], ∀k, n. (33c)

It can be seen that (33a) and (33b) are exactly equivalent

to (12b) and (12c). From (33c), if dl,s[n] > dk,s[n], λk,l[n]
could be 1 or 0, and if dl,s[n] < dk,s[n], we have λk,l[n] =
0. However, λk,l[n] and λl,k[n] are constrained by (12c), if

λk,l[n] or λl,k[n] is 1, the other one must be 0, then (33c)

is equivalent to (12a). Thus, λ̃k,l[n] can effectively solve the

binary constraint of (P2.1).

Then, problem (P2.1) is converted as

(P2.1.1) : max
{A,λ̃k,l[n]},{∧

s,
∧
s1.k[n],

∧
s2,k[n]}

∧
s (34)

s.t.(25b)− (25f), (33).

Problem (P2.1.1) can be solved by standard optimization

techniques, e.g., CVX, since it is a typical linear problem [40].
2) Transmit power allocation: For fixed varying channel

relationship coefficient optimization A, CPU computation fre-

quency allocation C and local computation allocation D, we

formulate the transmit power allocation problem (P2.2) as

(P2.2) : max
{B},{∧

s,
∧
s1.k[n],

∧
s2,k[n]}

∧
s (35)

s.t.(11), (22), (25b)− (25f).

Note that problem (P2.2) is non-convex due to the non-

convexity of (25c) and (25d), which is hard to solve. We can

apply SCA technique to approximate the problem (P2.2) as a

convex problem in each iteration [39], which can obtain the

transmit power allocation solution by updating it iteratively.
Substituting (13) into (15) and (25c), we can obtain
∧
s1,k[n] ≤ F1,k[n]

− log2

( ∑
l �=k,l∈κ

λk,l[n]pl[n]|hl,s[n]|2 + δ2s

)
,∀k, n, (36)

where

F1,k[n] =

log2

( ∑
l �=k,l∈κ

λk,l[n]pl[n]|hl,s[n]|2 + pk[n]|hk,s[n]|2 + δ2s

)
.

(37)
Note that the convex function can be obtained by the

global lower bound with the first-order Taylor expansion [5].

In Lemma 2, the lower bound of
∧
s1,k[n] is approximately

obtained.
Lemma 2: (36) is approximately transformed as
∧
s1,k[n] ≤ F1,k[n]

−log2
( ∑

l �=k,l∈κ

λk,l[n]|hl,s[n]|2prl [n] + δ2s

)

− 1

ln2

∑
l �=k,l∈κ

λk,l[n]|hl,s[n]|2 (pl[n]− prl [n])∑
l �=k,l∈κ

λk,l[n]|hl,s[n]|2prl [n] + δ2s
, ∀k, n,

(38)

where prl [n] denotes the transmit power acquired by GUl in

rth iteration.
Proof: Define f(x) = log (1 + ax), where a represents

a constant. Giving a feasible point x0, we can use first-order

Taylor expansion to approximately transform f(x) as

f(x) ≈ log(1 + ax0) +
a(x− x0)

1 + ax0
. (39)

Based on Lemma 2, (36) can be transformed as (38).
Similarly, substituting (14) into (16) and (25d), (25d) is

equivalent as
∧
s2,k[n] ≥ F2,k[n]+

log2

( ∑
z∈Kk

|hz,e[n]|2pz[n] +A1[n] + |hk,e[n]|2pk[n]
)
, ∀k, n.
(40)
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where A1[n] = |hj,e[n]|2Pj + δ2e , and

F2,k[n] =

−log2
(
|hj,e[n]|2Pj +

∑
z∈Kk

|hz,e[n]|2pz[n] + δ2e

)
.

(41)

Then, (40) can be approximately transformed as (42), shown

at the top of the next page, where prz[n] and prk[n] represent
the transmit power acquired by GUz and GUk in rth iteration,

respectively.

Thus, the problem (P2.2) is transformed as

(P2.2.1) : max
{B},{∧

s,
∧
s1.k[n],

∧
s2,k[n]}

∧
s (43)

s.t.(11), (22), (25b), (25e), (25f), (38), (42).

Problem (P2.2.1) is a typical convex problem since all of its

constraints are convex, e.g., constraint (11), (25b), (25e) and

(25f) are linear and constraint (22), (28) and (42) are convex.

The solution of (P2.2.1) can be obtained by using CVX.

3) CPU computation frequency allocation: For fixed vary-

ing channel relationship coefficient optimization A, transmit

power allocation B and local computation allocation D, we

formulate the CPU computation frequency allocation problem

(P2.3) as

(P2.3) : max
{C},{∧

s,
∧
s1.k[n],

∧
s2,k[n]}

∧
s (44)

s.t.(19), (25b)− (25f).

Problem (P2.3) is convex since all of its constraints are

linear, e.g., constraint (19), (25b)-(25f) are linear, which can

be solved by using CVX.

4) Local computation allocation: For fixed varying channel

relationship coefficient optimization A, transmit power alloca-

tion B and CPU computation frequency allocation C, the local

computation allocation problem (P2.4) is formulated as

(P2.4) : max
{D},{∧

s,
∧
s1.k[n],

∧
s2,k[n]}

∧
s (45)

s.t.(22), (25b)− (25f).

Problem (P2.4) is convex since all of its constraints are

linear, e.g., constraint (22), (25b), (25e) and (25f) are linear,

which can be solved by using CVX.

B. Step 2: Optimizing qs[n] with fixed {∧
z\qs[n]}.

For fixed varying channel relationship coefficient optimiza-

tion A, transmit power allocation B, CPU computation fre-

quency allocation C and local computation allocation D, the

UAV S trajectory optimization problem (P3) is re-transformed

as

(P3) : max
∧
z\{qs[n]}

∧
s (46)

s.t.(1), (2), (3), (4), (25b)− (25f).

Problem (P3) is hard to handle since constraints (4) and

(25c) are non-convex. We can approximately handle it by SCA

technique, in which UAV S trajectory optimization solution

can be obtained by updating it in iterations [39].

Assume qrs [n] represents UAV S trajectory after rth itera-

tion. We can approximately transform (4) into

d2min ≤ 2||qrs [n]− qe[n]||||qs[n]− |qrs [n]||+
||qrs [n]− qe[n]||2, ∀n. (47)

The right side of (25c) is equivalent to

π1,k[n] =

log2

(
β0pk[n]

H2
s+||qs[n]−wk||2 +

∑
l �=k,l∈κ

λk,l[n]β0pl[n]

H2
s+||qs[n]−wl||2+δ

2
s

)

− log2

( ∑
l �=k,l∈κ

λk,l[n]β0pl[n]

H2
s + ||qs[n]− wl||2+δ2s

)
.

(48)

For the first and second item of π1,k[n] can be approxi-

mately converted as (49) and (50), shown at the top of the

next page.

Thus, (25c) is approximated as

∧
s1,k[n] ≤ t1,k[n]− t2,k[n]. (51)

Problem (P3) is reformulated as

(P3.1) : max
∧
z\{qs[n]}

∧
s (52)

s.t.(1), (2), (3), (25b), (25d)− (25f), (47), (51).

Problem (P3.1) is convex as all its constraints are convex,

e.g., constraint (1), (2), (3), (25b) and (25d)-(25f) are linear

and constraint (47) and (51) are convex. Then, we can solve

it by using CVX in an iterative manner.

C. Algorithm for Problem (P1)

In conclusion, we can solve the problem (P2.1.1), (P2.2.1),

(P2.3) and (P2.4) alternatively to obtain the solution of the

problem (P2), and we can obtain the solution of the problem

(P3) via solving the problem (P3.1). Then, we can solve the

problems (P2) and (P3) iteratively to ensure that the objective

function of the optimization problem (P1) is non-subtractive

when the values of all variables are updated. The final problem

(P1) can be solved in detail as shown in Algorithm 1.

The convergence of Algorithm 1 for problem (P1) is proved

as follows.

Proposition 1: Algorithm 1 is convergent.

Proof: Since (P2.1.1) is a typical linear problem, the

varying channel relationship coefficient optimization solution

of (P2.1.1) at (r + 1)th iteration is not less than the solution

at rth iteration, we have

∧
s
r ≤ ∧

s
r+1

. (53)

Thus, the objective function of (P2.1.1) is non-subtractive

when the values of all variables are updated. Similarly, the

solution of problem (P2.2.1), (P2.3), (P2.4) and (P3.1) at

(r + 1)th iteration is also not less than the solution at rth
iteration, respectively. Therefore, the objective function of the

original problem (P1) is non-subtractive. When the target value

increment is lower than convergence accuracy ε, the upper

bound of the maximum average security computation capacity

is a finite value. Thus, Algorithm 1 is convergent.
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∧
s2,k[n] ≥ F2,k[n] + log2

( ∑
z∈Kk

|hz,e[n]|2prz[n] +A1[n] + |hk,e[n]|2prk [n]
)

+

∑
z∈Kk

|hz,e[n]|2 (pz[n]−prz[n])+|hk,e[n]|2
(
pk[n]−prk [n]

)
ln 2

∑
z∈Kk

|hz,e[n]|2prz[n] +A1[n] + |hk,e[n]|2prk [n]
.

(42)

t1,k[n] = log2

(
β0pk[n]

H2
s+||qrs [n]−wk||2 +

∑
l �=k,l∈κ

λk,l[n]β0pl[n]

H2
s+||qrs [n]−wl||2+δ

2
s

)

−

β0pk[n]
(||qs[n]−wk||2−||qrs [n]− wk||2

)
(H2

s + ||qrs [n]− wk||2)2

ln 2

(
β0pk[n]

H2
s+||qrs [n]−wk||2 +

∑
l �=k,l∈κ

λk,l[n]β0pl[n]

H2
s+||qrs [n]−wl||2+δ2s

)

−

∑
l �=k,l∈κ

λk,l[n]β0pl[n]
(||qs[n]−wl||2−||qrs [n]−wl||2

)
(H2

s + ||qrs [n]− wl||2)2

ln 2

(
β0pk[n]

H2
s+||qrs [n]−wk||2 +

∑
l �=k,l∈κ

λk,l[n]β0pl[n]

H2
s+||qrs [n]−wl||2+δ2s

) .

(49)

t2,k[n] = log2

( ∑
l �=k,l∈κ

λk,l[n]β0pl[n]

H2
s + ||qrs [n]− wl||2 + δ2s

)
−

2
∑

l �=k,l∈κ

λk,l[n]β0pl[n] (||qrs [n]− wl||) (||qs[n]− qrs [n]||)
(H2

s + ||qrs [n]− wl||2)2

ln 2

( ∑
l �=k,l∈κ

λk,l[n]β0pl[n]

H2
s + ||qrs [n]− wl||2+δ2s

) . (50)

Algorithm 1 Proposed optimization algorithm

1: Initialize Given {λr
k,l[n], p

r
k[n], f

r
k [n], l

r
loc,k[n], q

r
s [n]}, set

initial iteration r = 0 and the convergence accuracy ε,
ε > 0.

2: repeat
3: Solve (P2.1.1) with fixed {prk[n], fr

k [n], l
r
loc,k[n], q

r
s [n]},

and obtain varying channel relationship coefficient opti-

mization λk,l[n]. Update λr
k,l[n] = λk,l[n].

4: Solve (P2.2.1) with fixed {λr
k,l[n], f

r
k [n], l

r
loc,k[n], q

r
s [n]},

and obtain transmit power allocation pk[n]. Update

prk[n] = pk[n].
5: Solve (P2.3) with fixed {λr

k,l[n], p
r
k[n], l

r
loc,k[n], q

r
s [n]},

and obtain CPU computation frequency allocation fk[n].
Update fr

k [n] = fk[n].
6: Solve (P2.4) with fixed {λr

k,l[n], f
r
loc,k[n], p

r
k[n], q

r
s [n]},

and obtain local computation allocation lloc,k[n]. Update
lrloc,k[n] = lloc,k[n].

7: Solve (P3.1) with fixed {λr
k,l[n], p

r
k[n], f

r
k [n], l

r
loc,k[n]},

and obtain UAV S optimized trajectory qs[n]. Update

qrs [n] = qs[n]
8: Update r = r + 1.
9: Until The target value increment is lower than conver-

gence accuracy ε or r increases to the setting maximum

iterations.

10: Output ∧
s,

∧
s1,k[n],

∧
s2,k[n], λk[n], pk[n], fk[n], lloc,k[n] and

qs[n].

D. Complexity of Proposed Algorithm

The complexity of Algorithm 1 is mainly determined by

the total number of all variables we optimize. Algorithm 1

involves K GUs and N time slots. There are N + 4KN
variables that need to be optimized. Thus, the complexity of

Algorithm 1 is I1log2(
1
ε )O(N + 4KN)3.5, where I1 indicates

the iteration number of Algorithm 1, and ε indicates the

convergence accuracy, which has the similar complexity of

the scheme proposed in [37].

V. SIMULATION RESULTS AND DISCUSSION

In this section, we present simulation results to validate the

security computation performance of the proposed scheme. In

our scenario, five GUs and one GJ are randomly distributed

in 400 × 400m2 area. UAV S takes an optimized trajectory

from qIs = [−200,−10, 100]T to qFs = [200,−10, 100]T and

UAV E takes a straight line from qIe = [−200, 50, 100]T
to qFe = [200,−60, 100]T . We set the reference channel

power gain β0 = −60dB, Gaussian noise power σ2
s =

σ2
e = −110dBm, GJ transmit power Pj = 0.1W , GUk

peak power Pmax = 0.1W , GUk average power budget

P k
ave = 2W , the required number of CPU computation

cycles for computing one bit information at UAV S and GUk,

cs = ck = 103cycles/bit, GUk and UAV S maximum

CPU frequency Fmax
k = 1GHz, Fmax

s = 20GHz [34], GUk

effective capacitance coefficient κk = 10−27, the maximum

flight speed of UAV S V max
s = 50m/s, the channel bandwidth
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Fig. 2. Average security computation capacity convergence with different T
and Pmax.

B = 1MHz and minimum security computation requirement

of each GU Qm = 0.5Mbits.
Fig. 2 shows the convergence of the average security

computation capacity for different flight time T and different

GUs transmit peak power Pmax. We can observe that the

proposed scheme has good convergence performance. When T
and Pmax increase, the average security computation capacity

of the NOMA-based UAV-MEC system increases.

Fig. 3 shows the comparison of the optimized UAV S trajec-

tory and the pre-determined UAV E trajectory with different

flight time T . Fig. 3a shows the trajectories of UAV S and

UAV E for NOMA transmission when T = 10s. We can

observe that UAV S adjusts its flight trajectory to try to

approach GU. However, it cannot hover in the air because

T is short and UAV S needs to reach the end point on time.

As shown in Fig. 3b, when T becomes large, UAV S will

have enough time to reach the end point. UAV S will hover

in some positions to increase the average security computation

capacity of the system.

Fig. 4 shows the comparison of the optimized flight speed of

UAV S and the constant flight speed of UAV E with different

T . Since UAV E flies from qIe to qFe with a fixed trajectory

at a constant speed during the flight, its speed will not change

when T is fixed. In Fig. 4a and Fig. 4b, the UAV E flight speed

are different, because UAV E flies the same flight distance

with different T . The trajectory of UAV S is optimized to

maximize the average security computation capacity. Thus,

the flight speed of UAV S changes accordingly in different

time. When the flight time T is short, as shown in Fig. 4a,

UAV S flies almost at the maximum flight speed, V max
s , in

order to reach the end point on time. When the flight time

becomes large, as shown in Fig. 4b, UAV S has relatively

sufficient time to provide offloading computation service for

GUs. Then, the flight speed of UAV S drops to sufficiently

utilize the best channel condition in maximizing the average

security computation capacity.

In order to show the information computation of each GU

during the UAVs flight, we compare the security computation

capacity of each GU in each slot n for different T in Fig. 5. We

can observe that the security computation capacity of all the

GUs are larger than 0.5Mbits, since the basic security compu-

tation needs for each GU Qm is 0.5Mbits. UAV S flies from

[−200,−10, 100]T to [200,−10, 100]T , passing through GU1,

GU2, GU3, GU4 and GU5 in turn. When UAV S approaches

GUk, the communication resources and computation resources

will be relatively inclined to GUk to enhance the system’s

average security computation performance. since GUk has the

best channel condition to UAV S, the security computation

capacity of GUk is much larger than the other GUs.

Fig. 6 shows the average security computation capacity of

NOMA-based UAV-MEC system versus the peak power Pmax

with different flight time T . We can observe from Fig. 6

that when Pmax increases, the average security computation

capacity of the system will also increase, because GUs can
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(a) UAV S and UAV E trajectory with Pmax = 0.1W , T = 10s.
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(b) UAV S and UAV E trajectory with Pmax = 0.1W , T = 30s.

Fig. 3. Comparison of UAV S and UAV E trajectory with different T .
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(a) UAV S and UAV E flight speed with Pmax = 0.1W , T = 10s.
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(b) UAV S and UAV E flight speed with Pmax = 0.1W , T = 30s.

Fig. 4. Comparison of UAV S and UAV E flight speed with different T .
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(a) The security computation of each GU in slot n with Pmax = 0.1W , T =
10s.
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(b) The security computation of each GU in slot n with Pmax = 0.1W , T =
30s.

Fig. 5. Comparison of the security computation capacity of each GU in slot n with different T .

obtain more energy to support the transmission of offloading

task information with larger Pmax.

Fig. 7 shows the average security computation capacity

versus T with different peak power Pmax. We can observe

from Fig. 7 that the average security computation capacity

of the system increases with the UAV flight time T , because
when T increases, UAV S has more time to carry out informa-

tion offloading transmission and calculate the offloading task

information of GUs at a better position.

Fig. 8 shows the average security computation capacity of

the system with different value of the required CPU compu-

tation cycles for computing a bit of information at UAV S

and GUk, cs and ck. We can observe from Fig. 8 that when

cs decreases, the average security computation capacity of

the system increases. This is because when cs decreases, the

computation speed by UAV S becomes faster, which increases

the security offloading computation capacity to the UAV S.

Similarly, when ck decreases, the average security computation

capacity of the system also increases accordingly. It is because

that when ck decreases, GUk local computing speed becomes

faster, which increases the local computation capacity.

To prove the superior security computation performance of

the proposed scheme, we compare the security calculation

performance with the following benchmark schemes in Fig.

9 and Fig. 10.

Scheme 1: The average security computation capacity of

the system are maximized by optimizing GUk local computa-

tion, GUk transmit power, time allocating factor and UAV S

trajectory in TDMA based Dual-UAV-MEC system [37].

Scheme 2: UAV S flies with straight trajectory, while the

varying channel relationship coefficient, GUk transmit power,

GUk CPU computation frequency, GUk transmit power and
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Fig. 6. Average security computation capacity variation versus Pmax with
different T .
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Fig. 7. Average security computation capacity variation versus T with
different Pmax.

GUk local computation are optimized to maximize the average

security computation capacity of the system.

Scheme 3: The transmit power of GUs are fixed, while the

varying channel relationship coefficient, GUk CPU computa-

tion frequency, GUk local computation and UAV S trajectory

are optimized to maximize the average security computation

capacity of the system.

Scheme 4: The security computation capacity of the system

is maximized by optimizing UAV S location, transmit power

of GUs, jamming power, offloading ratio, UAV computing

capacity and user association [36], in which UAV S sends

jamming signals to enhance security.

In Fig. 9, we can find that the security computation per-

formance of the proposed scheme is much better than three

benchmark schemes versus T . Compared with scheme 1,

the proposed scheme has taken the advantages of NOMA

transmission, which permits multi-users to share the same

resource. Compared with scheme 2, the proposed scheme also
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Fig. 8. Average security computation capacity variation with different cs
and ck .
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Fig. 9. The security computation performance comparison with different
schemes versus T .

optimizes the trajectory of UAV S, indicating the importance

of trajectory optimization in improving the security compu-

tation performance. Compared with scheme 3, the proposed

scheme also optimizes the transmit power of GUs, indicating

the importance of transmit power allocation in improving the

security computation performance. Compared with scheme 4,

the proposed scheme has optimized UAV S trajectory, and

UAV S can fly to assist GUs in computing offloading tasks.

Due to the UAVs location are fixed in scheme 4, the average

security computation capacity will not change with the change

of T .
Fig. 10 shows that the proposed scheme is superior to the

benchmark schemes versus Pmax in terms of the system aver-

age security computation performance. Compared with scheme

4, the proposed scheme has taken the advantage of NOMA

transmission and optimizes the UAV trajectory, indicating

the importance of UAV mobile trajectory optimization and

NOMA transmission in improving the security computation
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Fig. 10. The security computation performance comparison with different
schemes versus Pmax.

performance. Fig. 10 also proves that the proposed scheme is

more advanced and effective than the other schemes.

VI. CONCLUSION

In this paper, we propose a secure communication scheme

for NOMA-based UAV-MEC system towards a flying eaves-

dropper. Under the condition of minimum security compu-

tation requirements of each GU, we first study the worst

security situation through mathematical derivation. Then, we

maximize the average security computation capacity of the

system via optimizing the varying channel relationship co-

efficient between the UAV S and GUs, CPU computation

frequency, transmit power, local computation and UAV S

trajectory. We utilize SCA and BCD methods to solve the

proposed optimization problem in an iterative manner. The

simulation results show that the proposed scheme performs

better than the benchmark schemes in terms of the system

security computation performance. In the future work, we will

extend our work to more general system model by considering

the hovering effects of the UAV, the statistical behavior of the

channels and active eavesdropping behavior of UAV E.
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