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ABSTRACT 

 

Type 1 diabetes is a disease defined by the inexorable autoimmune destruction of 

pancreatic beta cells, leading to endogenous insulin deficiency. C-peptide, a 31 amino 

acid protein that joins the alpha and beta chains of insulin in the proinsulin molecule, 

is well established as a marker of endogenous insulin secretion. Circulating levels 

within people with type 1 diabetes demonstrate persistence of insulin secretion, in 

some cases, for many years after diagnosis. Additionally, histological analyses of 

donor pancreata have provided evidence for persistent immunoreactive insulin-

positive beta cells. These findings have challenged the dogma that all beta cells are 

destroyed at, or soon after, onset of type 1 diabetes. Although it is clear there is some 

relationship between residual C-peptide and preserved beta cell mass, residual C-

peptide alone cannot distinguish between loss of beta cell mass and reduced 

functionality. As such, C-peptide level remains a contested surrogate for the 

aetiopathological definition of type 1 diabetes, which is used across disease 

classification and as the end point in many intervention trials designed to preserve 

beta cell function.  

 

A fundamental difference between type 1 diabetes and type 2 diabetes is that the 

former is characterised by rapid progression to endogenous insulin deficiency due to 

autoimmune beta-cell destruction. Since histological classification is impossible in 

living humans with type 1 diabetes, C-peptide-defined type 1 and type 2 diabetes have 

been used as the endpoint in the development and validation of classification models 

which combine clinical features and biomarkers to improve classification of disease at 
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diagnosis. In Chapter 2, I aimed to I validate a classification model that was previously 

developed on a C-peptide outcome in a clinical cohort, against a histological definition 

of type 1 diabetes. This classification model combined age, body mass index (BMI), 

autoantibody status and type 1 diabetes genetic risk score (T1D GRS), with its 

predictive performance tested on samples defined histologically as having type 1 

diabetes and non-type 1 diabetes from the Network for Pancreatic Organ Donors with 

Diabetes (nPOD) biobank. Strong predictive performance of the model in this setting 

demonstrated that the C-peptide outcome, used in its development, is representative 

of histologically defined disease, confirming that C-peptide is a robust, appropriate 

surrogate outcome that can be used in large clinical studies where histological 

definition is impossible.   

 

In the 1970s it was crystallised that type 1 diabetes is a disease mediated by the 

autoimmune destruction of insulin producing beta cells. Since then, the centrepiece of 

many disease modifying intervention trials has been to augment the survival of 

functional beta cells, assessed via measures of preserved C-peptide secretion. 

However, there are clear differences in disease progression between children and 

adults with recent suggestions that, even within children, differences are driven by 

underlying endotypes. In Chapter 3, across disease duration, I compared the trends 

of decline of C-peptide in a cohort of living children from the UK Genetic Resource 

Investigating Diabetes, to the trends of decline of pancreatic beta cells in organ donors 

from the combined nPOD and Exeter Archival Diabetes Biobank (EADB), through 

stratifying by newly described age at diagnosis associated endotypes. I demonstrated 

that C-peptide loss and beta cell loss, in all age at diagnoses studied, mirror one 
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another across duration of disease. I demonstrated that proportionally fewer children 

diagnosed <7 retained C-peptide after one year of diagnosis, with the levels of retained 

C-peptide being lower at diagnosis that those diagnosed at older ages. I showed these 

trends of loss are almost identical in pancreas donors, with proportionally fewer 

children retaining islets containing insulin positive beta cells after one year of 

diagnosis, with fewer insulin positive beta cells at diagnosis as compared to donors 

diagnosed at older ages. The results in this chapter are indicative of the differences in 

disease progression in children. The rapid depletion of C-peptide and beta cells in 

children diagnosed < 7 years is suggestive that early intervention close to or before 

diagnosis may be most time critical, and should additionally be considered in planning 

and interpretation of intervention trials.  

 

Preserving C-peptide is unequivocally beneficial to a person diagnosed with type 1 

diabetes, associating with reduced frequency and severity of self-reported 

hypoglycaemia and fewer long term microvascular complications, as evidenced 

originally from DCCT. In Chapter 4, using insights from continuous glucose monitoring 

(CGM) technology, I demonstrated that higher levels of endogenous insulin secretion 

around the time of diagnosis impact glycaemic variability, but are not associated with 

hypoglycaemia. The work in this chapter adds to findings from previous studies of 

longer duration diabetes to offer a more complete picture of the impact that variation 

in C-peptide levels have on glucose control in people with type 1 diabetes.  

 

Increased use of flash and continuous glucose monitoring has enabled more detailed, 

daily insights into glycaemic control within type 1 diabetes, the relationships of such 
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with C-peptide have been explored within this thesis. This technology however offers 

a wealth of opportunity for exploring the lived experience type 1 diabetes, in relation 

to daily glucose control. In Chapter 5 I developed upon the skills I had refined in CGM 

data analysis, exploring the impact that free-lived high and moderate intensity exercise 

have on glycaemic control in type 1 diabetes, as compared to an individual’s non-

exercise “normal”. I compare monitored glucose traces from 10 adults with type 1 

diabetes that each completed three, 14-day intervention periods of: home-based high 

intensity interval exercise, home-based moderate intensity continuous exercise and a 

free-living non-exercise control period. A key part of this analysis was the careful 

comparison of the glucose traces in each exercise intervention period to the glucose 

traces within the non-exercise of control period, in order to understand how much 

exercise perturbed an individual from their “normal” . In this analysis I found that the 

exercise modes assessed increase glycaemic variability and hypoglycaemia in the 4 

hours after exercise, had a modest effect on glycaemic variability overnight, but 

increased glycaemic variability and hypoglycaemia the day after exercise. The findings 

in this chapter suggest that developing focused clinical guidance around time periods 

post-exercise, and accounting for “everyday life”, may improve the management of 

blood glucose in type 1 diabetes and ultimately reduce barriers to exercise.  

 

In the majority of endocrine conditions, the hormone in question is measured as part 

of routine usual care. In diabetes this is not yet the case. In this thesis I provide 

evidence that C-peptide is a robust surrogate marker of functional beta cells in clinical 

settings and demonstrate how an estimate of a patients C-peptide reserve could 
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benefit clinical management. In addition to C-peptide level, I explore how exercise is 

another influential factor on glucose control in type 1 diabetes. 

 

Throughout this thesis I aim to place findings within the context of the lived experience 

of type 1 diabetes. After all, it is the people living with type 1 diabetes that are the 

reason we continue our research. 
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ABBREVIATIONS 

 

BMI  body mass index 

CGM  continuous glucose monitoring 

CSII   continuous subcutaneous insulin infusion 
 
CV  coefficient of variation 

DKA  diabetic ketoacidosis 

DiViD  Diabetes Virus Detection (study) 

EADB  Exeter Archival Diabetes Biobank 

EXTOD Exercise in Type 1 Diabetes (study) 

GAD(A)  glutamic acid decarboxylase (antibody) 

HbA1c   glycated hemoglobin A1c 

HBGI  high blood glucose index 

HIIE   high intensity interval exercise  
 
HLA  human leukocyte antigen 

HR   heart rate 

IA2(A)   tyrosine phosphatase-related islet antigen 2 (antibody) 
 
IDAA1c  insulin dose–adjusted glycated hemoglobin A1c 

IQR   interquartile range 

isCGM intermittently scanned continuous glucose monitoring 

JDRF  Juvenile Diabetes Research Foundation 

L1H   level 1 hypoglycaemia 
 
L2H   level 2 hypoglycaemia   
 
LGBI  low blood glucose index 
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MARD  mean absolute relative difference 
 
MDI   multiple daily injection  
 
mIAA  micro insulin autoantibody  
 
MICE   Moderate intensity interval exercise 
 
MMTT  mixed-meal tolerance test 
 
NHS   UK National Health Service 
 
nPOD  Network for Pancreatic Organ Donors 
 
PA   physical activity 
 
SNP  single nucleotide polymorphisms 
 
SEARCH SEARCH for Diabetes in Youth (study) 
 
T1D   type 1 diabetes 
 
T1D-GRS  type 1 diabetes genetic risk score 
 
TIGI Type 1 diabetes, Immunology, Genetics and endogenous Insulin 

production (study) 
 
TIR   time in range 
 
UK GRID UK Genetic Resource Investigating Diabetes  

WHO   World Health Organisation  

Znt8(A) Zinc Transporter 8 (antibody) 

 

NOTE: For Chapters 1, 2 and 6, English (UK) abbreviations and spelling are used. 

For Chapters 3-5 English (US) abbreviations and spellings are used as these chapters 

are either published in, submitted to a US based journal. 
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CHAPTER 1: INTRODUCTION 

 

Structure and Aims of Thesis 

The overall aim of this thesis is to demonstrate that C-peptide is a robust surrogate 

marker of functional beta cells and examine the impact that preserving C-peptide, and 

other external factors, have on glucose control in type 1 diabetes across duration of 

disease.   

 

In Chapter 1 I present a review of the current understanding of the clinical impacts of 

preserved C-peptide described across duration of diabetes, including how continuous 

glucose monitoring has helped provide detailed insights into the immediate impact of 

C-peptide on glucose control in type 1 diabetes. 

 

In Chapter 2 I expand on the previous development of a clinical diagnostic model that 

combines simple clinical features and biomarkers to improve the classification of type 

1 diabetes. I aim to validate this model against a histological definition of type 1 

diabetes, using samples from the Network for Pancreatic Organ Donors (nPOD) 

biobank that have been classified as having type 1 diabetes or non-type 1 diabetes 

based off the current histological gold standard of disease. As the original model was 

developed and validated in cohorts of people with C-peptide defined type 1 diabetes 

and type 2 diabetes, I validate the performance of the original model and demonstrate 

that C-peptide is a robust appropriate surrogate outcome that can be used in large 

clinical studies where histological definition is impossible.   
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In Chapter 3 I build upon recent work describing type 1 diabetes endotypes that highly 

correlate with age at diagnosis. Stratifying by age at diagnosis endotypes, I describe 

the trends of decline in C-peptide levels in living children and young people with type 

1 diabetes within the UK Genetic Resource Investigating Diabetes (UK GRID) cohort 

and the trends of decline in beta cells in pancreatic donors from nPOD and Exeter 

Archival Diabetes Biobank (EADB). I explore the similarities in the trends of decline in 

both settings and what this means in the context of intervention trials. 

 

In Chapter 4 I aim to describe the impact that variation in endogenous insulin secretion 

close to diagnosis has on glycaemic variability and hypoglycaemia, using Continuous 

Glucose Monitoring (CGM) data from adults enrolled in the Exercise for Type 1 

Diabetes (EXTOD) study with recent onset type 1 diabetes. I discuss how the clinical 

impact of C-peptide on a person with type 1 diabetes varies depending on the point 

from diagnosis with declining C-peptide, and how current estimates of a patient’s C-

peptide reserve could influence their clinical management.  

 

In Chapter 5 I develop upon the skills I have refined in CGM data analysis and apply 

these to explore the impact of exercise on glycaemic control in type 1 diabetes. 

Utilising intermittently scanned continuous glucose monitoring, I explore the effect of 

two modes of home-based exercise on glycaemic variability and hypoglycaemia, as 

these are two of the main barriers to exercise people with type 1 diabetes express.  

 

In Chapter 6 I present a discussion of the findings described, the implications of those 

findings, their limitations and future steps. 
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Each chapter remains in the style of the journal it was or is planned to be published 

in. The published, and some unpublished, supplementary material for each chapter 

can be found within the corresponding sections of the Appendix. Additionally, within 

the Appendix I present papers I have co-authored, including a joint first author paper 

describing time to death and risk factors associated with mortality among COVID-19 

cases in the World Health Organisation (WHO) African region. This was completed 

during my time in an emergency consulting role for the WHO African Regional Office 

as a junior data sciences expert. Independent to my PhD, I supported the 

epidemiological analysis of data related to COVID-19 in the African region. 

Additionally, I present R code and description of such that I have developed for all 

CGM analysis used throughout this PhD and by collaborators, which is available Open 

Source via my GitHub. Other work, which I have supported but that has not yet been 

published, are outlined within in the appendix.  
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C-peptide as a Marker of Beta Cell Function 

Type 1 diabetes is a disease defined by the inexorable autoimmune destruction of 

pancreatic beta cells, leading to endogenous insulin deficiency. Connecting peptide, 

or C-peptide, is a well-established marker of endogenous insulin secretion, being 

identified in parallel with first descriptions of insulin biosynthesis in 1967 by Steiner 

and colleagues [1, 2]. C-peptide is a 31 amino acid protein that joins the alpha and 

beta chains of insulin in the proinsulin molecule, promoting efficient folding and 

assembly in the endoplasmic reticulum of the pancreatic beta cells during insulin 

biosynthesis. In the cleavage off proinsulin, C-peptide is excised where it is secreted 

into the portal blood stream in equimolar concentrations with insulin [3] (Figure 1). 

 

Figure 1: Schematic of insulin biosynthesis, created in BioRender.com   

 

The differences in kinetics between C-peptide and insulin make C-peptide the better 

marker of endogenous insulin secretion. C-peptide experiences minimal first-pass 



 24 

clearance by the liver, whereas approximately 50% of portal secreted insulin is cleared 

in this first-pass transit [4, 5]. C-peptide in contrast is predominantly metabolised by 

the kidney from the systemic circulation, with around 70% removed by glomerular 

filtration [6]. Therefore, unlike C-peptide peripheral insulin levels are unlikely to be far 

of that which was portally released. Additionally, the half-life of C-peptide is around 10 

times longer than insulin (20–30 vs. 3–5 min) and it therefore circulates at 

concentrations approximately five times higher in the systemic circulation [7–9]. As 

such, from first detection in serum in the 1970s [10], C-peptide has proved clinically 

useful surrogate marker of endogenous insulin secretion, assisting with treatment 

decisions in type 1 and type 2 diabetes and monitoring the course of disease [9].  

 

As early as 1978 [11], this measurement of serum C-peptide in individuals with type 1 

diabetes led to the observation that some individuals retain measurable levels of 

insulin secretion for many years after diagnosis [12–19]. Additionally, evidence from 

histological analyses have shown the persistence of insulin-positive islets, in some 

cases for decades after diagnosis [18–22]. These findings have challenged the dogma 

that all beta cells are destroyed at, or soon after, onset of type 1 diabetes, inspiring 

many disease modifying intervention trials that aim to augment the survival of these 

residual insulin-producing beta cells. 

 

However, due to difficulties in examination of the pancreas in living people [23], limited 

specimen availability [24] and the cross-sectional nature of autopsy studies, the 

relationship between beta cell mass and function has yet to be fully understood [25]. 

Although efforts are underway to improve non-invasive imaging of the pancreas for 
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assessments of beta cell mass in living individuals [26, 27], there are currently no 

methods with enough sensitivity to detect small numbers of residual beta cells [27], 

keeping the living pancreas largely inaccessible. As such, the majority of our 

histological knowledge surrounding residual beta cells, stems from studies of autopsy 

pancreas (Figure 2).  

 

 

 

Figure 2: Micrograph of autopsy pancreas from nPOD donor 6484 (location: pancreas 
other) with type 1 diabetes, demonstrating insulin positive islets (red arrow) stained for 
insulin (red) denoting beta cells and glucagon (blue) denoting alpha cells and insulin 
negative islets showing only glucagon staining.   
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The largest collections of such are held in the Exeter Archival Diabetes Biobank 

(EADB) [28] and the Network for Pancreatic Organ Donors with Diabetes (nPOD) [29]. 

EADB is a 50-year-old archival biobank mainly comprising of non-systematically 

collected autopsy samples from young people (<20 years old) with recent-onset 

disease (<2 years), a feature unique to this biobank placing it as the world’s largest 

collection of pancreas tissue from individuals diagnosed with diabetes under the age 

of 10 years [24]. These rare archival samples, although able give valuable insight into 

the pathogenesis of type 1 diabetes in young children, are of varying quality which 

preclude some applications in addition to lacking linked measurements of C-peptide 

due to the age of the biobank. In contrast, nPOD curated circa 2007 closely works with 

organ procurement organisations for the systematic and standardised processing of 

pancreatic tissue and other samples, enabling a wider range of applications. 

Additionally, at donation C-peptide levels are stored within the biobank, but must be 

interpreted with caution due to the end-of-life circumstances of collection and possible 

degradation due to glucotoxicity [30]. However, many of the donors in nPOD have a 

much older onset of disease with the majority often longer duration. Therefore, a 

combination of these two biobanks is our largest and most encompassing source for 

understanding the pathophysiology of type 1 diabetes in the pancreas. This still is far 

however from the extensive, within donor, analysis required to fully elucidate the 

relationship between beta cell mass and function, but at present there are no large 

systematic studies of C-peptide in clinical type 1 diabetes cohorts in whom post-death 

pancreas samples are available.  A recent study however has shown that within 

children and young adults (<18) there are similarities in the trends of decline of beta 
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cell loss in pancreas donors (from the EADB and nPOD biobanks) and the trends of 

decline in C-peptide in the living across disease duration [31]. 

 

Importantly, highlighted within this work is that both beta cell mass and function is 

markedly heterogeneous in people with type 1 diabetes even varying from onset, 

which although is a well-established finding, is worth emphasising in the context of 

intervention and prevention trials. As the youngest children at diagnosis have lower 

levels of C-peptide and lower beta cell mass, it is this group in which intervention is 

most time-critical. Additionally, across all age of diagnosis, a proportion of individuals 

had presence of insulin containing islets and measurable C-peptide > 10 years from 

diagnosis, although markedly reduced. This echoes findings from previous studies 

[11–20, 32] and calls to the line of discussion surrounding the source of these 

persistent beta cells in long duration type 1 diabetes: if all are in fact functional or just 

“sleeping”, which has been reviewed elsewhere [25].  It is however unequivocal that 

endogenous insulin, as measured by C-peptide and paralleled by histological 

observations, does persist in long duration type 1 diabetes.  

 

It is well established, with evidence originally from the landmark Diabetes Control and 

Complications Trial, that persistent detectable C-peptide in long duration disease is 

associated with numerous positive clinical outcomes for people with type 1 diabetes 

[33–35]. It is for this reason that C-peptide is accepted as a primary outcome measure 

in intervention trials designed to preserve or improve beta cell function [36]. Although 

the benefits of preserved C-peptide in longer duration disease it is well documented, 

in more recent years evidence has emerged to suggest that C-peptide retention has a 
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measurable impact from the point of diagnosis for a person with type 1 diabetes [37, 

38]. These recent studies show what has long been demonstrated in islet transplant 

recipients; high or low beta cell function impacts glyceamic control differently [39]. With 

advances in assay sensitivity and glucose monitoring technology, it is increasingly 

possible to gain an insight into the impact of preserved C-peptide across an 

individual’s timeline of disease.  

 

In this review I discuss the clinical use and impact of preserved C-peptide in people 

with type 1 diabetes from diagnosis through to long-duration disease.  

 

Utility of C-peptide in Clinical Practice  

As reviewed elsewhere [9], C-peptide is used in clinical practice in preference to insulin 

measurement when assessing beta cell function, due to negligible first pass clearance 

by the liver and because levels are not affected by exogenous insulin administration 

[7, 8]. Approximately half of peripherally secreted C-peptide is removed by the kidneys 

and therefore C-peptide levels must be interpreted with caution in renal failure in which 

blood levels of C-peptide can be falsely elevated [40, 41]. C-peptide can be measured 

in a fasting or non-fasting (random) sample or by formal stimulation test. The most 

commonly used stimulation test for C-peptide is Mixed Meal Tolerance Test (MMTT), 

which involves a liquid mixed meal containing standard proportions of protein, fat and 

carbohydrate [42]. During the test, blood is drawn for the measurement of C-peptide 

at 30 minutes pre-liquid mixed meal ingestion, at liquid mixed meal ingestion and at 

30 minutes intervals post meal, until 120 minutes. The C-peptide level at 90 minutes 

is most commonly used as a measure of stimulated C-peptide, as this is approximately 
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the point post-liquid mixed meal where C-peptide is at a peak [43]. The choice of 

testing condition depends on both the clinical or research question and on practical 

considerations. There have been several consensus statements that suggest 

stimulated C-peptide from the MMTT is a gold standard measure for endogenous 

insulin secretion leading to its adoptions as an outcome measure in clinical studies 

[36, 42, 44]. However, while formal stimulation tests are most accurate and 

reproducible for research purposes, a fasting or non-fasting (‘random’) sample is 

usually suitable in clinical practice [9]. As sampling and detection methods have 

evolved, measuring beta cell function by C-peptide has become a cheap and easily 

accessible test that can even be employed in home-settings for clinical use. C-peptide 

is reported in several different units, commonly either in nmol/L or pmol/L, or 

occasionally ng/L. 1 nmol/L = 1000 pmol/L = 3 ng/L. Throughout this thesis the units 

of pmol/L are used. 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               

C-peptide has been highlighted as a useful clinical tool for classification of diabetes. 

As type 1 diabetes is characterized by rapid progression to endogenous insulin 

deficiency due to autoimmune beta cell destruction, C-peptide levels taken within the 

first few years of diagnosis may be useful in confirming type 1 diabetes if results are 

low (<200pmol/L). However, utility is greatest 3-5 years post diagnosis as there may 

be a substantial overlap of C-peptide levels between type 1 and type 2/monogenic 

diabetes at the time of diagnosis [9].  In more recent years, classification models which 

combine clinical features and biomarkers, such as autoantibodies and T1D-GRS, have 

been shown to be more discriminative of diabetes type at diagnosis than any one 

feature alone [45–47]. C-peptide-defined type 1 and type 2 diabetes have been used 
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as the endpoint in the development and validation of these models, since histological 

classification, a widely accepted gold-standard in many other diseases, is impossible 

within type 1 diabetes [23]. Recent histological validation [48] of such models has 

strengthened evidence for the classification uses of C-peptide within these settings.  

 

As assays have become more cost effective, reliable and widely available, there is 

grounds for C-peptide to become an established tool in the management of diabetes. 

In the majority of endocrine conditions, the hormone in question is measured as part 

of usual routine care, in diabetes this is not yet the case. There is accumulating 

evidence that suggests that the benefit of C-peptide preservation is much more 

complex, and clinical impact to the patient could depend on their point from diagnosis 

[38].  

 

The Diabetes Control and Complications Trial and Beyond  

The landmark Diabetes Control and Complications Trial has been the cornerstone in 

the descriptions of rates of progression to microvascular complications and severe, 

life-threatening hypoglycaemia in relation to beta cell function. Initial analyses have 

highlighted that within the intensive insulin therapy arm of the trial the loss of beta cell 

function was markedly slowed [35]. Although this was a success, those that were 

intensively treated were at much higher risk of severe hypoglycaemia (self-reported), 

a barrier to intensive insulin therapy that still remains today despite improvements to 

insulin formulas. However, those that retained the ability to secrete higher levels of C-

peptide in response to a stimulus, had a significant risk reduction in severe 

hypoglycaemia in addition to retinopathy progression [33–35]. Within those intensively 
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treated, retaining a C-peptide response, the risk of progression to other microvascular 

complications was also lower, however this is presumably mediated by the lower 

HbA1c within the intensively treated arm observed across the years of follow up [34]. 

Importantly, these low HbA1c values were achieved with substantially less exogenous 

insulin, which unequivocally plays a key role in the reduction of hypoglycaemia 

observed [33–35].  

 

There has since been further study to assess the minimum level of C-peptide that 

translates a clinical benefit to a patient with type 1 diabetes. Through modelling C-

peptide continuously, Lachin et al demonstrated that, within intensively treated DCCT 

participants with 1-5 year disease duration, there was an inverse linear relationship 

with retinopathy progression to the detection of the assay (30 pmol/L). However, 

hypoglycaemia, HbA1c and insulin dose only held this association above levels of 80 

pmol/L [34]. In those of much longer disease, having any detectable levels (30-

190pmol/L) conferred significantly lower risk of severe hypoglycaemia than those with 

undetectable levels [34].   

 

Since the end of the DCCT, there have been improvements in the analytical sensitivity 

of C-peptide assays, allowing detection of 10-fold lower concentrations of C-peptide. 

Persistent levels of C-peptide, is now recognised to be common in type 1 diabetes, 

with many long-duration patients retaining low, but detectable levels [49, 50]. A recent 

large, representative study by Jeyam et al within the Scottish Diabetes Research 

Network Type 1 Bioresource Study  [51] has since demonstrated a continuous inverse 

association of serious self-reported hypoglycaemia and incident retinopathy with 
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random C-peptide down to a limit of detection of 3 pmol/L, with striking risk reductions 

for hypoglycaemia seen at very minimal levels of C-peptide (5-20pmol/L). Much 

weaker associations were demonstrated between C-peptide and HbA1c and insulin 

dose, with benefits only observed with C-peptide levels of at least 200 pmol/L, similar 

to that described in the DCCT cohort [34, 52] and supporting findings from smaller 

cross-sectional studies [53]. In studies of islet transplant recipients, striking reductions 

in severe hypoglycaemia have been demonstrated within the follow up period, even at 

minimal beta cell function, with much more modest effects on HbA1c and insulin dose 

[39, 54–56].   

 

In terms of disease progression, it is undeniable that C-peptide level has its most 

profound impact on hypoglycaemia and progression of retinopathy. The strong 

associations of C-peptide with hypoglycaemia and retinopathy, independent of other 

factors, indicate the two may be related. It is well established that acute decreases in 

blood glucose have been associated with reduction of retinal responses [57, 58] and 

that worsening may occur early within disease [59]. It is however only postulation that 

frequent hypoglycaemia may worsen retinopathy overtime as there are currently no 

studies in humans addressing this question. 

 

The influence C-peptide has on HbA1c and insulin dose is minimal, perhaps because 

many people with type 1 diabetes within these studies already have levels of C-peptide 

too low to demonstrate substantial benefit. As such, an intervening therapeutic agent 

may not preserve C-peptide at a high enough level to substantially reduce insulin 

requirement or improve long term glucose control in those with active disease 
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progression, but could arguably still improve quality of life for people with type 1 

diabetes by reducing hypoglycaemia and retinopathy risk by preserving measurable 

levels of C-peptide for as long as possible in a patient.  

 

As low levels of C-peptide have a marked impact on hypoglycaemia, it would suggest 

that even minimal beta cell functionality is enough to preserve the paracrine effect 

between the beta and alpha cell. It is possible that whilst some beta cell functionality 

persists, alpha cells can continue to respond in times of hypoglycaemia by secreting 

glucose raising hormones, such as glucagon, and mediate protection. There have 

been few recent studies addressing the intrinsic relationship between glucagon levels, 

stimulated C-peptide and hypoglycaemia in type 1 diabetes with many past studies 

using non-specific assays which may have led to erroneous measurements [60]. With 

new assays [61] one recent small study has demonstrated that within induced 

hypoglycaemia, C-peptide positive patients had higher glucagon concentrations than 

C-peptide negative patients, in addition to more pronounced endogenous glucose 

production [62].  

 

The Immediate Clinical Impact of C-peptide 

Over the past 5 decades, the development of technologies such as flash and 

continuous glucose monitoring (CGM) have afforded more detailed, daily insights in to 

glucose control over that of the 3-4 month estimate HbA1c provides. CGM derived 

measures such as glycaemic variability and time spent above (hyperglycaemia), below 

(hypoglycaemia) and within clinically defined glucose ranges, have made the lived 

experience of people with type 1 diabetes, in relation to daily glucose control, more 
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accessible to monitor and potentially improve. Recent studies, utilising CGM, have 

highlighted that persistent C-peptide has an impact on these CGM derived measures 

of glucose control which does in fact vary depending on the individual’s point from 

diagnosis.  

 

As discussed in the previous section, studies exploring these benefits of preserved C-

peptide in long-duration type 1 diabetes, or post-islet transplantation have shown that 

persistence of C-peptide is associated with decreased variation, more time spent in 

range (3.9-10 mmol/L) and protection from hypoglycaemia [53, 54, 56, 63–65], in 

addition to lower HbA1c  [52, 64] and lower insulin doses [53].   

 

In contrast, C-peptide level very close to diagnosis does not seem to confer differential 

protection from hypoglycaemia, where stimulated levels can reach >1500pmol/l.  

However, higher levels within these ranges are associated with lower glycaemic 

variability, more time in range, and less hyperglycaemia [37, 38].  In post-islet 

transplantation settings, where the levels of C-peptide can resemble that close to 

diagnosis, it has been shown that higher beta cell functionality is necessary to prevent 

hyperglycaemia whereas minimal function is necessary to reduce hypoglycaemia [39].  

It is possible that the C-peptide levels at diagnosis, in addition to other factors related 

to a short duration of type 1 diabetes, may offer more protection from hypoglycaemia 

and, as such, hypoglycaemia is uncommon compared to long-duration type 1 

diabetes, when endogenous insulin secretion is much lower or absent.  
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Although there are few studies assessing the benefits of C-peptide close to diagnosis, 

it is possible that metabolic or physiological differences between individuals at 

diagnosis may have more of an impact on glycaemic variability than previously 

thought, with the level C-peptide present at this point possibly defining the 

manifestation of the individuals type 1 diabetes. As the clinical impact of C-peptide 

varies across diagnosis (Figure 3), there is grounds to suggest that measuring C-

peptide level frequently from the point of diagnosis could be an important step towards 

precision medicine in type 1 diabetes, enabling development of the best approach in 

managing the newly diagnosed patient and pathway throughout their disease. 

Additionally, within the context of clinical trials, testing disease-modifying interventions 

that promote preservation of beta cell function would not only have long term impacts 

but could have substantial shorter term clinical benefits.  
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Figure 3 Summary of the impact variation in C-peptide level has on glucose control in 
people with type 1 diabetes across diabetes duration. In newly diagnosed type 1 
diabetes (T1D), C-peptide variation impacts do not affect hypoglycemia, as 
demonstrated in longer-duration type 1 diabetes. C-peptide variation affects glycemic 
variability near to diagnosis of type 1 diabetes and at long-duration disease. Adapted 
from [38].  
 

Preserving C-peptide  

Many of the studies discussed in the previous sections contribute to the fact that C-

peptide is now accepted by regulatory authorities as a primary end point in intervention 

trials aiming to preserve or restore β-cell function [66]. Within each of these studies, 

the C-peptide level at a certain point in time has been suggested to mitigate future risk 

of progression of certain complications. However, as type 1 diabetes is a disease of 

beta cell destruction, these C-peptide levels will decline over time. It’s reasonable to 

suggest that if a therapeutic agent was able to continue to preserve C-peptide above 
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a given level, then many of the benefits described in these studies will only be 

enhanced. However, there is not yet a consensus on what level of C-peptide secretion 

constitutes a clinically useful therapeutic effect, with guidance stating only that an 

“Intervention will likely need to be initiated as soon as possible after manifestation of 

the disease to have a chance of showing a meaningful benefit” [66]. Guidance further 

states that clinical intervention trials must have co-primary endpoints of C-peptide 

(change from baseline), HbA1c, severe hypoglycaemia incidence and reduction in 

insulin requirements [66].  With the current evidence highlighting that the most 

substantial effects of preserved C-peptide on HbA1c and insulin dose only occur at 

high levels, it would indeed suggest that for therapeutics to succeed they would need 

to be trialled very close to, if not before clinical diagnosis. Adding further complexity, it 

is frequently observed, that those diagnosed with type 1 diabetes at the youngest ages 

(<7 years) have lower levels of C-peptide at diagnosis [43, 67–69]. It is known that 

there are clear differences in disease progression between children and adults [68, 

69] with recent suggestions that even within children there are differences driven by 

underlying endotypes [17, 21] (Figure 4). This only emphasises the necessity to 

improve prediction of type 1 diabetes [70] and highlights that many trials could be 

deemed unsuccessful depending on the age of the participants and how close they 

are to diagnosis. It is worth noting that in recent immunotherapy trials of Teplizumab 

in people at and pre diagnosis of type 1 diabetes [71, 72], all participants were >7 

years of age. With the suggestion that the youngest children perhaps experience a 

quicker progression to type 1 diabetes, driven possibly by a different mechanism to 

those diagnosed at older ages [21], one could speculate if the effects demonstrated in 

these trials would be replicated in children of younger ages. The importance of these 



 38 

endotypes is something yet to be fully elucidated, however should be considered in 

the planning and interpretation of intervention trials designed to prevent disease 

progression or promote beta cell retention and function.  

 

Figure 4 (A) Box plot of 20 donors from the EADB collection with recent-onset type 1 
diabetes (< 3 months), displaying the proportion of residual insulin containing islets 
found in pancreas sections, stratified by age at diagnosis (proposed age at diagnosis 
associated endotypes). Arrows compare these proportions with those recently 
diagnosed from other cohorts: biopsy samples from 6 living donors from the Diabetes 
Virus Detection (DiViD) study (diagnosed >20 years) and 2 nPOD donors (nPOD 
donor 6228, diagnosed at 13 years of age; nPOD donor 6209, diagnosed at <5 years 
of age). *P < 0.001 relative to those who received a diagnosis at 1–6 years of age. 
Adapted from [21]. (B) Dot plot showing 90-minute stimulated C-peptide values in 
individuals from the Type 1 diabetes, Immunology, Genetics and endogenous Insulin 
production (TIGI) study cohort diagnosed at <7 years (n = 87; red) or ≥13 years (n = 84; 
blue). Black bars represent median values for each group. Adapted from [17].  
 

Additionally, it would go amiss not to scrutinise the guidance calling for a therapeutic 

to show “reductions in severe hypoglycaemia”. Echoing the lessons from islet 

transplantation and studies close to diagnosis of type 1 diabetes, high C-peptide levels 

A B
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seemingly offer a protection from hypoglycaemia, such that hypoglycaemia is in fact 

uncommon close to diagnosis. There is, of course, other factors in play that may 

contribute to the low levels of hypoglycaemia observed in this “honeymoon period”, 

like reduced insulin dose requirements, but it is crucial that intervention trials take this 

into account in planning and interpretation. 

 

A noteworthy observation is that many individuals in the “honeymoon period” newly 

diagnosed type 1 diabetes, demonstrate some improvement in glycaemic control and 

reduced insulin dose requirements within the first year just with usual care, which can 

last for months [73–75]. This partial clinical remission is assumed to be due to beta 

cell recovery through reduced glucotoxicity. Insulin secretion is triggered through the 

opening of voltage-dependent calcium channels, however in chronic hyperglycaemia, 

a hyperstimulated metabolism, coupled to hyperexcitability of the beta cell membrane, 

leads to chronically elevated [Ca2+], a pathway known to play a role in loss of beta cell 

function in diabetes [76, 77]. The DCCT was first to demonstrate the clinical 

phenomenon of beta cell recovery, showing that improved metabolic control by 

intensive insulin therapy associated with improved residual stimulated C-peptide [35]. 

More recently the smaller Diabetes Virus Detection (DiViD) study demonstrated a 

similar result in vitro, with isolated pancreatic islets from adults with newly onset type 

1 diabetes demonstrating restored functionality when isolated from a diabetogenic 

environment after a number of days [78]. This suggestion that some beta cell function 

is recoverable close to diagnosis has perhaps inspired a recent small, phase 2, 

randomized placebo-controlled trial, using oral Verapamil, a calcium channel inhibitor 

and approved blood pressure medication, in new onset type 1 diabetes [79, 80]. 
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Interestingly, subjects receiving Verapamil had improved endogenous beta cell 

function (MMTT stimulated C-peptide AUC), lower insulin requirements, and fewer 

hypoglycaemic events as compared to individuals receiving placebo added to their 

standard insulin regimen [79]. Verapamil’s mechanism of action seemingly promotes 

an anti-oxidative, anti-apoptotic and immunomodulatory gene expression profile in 

human islets [80, 81] to recover and sustain beta cell function in adults with new onset 

type 1 diabetes for up to 12 months, in addition to an insulin regime.  

 

Conclusions 

It is undeniable that the benefits of C-peptide retention have a measurable impact from 

the point of diagnosis for a person with type 1 diabetes. In the majority of endocrine 

conditions, the hormone in question is measured as part of usual routine care, in 

diabetes this is not yet the case. As a robust surrogate marker of endogenous insulin 

secretion, there is increasing evidence for C-peptide estimates to be used as part of 

the management pathway in type 1 diabetes, from the point of diagnosis. As such, 

those with a lower C-peptide at diagnosis are likely to experience less time in glucose 

range, greater glucose variability, and more hyperglycaemia and would be earmarked 

for earlier and more intensive support. In addition, this knowledge could also be 

applicable in demonstrating clinical benefit of new therapies, pushing the idea that the 

benefit of C-peptide preservation is more holistic and not only important in reducing 

the complications of diabetes. In parallel with this, more work is needed to define the 

target level of C-peptide which is required for optimum clinical benefit over a given 

time. Although progress in the past decade has been significant, the recently outlined 

differences in the natural history of type 1 diabetes remains a fundamental piece of 



 41 

the puzzle yet to be fully understood if we are to reach an ultimate goal of preserving 

beta cell function in all individuals with type 1 diabetes.  

 

C-peptide is the key marker of endogenous insulin secretion, clinically useful in 

classification, monitoring disease course and as the primary outcome in trials aiming 

to preserve beta cell function or even delay beta cell destruction. But, to a person with 

type 1 diabetes C-peptide is more than just a clinically useful molecule. It might be the 

difference between more or less variable glucose control or hypoglycaemia, impacting 

every moment they live with type 1 diabetes. As behavioural factors impact glucose 

control daily, this biologic factor also plays a crucial role. Recognising this would 

perhaps bring the biggest clinical benefit to people with type 1 diabetes.  
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Abstract 

 
Aims: Misclassification of diabetes is common due to an overlap in the clinical features 

of type 1 and type 2 diabetes. Combined diagnostic models incorporating clinical and 

biomarker information have recently been developed that can aid classification, but 

they have not been validated using pancreatic pathology. We evaluated a clinical 

diagnostic model against histologically defined type 1 diabetes. 

 

Methods: We classified cases from the Network for Pancreatic Organ donors with 

Diabetes (nPOD) biobank as type 1 (n = 111) or non-type 1 (n = 42) diabetes using 

histopathology. Type 1 diabetes was defined by lobular loss of insulin-containing islets 

along with multiple insulin-deficient islets. We assessed the discriminative 

performance of previously described type 1 diabetes diagnostic models, based on 

clinical features (age at diagnosis, BMI) and biomarker data [autoantibodies, type 1 

diabetes genetic risk score (T1D-GRS)], and singular features for identifying type 1 

diabetes by the area under the curve of the receiver operator characteristic (AUC-

ROC). 

 

Results: Diagnostic models validated well against histologically defined type 1 

diabetes. The model combining clinical features, islet autoantibodies and T1D-GRS 

was strongly discriminative of type 1 diabetes, and performed better than clinical 

features alone (AUC-ROC 0.97 vs. 0.95; P = 0.03). Histological classification of type 

1 diabetes was concordant with serum C-peptide [median < 17 pmol/l (limit of 

detection) vs. 1037 pmol/l in non-type 1 diabetes; P < 0.0001]. 
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Conclusions: Our study provides robust histological evidence that a clinical 

diagnostic model, combining clinical features and biomarkers, could improve diabetes 

classification. Our study also provides reassurance that a C-peptide-based definition 

of type 1 diabetes is an appropriate surrogate outcome that can be used in large 

clinical studies where histological definition is impossible. 
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Introduction 

 

Correct classification of diabetes type is crucial for appropriate management reduction 

of long-term complications. A fundamental difference between type 1 and type 2 

diabetes is that the former is characterized by rapid progression to endogenous insulin 

deficiency due to autoimmune β-cell destruction. This difference forms the basis of 

differences in their treatment and management (1–3), however, this aetiopathological 

definition is difficult to apply in clinical practice. 

 

Clinical features are predominately used for classification of diabetes type, with only 

age at diagnosis and body mass index (BMI) having evidence for clinical utility at onset 

(4). Rising obesity rates and type 2 diabetes in young people, and the incidence of 

type 1 diabetes throughout life (5–7) mean that misclassification of diabetes is 

common, occurring in 7–15% of cases (4). Although measurement of islet 

autoantibodies can assist classification, they are not perfectly discriminatory as some 

people with type 1 diabetes do not have islet autoantibodies and although relatively 

rare, autoantibodies positivity can occur in type 2 diabetes (8). Type 1 diabetes genetic 

risk scores (T1D-GRS) have recently been shown to assist in discriminating between 

type 1, type 2 and other forms of diabetes in research settings (9,10). Studies such as 

the SEARCH for Diabetes in Youth have developed classification criteria that are 

helpful in guiding diabetes classification at diagnosis and have informed international 

guidelines (11), but a difficulty with all of these studies is which standard to validate 

against, and that current guidelines are unable to provide simple criteria that will 

always ensure correct diagnosis (1–3). 
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We have shown previously that both clinical features (12) and biomarkers, such as 

autoantibodies and T1D-GRS, are most discriminative of diabetes type when 

combined and modelled continuously in diagnostic models that can be made widely 

available as an app or web calculator (4,9,13). These models were developed and 

validated on C-peptide-defined type 1 and type 2 diabetes, representing differences 

in endogenous insulin secretion between the two types. A pilot version of our recently 

published model is available online (https://www.diabetesgenes.org/t1dt2d-

prediction-model/). Measurement of C-peptide allows robust diagnosis of type 1 

diabetes in long-standing diabetes (> 3 years’ duration) and closely relates to 

treatment requirements (14). A strength of using C-peptide as an outcome is that, 

irrespective of any assumptions about aetiology, progression to low C-peptide 

associates very strongly with insulin requirement. 

 

An alternative ‘gold standard’ would be pancreatic histology, informed by 

internationally accepted histological criteria (15). Many other human diseases use 

histology as a gold standard, but this is not available in living people with diabetes due 

to the dangers of pancreatic biopsy (16). The Network for Pancreatic Organ donors 

with Diabetes (nPOD) is a unique collection of human pancreata from organ donors 

with and without diabetes, including those with type 1 and type 2 diabetes, as well as 

autoantibody-positive donors without diabetes (17). Using the nPOD biobank tissues 

and associated metadata, we sought to validate the performance of a previously 

developed clinical diagnostic model against histologically defined insulin deficiency 

defining type 1 diabetes. It has never been possible to validate diabetes classification 

against histology, and we aimed to take advantage of the nPOD biobank tissues and 
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associated metadata to define a histological outcome which we have used to support 

findings from clinical studies of living patients. 
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Research design and methods 

 
We assessed the performance of our previously developed diagnostic model based 

on clinical features (age at diagnosis and BMI) and biomarker data [islet antigen 2 

(IA2) and glutamic acid decarboxylase (GAD) antibody status and T1D-GRS] in a 

histologically defined cohort of type 1 and non-type 1 diabetes from the nPOD biobank. 

We compared model performance with the performance of individual clinical features 

and biomarkers. 

 

Study cohort 

We identified 221 nPOD diabetes cases with native pancreas available and complete 

nPOD online pathology. We excluded four cases with known monogenic forms (18) 

and 11 with secondary causes of diabetes, because the model was designed to 

discriminate type 1 diabetes from type 2 diabetes. We excluded 53 cases due to 

incomplete biomarker or clinical information (BMI, age at diagnosis, IA2 and GAD 

antibody status, T1D-GRS). We categorized diabetes and analysed diagnostic model 

performance in the remaining 153 cases (Fig. 1). Clinical history, histopathology notes 

and slide digitization were available through nPOD as described previously (17). A 

summary of characteristics for this cohort is shown in Table 1. 

 

 

 

 

 

 



 57 

Table 1 - Characteristics of histologically defined cohort  
 

Non-type 1 

diabetes 

N=42 

Type 1 diabetes 

N=111 

BMI (kg/m2), Median [25th;75th] 29.9 [27.5;34.3] 24.3 [22;26.6] 

Age At Onset (yrs), Median [25th;75th] 37.5 [26.8;52.3] 11.5 [6.25;17.3] 

Diabetes Duration (yrs), Median [25th;75th] 10 [3;1] 12 [6;23] 

Age of Death (yrs), Median [25th;75th] 48.2 [40;59.3] 27.6 [19.5;37.1] 

Sex, N (%):                                   

    Female 20 (48%) 51 (46%) 

    Male 22 (52%) 60 (54%) 

GRS, Median [25th;75th] 0.23 [0.21;0.26] 0.27 [0.25;0.29] 

C-peptide (pmol/l), Median [25th;75th] 1037 [429;2072] <17* [<17*;<17*] 

Antibodies†, N (%):                                   

0 38 (90%) 56 (51%) 

1 4 (10%) 32 (29%) 

2 0 (0.0%) 10 (9%) 

3 0 (0.0%) 13 (12%) 

Race, N (%):                                   

    African American 12 (29%) 11 (10%) 
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    Asian 2 (4.8%) 0 (0.0%) 

    White European 20 (48%) 91 (82%) 

    Hispanic/Latino 8 (19%) 9 (8.1%) 

BMI (Body Mass Index); GRS (Genetic Risk Score) 
*Limit of detection  
† Islet autoantibodies counted include GADA, IA-2A and ZnT8A. micro insulin 
autoantibody (mIAA) is not included in this count as it is not a reliable marker of 
autoimmunity in persons receiving exogenous insulin.  
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Figure 1:  Flow diagram of histological cohort identification from nPOD diabetes 
cases, excluding known monogenic forms and secondary causes of diabetes. All 
cases included had age at diagnosis, BMI, GADA and IA-2A status and T1D-GRS 
recorded. 
 

Histological definition of type 1 diabetes and non-type 1 diabetes  

We categorized diabetes as type 1 (n = 111) or non-type 1 (n = 42) using visualization 

of digitized slides via nPOD online pathology database and/or nPOD pancreas 

material held in Exeter, which were stained for the presence of insulin and/or glucagon 

using standard immunohistochemical approaches, as described previously (19,20) 

(Appendix 1.1). Slides were double-stained for insulin/glucagon, or serial sections 

were stained for insulin and glucagon respectively, where alignment of the two allowed 

identification of insulin-deficient islets. Histology was reviewed by two independent 

investigators in Exeter. A minimum of two slices per pancreas section (head, body or 
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tail) per donor was reviewed. We defined type 1 diabetes histologically by the lobular 

loss (Appendix 1.2) of insulin-containing islets with the presence of multiple (> 10) 

insulin-deficient islets (Appendix 1.3). Non-type 1 diabetes was defined as having no 

insulin-deficient islets across all viewed sections of the pancreas (15). Islets were 

defined as having > 10 insulin- and/or glucagon-positive cells. As there is no 

internationally agreed definition of type 2 diabetes, we did not attempt to positively 

classify type 2 diabetes on histology. 

 

Autoantibody measurement 

Autoantibody positivity status was measured by nPOD (Organ Procurement 

Organizations screening laboratories) using a modified rapid enzyme-linked 

immunosorbent assay (ELISA) kit (Kronus, Star, ID, USA) with internal calibration on 

donor serum. Autoantibody-positive samples were re-analysed with an ELISA kit 

(Kronus, Gainesville, FL, USA), and at the nPOD autoantibody core for GAD antibody, 

IA2 antibody, micro Insulin Autoantibody and Zinc Transporter 8 Autoantibody by 

radioligand-binding assay (Denver, CO, USA) (21) as previously described (22).  

 

C-peptide measurement and DNA isolation  

Sera were obtained during the donor-screening process and/or at donor organ 

recovery. Donor C-peptide was determined at the Northwest Lipid Metabolism and 

Diabetes Research Laboratories (S. Marcovina, University of Washington, Seattle, 

WA, USA) by a two-site immuno-enzymometeric assay using a Tosoh 2000 auto-

analyser (TOSOH, Biosciences, Inc., San Francisco, CA, USA). C-peptide levels are 

reported in pmol/l with 1000 pmol/l = 3 ng/ml. We did not perform a primary analysis 

against C-peptide as an outcome because of the interaction between renal failure 
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(frequent in organ donors) and sample storage time (also less controlled in organ 

donors). DNA was extracted from frozen spleen where available (17) and analysed for 

type 1 diabetes genetic susceptibility on a UFDIchip Axiom genotyping array 

(ThermoFisher Scientific, Waltham, MA, USA) as described below. 

 

T1D-GRS generation 

The T1D-GRS was generated using 30 single nucleotide polymorphisms (SNPs) 

either genotyped directly (n = 26) or imputed (n = 4, imputation r2 > 0.90) from a 

custom UFDIchip Axiom genotyping array from ThermoFisher Scientific. In total, the 

array covers 974 650 unique variants. UFDIchips were processed on an Affymetrix 

Gene Titan instrument with external sample handling on a BioMek FX dual arm robotic 

workstation. Genetic data underwent standard quality control procedures at the SNP, 

sample and plate levels using Axiom™ Analysis Suite 3.0 (ThermoFisher Scientific) 

set to default stringency thresholds as recommended. Next, discrepancies were 

assessed for genotyped Human Leukocyte Antigen (HLA) vs. imputed four-digit HLA 

(Axiom™ HLA Analysis software), as well as for genetic vs. reported sex. Samples 

that failed QC or were discordant were discarded. Finally, samples were imputed to 

the Human Reference Consortium (version r1.1) using Michigan Imputation Server 

(23). The T1D-GRS was calculated on the nPOD cohort as previously described (9,24) 

and indicates type 1 diabetes risk as a continuous variable. 

 

Combined diagnostic model 

We calculated the probability of type 1 diabetes on all 153 included cases using our 

previously developed diagnostic model (13) (Table S1). We assessed performance of 
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the model against histologically defined type 1 diabetes in the nPOD cohort. We tested 

the previously developed clinical diagnostic model in four combinations: 

1. Clinical features only (age at diagnosis + BMI); 

2. Clinical features + T1D-GRS; 

3. Clinical features + IA2 antibody + GAD antibody; 

4. Clinical features + IA2 antibody + GAD antibody + T1D-GRS. 

The primary analysis was to assess the discriminative power and calibration of the 

diagnostic model in nPOD. We carried out a secondary sensitivity analysis in a white 

European ancestry subgroup of the cohort diagnosed at between 18 and 50 years of 

age, in line with the inclusion criteria of the original model development cohort (13) 

(N = 31, type 1 diabetes n = 19; Table S2). 

All procedures were in accordance with federal guidelines for organ donation and 

approved by the University of Florida Institutional Review Board. 

 

Statistical methods 

We assessed discriminative performance by estimating the area under the curve of 

the receiver operator characteristic (AUC-ROC). We used the integrated 

discrimination improvement index (IDI) (25) to assess improvements in discrimination 

slopes when adding in additional features. Calibration was assessed by comparing 

observed proportions against predicted probabilities using calibration plots and the 

Brier score, where a score of 0 indicates that the model is completely accurate. We 

tested for statistical evidence of miscalibration using the Spiegelhalter z-test (P < 0.05 

representing evidence of miscalibration). All AUC-ROC analysis was performed using 
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the pROC package in R and AUC estimated with DeLong’s algorithm. We used a two-

tailed DeLong comparison of ROC curves to test for significant improvement in 

discriminative power against the clinical features only model. Calibration analysis and 

statistics were performed using the Hmisc (Frank E. Harrell Jr, https://cran.r-

project.org/web/packages/Hmisc/index.html) and rms (Frank E. Harrell Jr, 

https://cran.r-project.org/web/packages/rms/index.html) packages in R. 
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Results  

 

Individual clinical features or biomarkers are discriminative of type 1 diabetes 

Age at diagnosis, BMI, autoantibodies (GAD and IA2) and T1D-GRS were all strong 

individual discriminators of type 1 diabetes when modelled continuously (Fig. 2). The 

discrimination varied from an AUC-ROC of 0.71 for autoantibodies to 0.93 for age at 

diagnosis. This highlights that no single feature in isolation predicted histology 

perfectly. 
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Figure 2: Comparative discrimination of type 1 diabetes and non-type 1 diabetes 
cases from the nPOD biobank. Receiver operating characteristic (ROC) curve and 
corresponding area under the curve (AUC) statistics and distribution are shown for 
BMI (A-B), age at diagnosis (C-D), autoantibody count (E-F), and T1D-GRS (G-H). 
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The type 1 diabetes clinical diagnostic model validates well against a 

histological gold standard 

All combinations of the type 1 diabetes clinical diagnostic model tested validated well 

against a histological definition of type 1 diabetes. Model combination 4, using clinical 

features continuously with the addition of IA2 and GAD antibody status, as well as 

T1D-GRS offers better discrimination than a model using clinical features only [AUC-

ROC = 0.97, 95% confidence interval (CI) 0.95–1.00 vs. 0.95, 95% CI 0.91–

0.98; P = 0.03] (Fig. 3). Addition of either IA2 and GAD antibody status or T1D-GRS 

improved the discrimination slope (IDI = 0.05, 95% CI 0.01–0.08; IDI = 0.07, 95% CI 

0.02–0.12) (Fig. S1). 
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Figure 3: The discriminative ability of diagnostic model 4 combining BMI, age at 
diagnosis, autoantibody status and T1D-GRS to identify type 1 diabetes cases. 
Receiver operating characteristic (ROC) curve and corresponding area under the 
curve (AUC) statistics (A). A boxplot of model 4 predicted probabilities of type 1 
diabetes (B). 
 

The type 1 diabetes clinical diagnostic model calibrates well 

The mean overall probabilities of type 1 diabetes in the nPOD cohort for each 

combination of clinical diagnostic model tested closely reflected the proportion of 

observed type 1 diabetes cases in the study (111 of 153, 73%) (Fig. S2) indicating 

overall good calibration. We found no evidence of miscalibration across all model 

combinations as indicated by a low Brier score (B = 0.06–0.08) and non-significant 

Spiegelhalter z-statistics (Z < 1.76) (Table S3). 
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Sensitivity analysis in White European subgroup diagnosed in adulthood (18-50 

years of age) 

Results of a sensitivity analysis, using a white European ancestry subgroup diagnosed 

at between 18 and 50 years of age, showed equivalent discriminatory power for all 

variations of the type 1 diabetes clinical diagnostic model (N = 31, type 1 

diabetes = 19, AUC-ROC > 0.84) (Fig. S3). A summary of characteristics for this 

subgroup is shown in Table S2. 

 

Characteristics of cases with discordant model classification compared to 

histology  

The distribution of probabilities of type 1 diabetes generated by model combination 4 

are outlined in Fig. 3(B). This highlights that a clinical diagnostic model will give an 

output that is a continuous distribution of probabilities, with a small number of type 1 

diabetes cases still having low probability of type 1 diabetes and some without type 1 

diabetes still identified as having a high probability. We examined the features of cases 

that had probabilities at the extreme distributions of model combination 4: two cases 

with histological type 1 diabetes who had a probability of type 1 diabetes < 25%; and 

three cases with histological non-type 1 diabetes who had a probability of type 1 

diabetes > 75%. The characteristics of these cases are outlined in Table S4. Serum 

C-peptide levels in these cases matched the histological classification (two with 

histological type 1 diabetes had C-peptide < 30 pmol/l, and three with histological non-

type 1 diabetes had C-peptide > 1000 pmol/l). Despite our concerns about C-peptide 

storage and sampling in organ donors, the observed serum C-peptide levels in type 1 
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vs. non-type 1 diabetes in the whole cohort was significantly different [median < 17 

pmol/l (limit of detection) vs. median 1037 pmol/l; P < 0.0001) (Table 1). 
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Discussion 

 
This is the first study to evaluate a clinical diagnostic model against histological data. 

We have demonstrated that a model developed previously to classify type 1 diabetes 

defined by insulin deficiency, is discriminative of type 1 diabetes when using a 

histological outcome, not possible in routine clinical care. We found that using a 

combined model performed better than individual clinical features and biomarkers in 

discriminating type 1 diabetes and non-type 1 diabetes donor cohorts. Our study 

contributes to the evidence that diagnostic models combining clinical features with at 

least one clinical biomarker could assist classification of diabetes in clinical practice, 

and is already available as a beta-version online 

(https://www.diabetesgenes.org/t1dt2d-prediction-model/). 

 

We previously demonstrated that a classification model, which integrated genetic 

testing combined with multiple continuous clinical variables, was effective at 

discriminating maturity onset diabetes of the young (MODY) from type 1 diabetes (12). 

An advantage in identification of MODY is that the outcome, a genetic mutation 

causing diabetes, is often definitive, but there is less clarity on a standard definition of 

type 1 diabetes and type 2 diabetes. In developing diagnostic models for diabetes 

classification, we used progression to insulin deficiency, as measured by serum C-

peptide in longstanding diabetes (>3 years duration), as a surrogate marker of type 1 

diabetes (9,13). We assumed that insulin deficiency, as defined by serum C-peptide 

<200 pmol/l >3 years post diagnosis, was an accurate surrogate of type 1 diabetes 

(14). This study provides evidence that this assumption is valid, by showing that our 
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model developed on clinical data to predict C-peptide deficiency near perfectly reflects 

histologically defined insulin deficiency (a robust but rarely used, definition of type 1 

diabetes). This result is further reinforced by comparison of C-peptide in type 1 

diabetes and non-type 1 diabetes groups which was non-overlapping (Table 1). 

Clinically, one strength of a model trained on severe insulin deficiency as an outcome, 

is that prediction of severe insulin deficiency has a clear treatment implication, the 

requirement of exogenous implications. 

 

We used histological criteria for type 1 diabetes based on work by Campbell-

Thompson et al (15). Our criteria focus on insulin deficiency and the presence of 

insulin-deficient islets as a hallmark of type 1 diabetes that is present in all type 1 

diabetes cases. The international consensus definition of type 1 diabetes histology 

describes various exclusive pathological features in the pancreas. These include the 

presence of insulitis that is always accompanied by pseudoatrophic islets devoid of β 

cells (15). However, the proportion of inflamed islets declines with time such that it is 

seen most readily in short duration type 1 diabetes donors (< 1 year) (26). As the 

majority of the nPOD donors had a longer duration of disease, and the presence of 

insulin-deficient islets is evidence of prior insulitis, we have used the detection of 

insulin-deficient islets as our key histopathological criterion to define type 1 diabetes 

in this study. 

 

We focused on the positive histological definition of type 1 diabetes rather than 

defining other diabetes types by histology, and excluded cases that had a diabetes 

diagnosis of monogenic diabetes or secondary causes of diabetes. The clinical 
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features of our non-type 1 diabetes group suggest that this group are composed of 

predominantly type 2 diabetes, however, there is much less consensus on the 

histology of other diabetes types including type 2 diabetes and our original model was 

designed with features that discriminate type 1 diabetes from type 2 diabetes, such as 

age at diagnosis and BMI. In the future it may be possible to develop an approach that 

additionally classifies type 2 diabetes and less common diabetes types. This will 

require larger collections of non-type 1 diabetes cases (27) to allow accurate 

characterisation of type 2 diabetes pancreatic features.  

 

A notable limitation of our study is that the current diagnostic model was developed 

using data derived primarily from White Europeans between the ages of 18 and 50 

years. It is well documented that the incidence and prevalence of type 1 diabetes and 

type 2 diabetes varies across demographic subgroups (28,29). It is also well accepted 

that the prior prevalence of type 1 diabetes and type 2 diabetes varies with age, with 

type 2 diabetes more likely to be diagnosed at older ages and type 1 diabetes more 

likely to be diagnosed at younger ages. Our cohort included 27% non-white Europeans 

and diagnosis ages ranging from 1 to 73 years, yet despite this, the model showed 

good discrimination and calibrated well overall (Table S3). Due to the limitations of the 

sample size in our study, further validation evidence of the model performance is still 

required in non-white Europeans, in children, and in adults over the age of 50. It is 

likely that the model will need to be further refined for these age groups.  

 

Our analysis used some features which are unchanged at diagnosis (age at diagnosis 

and T1D-GRS) but other features that were recorded at the time of organ donation 
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and could theoretically have been different at the time of diagnosis (autoantibody 

status, BMI). Despite this, both BMI and autoantibodies were still discriminative. We 

hypothesise that the discriminative power of these two variables will only be enhanced 

by ascertainment at the time of diagnosis, further improving model performance. It is 

possible that, at diagnosis, a model with only 3 variables (for example age at 

diagnosis, BMI and one of either autoantibodies or T1D-GRS) will perform as well as 

a 4 variable model. It will be impossible to test this in studies of organ donors but we 

are currently testing this in a prospective study assessing clinical features and 

biomarkers at the time of diagnosis (ClinicalTrials.gov identifier: NCT03737799). Our 

sample size limited our ability to test if a model using all 4 variables was significantly 

superior to a model using either T1D-GRS or autoantibodies  (Fig. S1C–F). Existing 

work suggest a 3 variable model with either autoantibodies or T1D-GRS is as good as 

a model with 4 variables (9,13). It is likely that the relative benefits of autoantibody 

testing (a routinely available clinical test that is very discriminative if taken at diagnosis 

(8)) and T1D-GRS (time-independent and freely available in population biobanks (30)) 

will see them used differently depending on the setting and availability. We did not 

have some potentially relevant features at diagnosis, such as the presence of 

ketoacidosis and pre-diagnosis weight loss, but to date these are not shown to be 

reliable discriminators of type 1 diabetes (4). However, it will require larger studies with 

detailed information at diagnosis, across diverse ages and ethnicities, to fully elucidate 

the most accurate method and combination of features to classify diabetes at 

diagnosis.  
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Despite the modest sample size of our study, limited by the numbers of organ donors 

available worldwide, our study provides robust histological evidence that a model 

combining clinical features and biomarkers offers improved discrimination of type 1 

diabetes, and that progression to C-peptide deficiency is an appropriate surrogate 

endpoint. Our study therefore provides further evidence for a clinical diagnostic model 

having utility to identify type 1 diabetes in clinical practice, and for C-peptide as a 

surrogate outcome for clinical studies where histological classification is not possible. 

Overall the study strengthens the evidence that a clinical diagnostic model may aid 

classification in clinical practice. 
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Abstract 

 

C-peptide declines in type 1 diabetes although many long-duration patients retain low, 

but detectable levels. Histological analyses confirm that beta cells can remain 

following type 1 diabetes onset. We explored the trends observed in C-peptide decline 

in UK Genetic Resource Investigating Diabetes (UK GRID) cohort (N=4,079), with beta 

cell loss in pancreas donors from the network for Pancreatic Organ donors with 

Diabetes (nPOD) biobank and the Exeter Archival Diabetes Biobank (EADB) 

(combined N=235), stratified by recently reported age at diagnosis endotypes (< 7, 7-

12, ≥ 13 years) across increasing diabetes durations. The proportion of individuals 

with detectable C-peptide declined beyond the first year after diagnosis, but this was 

most marked in the youngest age group (< 1 year duration: age < 7 years: 18/20 (90%), 

7-12 years: 107/110 (97%), ≥ 13 years: 58/61 (95%) versus. 1-5 years post diagnosis: 

< 7 years: 172/522 (33%), 7-12 years: 604/995 (61%), ≥ 13 years: 225/289 (78%)). A 

similar profile was observed in beta cell loss, with those diagnosed at younger ages 

experiencing more rapid loss of islets containing insulin-positive (insulin+) beta cells  

< 1 year post diagnosis: age < 7 years: 23/26 (88%), 7-12 years: 32/33 (97%), ≥ 13 

years: 22/25 (88%) versus. 1-5 years post diagnosis: < 7 years: 1/12 (8.3%) ,7-12 

years: 7/13 (54%), ≥ 13 years: 7/8 (88%)). These data should be considered in the 

planning and interpretation of intervention trials designed to promote beta cell 

retention and function.  
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Introduction 

 

Circulating C-peptide, a marker of endogenous insulin secretion from pancreatic beta 

cells, is known to decline following a diagnosis of type 1 diabetes, but can persist for 

many years (1–8). It is frequently observed, however, that those diagnosed at the 

youngest ages have lower levels of C-peptide at diagnosis (2,3,5,6,9). Histological 

analyses of donor pancreata provide evidence for persistent immunoreactive insulin-

positive (insulin+) beta cells; sometimes for many years after diagnosis (7,8,10,11). 

These findings challenge the dogma that all beta cells are destroyed at, or soon after, 

onset of type 1 diabetes. The centrepiece of many disease modifying intervention trials 

is to augment the survival of these residual beta cells, assessed via measures of 

preserved C-peptide secretion. However, currently there is little understanding of how 

C-peptide levels relate to absolute beta cell mass, as residual C-peptide alone cannot 

distinguish between loss of beta cell mass and reduced functionality. It is known that 

there are clear differences in disease progression between children and adults (3,5), 

but few studies have explored how this progression varies within children, particularly 

young children diagnosed under 7 years compared to those diagnosed around puberty 

(at or over 13 years) (6,11). In this study, we questioned whether trends of C-peptide 

decline observed in children and young people with type 1 diabetes from the UK 

Genetic Resource Investigating Diabetes (UK GRID) cohort were similar to trends of 

beta cell loss in pancreatic donors from the Network of Pancreatic Organ Donors 

(nPOD) and the Exeter Archival Diabetes Biobank (EADB), across wide ranges of age 

at diagnosis and durations. 
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Research design and methods  

 

Three independent resources were used to assess C-peptide levels in the plasma and 

beta cell loss within the pancreas, respectively: 1) plasma samples from the Genetic 

Resource Investigating Diabetes (GRID) collection (12), and 2) type 1 diabetes 

pancreas samples from the Exeter Archival Diabetes Biobank (EADB) (11,13) and 

Network for Pancreatic Organ Donors (nPOD) biobank (14). We stratified subjects by 

age at diagnosis (< 7, 7-12, ≥ 13 years) (6), and grouped them by diabetes duration 

(< 1, 1-5, 5-10, ≥ 10 years). 

 

We report the proportion of individuals from the GRID collection with detectable C-

peptide (> 9 pmol/l) and distribution of these levels. We report the proportion of donors 

from the combined biobanks: EADB and nPOD, retaining islets containing insulin+ 

beta cells and distribution of beta cell area, expressed as insulin+ area with respect to 

the sum of insulin+ and glucagon+ area. 

 

Study cohorts 

We analysed 4,079 random non-fasting plasma C-peptide measurements from people 

with clinically-defined type 1 diabetes (on insulin from diagnosis) from the GRID 

collection, diagnosed ≤ 16 years (12), and 235 native pancreas samples recovered 

from people with type 1 diabetes, diagnosed < 18 years, from the nPOD biobank 

(n=111) and EADB (n=124) (Table 1, ESM Table 1). Histopathology notes and slide 

digitization were available through nPOD as previously described (14).  
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Table 1 Characteristics of UK GRID cohort and cohort from combined EADB and 
nPOD pancreas biobanks. 
 

*missing data, n=2 
† nPOD only, n=109 
‡Limit of detection for UK GRID: 9 pmol/l , for nPOD 16.4 pmol/l 

 
 

Histological analyses 

We studied 235 type 1 diabetes (non-transplant) donors diagnosed <18 years from 

the combined nPOD and EADB biobanks with native pancreas available or complete 

nPOD online pathology and age-at-disease-diagnosis information. We examined 

pancreas sections using either digitised slides via nPOD online pathology database or 

pancreas material, which was stained for the presence of insulin and/or glucagon 

using standard immunohistochemical approaches (14). Sections were double-stained 

 
UK GRID 
N=4079 

EADB (n=124) and 
nPOD (n=111) 

N=235 

Age (years), Median [25th;75th] 13 [10;16] 15 [10;22] 

Diabetes Duration (years), Median [25th;75th] 5 [2;8] 5 [0.08;12] 

Age at diagnosis (years), Median [25th;75th] 8 [4;11] 8 [4.9;13] 

Sex, Male, N (%): 2149* (52.7%) 102 (43.4%) 

C-peptide (pmol/L), Median [25th;75th] <9‡ [<9‡, 31] 16.4†‡ [16.4†‡;16.4†‡] 

Donors with islets containing insulin+ beta cells, N 
(%): 

  

    None - 115 (48.1%) 

    Present - 120 (51.9%) 
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for insulin/glucagon, or serial sections were stained for insulin and glucagon 

respectively, where alignment of the two stains allowed for identification of the insulin-

negative (insulin-) islets. We defined type 1 diabetes histologically by the lobular loss 

of islets containing insulin+ beta cells with the presence of multiple (>10) insulin- islets 

in the section(s) studied. Insulin+ and insulin- islet counts were completed either by 

light microscopy or using high resolution digitised slides (via the Vectra® Polaris™ 

Automated Quantitative Pathology Imagining system (Akoya)) when appropriately 

stained sections were available (Appendix 1.4). In some (n=12) older samples from 

the EADB collection islet count information was collated from historical studies 

(6,11,13,15).  For light microscopy the total number of islets was quantified using the 

glucagon-stained section with the number of islets with residual beta cells assessed 

using the serially stained insulin section. In such slides islets were defined as 

comprising of  >10 insulin and/or glucagon positive cells. When digitised slides were 

available, islets were identified using the Random Forest Classifier Module of HALO 

V3.0 image analysis software (Indica Labs) and assessed for insulin positivity 

(Appendix 1.4).  In slides assess by the HALO V3.0 image analysis software (Indica 

Labs), islets were defined as groups of endocrine cells covering an area of ≥ 1000 µm2 

(Appendix 1.3). We identified 120 donors with islets containing insulin+ beta cells from 

collated recent and historical analyses and expressed the proportions of donors with 

islets containing insulin+ beta cells across diabetes duration, stratified by age at 

diagnosis.  

100 out of the 120 donors with islets containing insulin+ beta cells, had slides of 

appropriate quality available for digitization. The Random Forest Classifier Module 

(Version 3.2.1851.354) was applied to tissue double-stained for insulin/glucagon or 
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DenseNet AI V2 modules on serial single-stained tissue, within the Indica Labs HALO 

Image analysis platform (Version 3.2.1851.354), to identify insulin+ area and 

glucagon+ area (Appendix 1.4) for the sections per donor analysed across a total 

38322 identified islets. We define insulin+ area relative to the sum of the insulin+ and 

glucagon+ area in the total section as: beta cell area with respect to total islet area. 

We make the assumption that insulin+ and glucagon+ area represents islet area.  We 

report the distribution of beta cell area for these 100 donors across diabetes duration 

stratified by age at diagnosis.  

 

In an additional sub-analysis, we selected 87 donors from nPOD that had been 

processed using the HALO Image analysis platform to identify beta cell area and who 

had random C-peptide measurements taken at the time of organ donation, without 

documented renal disease/failure or on dialysis, to assess if those with detectable C-

peptide also had islets containing insulin+ beta cells.  

 

C-peptide measurement 

Plasma was obtained from 5,565 non-fasted blood samples from UK GRID patients, 

collected using the anticoagulant Acid Citrate Dextrose (ACD). Samples were 

excluded with C-peptide > 500 pmol/l (n=75), if time from blood draw to freeze > 72 

hrs (n=1378) or data was incomplete (n=33). Samples were stored at -80°C. C-peptide 

was measured using the Diasorin Liaison C-peptide kit insert (product 316171, issued 

24-02-2012) where the lower limit of the assay is 9 pmol/l, with a coefficient of variation 

of < 20%. C-peptide levels in nPOD donors were measured as described (14). Due to 

the variable limits of detection of C-peptide in nPOD, we chose the minimum limit of 
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detection (16.4 pmol/l) as the limit of detection for nPOD C-peptide in our sub-analysis, 

where detectable C-peptide is defined as ≥16.4 pmol/l. C‐peptide levels are reported 

in pmol/l (1000 pmol/l = 3 ng/ml).  
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Results 

 

Patterns of beta cell loss mirror patterns of C-peptide decline in children and 

young people  

C-peptide levels were detectable in some individuals across all age at diagnosis 

groups and diabetes durations. This was least common in those diagnosed < 7 years 

(Figure 1a, ESM Table 2), (detectable C-peptide: age < 7 years: 254/1666 (15%), 7-

12 years: 838/1887 (44%), ≥ 13 years: 325/526 (62%)). In all age at diagnosis groups, 

the number of individuals with detectable C-peptide declined beyond the first year after 

diagnosis, but this trend was most marked in those diagnosed at younger ages 

(detectable C-peptide < 1 year duration: age < 7 years: 18/20 (90%), 7-12 years: 

107/110 (97%), ≥ 13 years: 58/61 (95%) versus. detectable C-peptide 1-5 years post 

diagnosis: < 7 years: 172/522 (33%),7-12 years: 604/995 (61%), ≥ 13 years: 225/289 

(78%)).   

 

Across all diabetes durations, similar trends were observed in the proportions of 

individuals retaining islets containing insulin+ beta cells in the sections of pancreas 

studied. Although present in all groups irrespective of age at diagnosis or disease 

duration, fewer individuals diagnosed < 7 years retained islets containing insulin+ beta 

cells (Figure 1b, ESM Table 2), (retaining islets containing insulin+ beta cells: < 7 

years: 30/86 (35%), 7-12 years: 50/89 (56%), ≥ 13 years: 41/61 (67%)).  There was a 

more precipitous drop off in the number of individuals retaining islets containing 

insulin+ beta cells post 1 year diagnosis in those diagnosed at younger ages 

compared to those diagnosed older (retaining islets containing insulin+ beta cells < 1 
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year post diagnosis: age < 7 years: 23/26 (88%), 7-12 years: 32/33 (97%), ≥ 13 years: 

22/25 (88%) versus. retaining islets containing insulin+ beta cells 1-5 years post 

diagnosis: < 7 years: 1/12 (8.3%) ,7-12 years: 7/13 (54%), ≥ 13 years: 7/8 (88%)). 

 

The absolute levels of detectable C-peptide declined in all age groups across all 

diabetes durations (Figure 1c), and this mirrored the decline in beta cell area (as 

fraction of insulin+ and glucagon+ area), across the groups (Figure 1d, ESM Table 3). 

 

Children diagnosed < 7 years had lower absolute levels of C-peptide and less 

insulin+ beta cells close to diagnosis 

C-peptide decreased in all age groups over time (ESM Table 4). In those with 

detectable levels, C-peptide was markedly lower soon after diagnosis in children 

diagnosed < 7 years compared to those diagnosed ≥ 13 years (< 1 year post 

diagnosis: median (IQR) < 7 years: 61.5 (45.4-110.8) pmol/l vs. ≥ 13 years: 199.5 

(114.3-282.3) pmol/l; p=1x10-4) (Figure 1c). Similarly, among children diagnosed < 7 

years who retained islets containing insulin+ beta cells close to diagnosis, as judged 

by beta cell area, was lower (< 1 year post diagnosis: median (IQR) < 7 years: 15% 

[6.7%,27%] vs. ≥ 13 years: 31% [12%,42%] p=0.025 (Figure 1d, ESM Table 3). This 

compares with a median beta cell area of 70.4% [64.0%, 79.1%] in 44 <18y donors 

without diabetes (median age of donors 9 years [4.6, 12.9]). 

  



 90 

Approximately 5% of children diagnosed < 7 years retained detectable C-

peptide 10 years post diagnosis 

Across all age groups, a proportion of children retained C-peptide > 10 years post 

diagnosis and a similar proportion retained islets containing insulin+ beta cells over 

this time (Figure 1a, ESM Table 2). In long duration disease (≥10 years), children 

originally diagnosed < 7 years were more likely to be insulin deficient at the time of 

organ donation than those who were older at diagnosis (detectable C-peptide ≥ 10 

years post diagnosis: < 7 years: 21/489 (4.3%), 7-12 years: 25/249 (10%), ≥ 13 years: 

12/107 (11%)), and they were also less likely to retain islets with insulin+ beta cells 

(retaining islets containing insulin+ beta cells ≥ 10 years post diagnosis: < 7 years: 

3/34 (8.8 %), 7-12 years: 4/26 (15%), ≥ 13 years: 2/13 (15%)) (Figure 1b, ESM Table 

2).   
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Figure 1 Comparison of proportions of individuals with detectable C-peptide 
(n=1417/4079) (a), proportions of donors retaining islets containing insulin+ beta cells 
(n=120/235) (b), absolute levels of detectable C-peptide (n=1417) (c) and within donor 
beta cell area, expressed as insulin+ area relative to the sum of the insulin+ and 
glucagon+ area (n=100) (d) stratified by age at diagnosis (< 7, 7-12, ≥ 13 years) and 
grouped by diabetes duration (<1, 1-5, 5-10, ≥ 10 years). Lines represent median and 
bars represent interquartile range. Proportions of donors with detectable C-peptide 
from UK GRID cohort (a) and donors with insulin+ beta cells from nPOD and EADB 
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(b) are outlined in more detail in ESM Table 2. A summary of donors with available 
beta cell area (d) is outlined in ESM Table 3. 
 

In nPOD pancreas donors with detectable C-peptide, the majority also had 

presence of insulin+ islets 

Among a subset of nPOD donors (n=87), 17 had detectable C-peptide with 13 of these 

donors (76%) having presence of insulin+ beta cells, as determined by a > 0% beta 

cell area (ESM Table 5). There was a significant difference in presence or absence of 

insulin+ islets between the detectable/undetectable C-peptide groups (81.6% 

agreement, p=1.5x10-6). The characteristics of 4 donors with detectable C-peptide but 

with no insulin+ beta cells in sections analysed are outlined in ESM Table 6.  In these 

4 donors, the C-peptide level was low (<100 pmol/l) and in 2 of the donors the 

histopathology notes state that, in some curated sections, islets containing insulin+ 

beta cells were seen but were rare (ESM Table 6).  
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Discussion 

 

We report that trends in C-peptide decline in living children and young people with 

type 1 diabetes are similar to the trends of loss of islets containing insulin+ beta cells 

within sections of donor pancreata, across all ages and disease durations. Our results 

support the proposition that C-peptide levels are a reliable, inexpensive and practical 

marker of retention of islets containing insulin+ beta cells in children and young adults 

with type 1 diabetes. Our results are consistent with those of other studies showing 

higher C-peptide levels in people diagnosed at older ages, but decline over time 

(2,3,5,9). Our study also supports the findings of Aida et al who demonstrated a 

significant correlation between beta cell volume and fasting serum C-peptide levels in 

Japanese patients with adult-onset type 1 diabetes (16). Our study is the first to 

provide a comparison of pancreatic histology with an independent clinical cohort, 

examining patterns of C-peptide loss according to age at diagnosis and duration in 

children with type 1 diabetes. Our study is also the largest to assess such disease 

progression trends in very young children (< 7 years). We demonstrate that, when 

compared with those who are older at diagnosis, children diagnosed < 7 years 

progress more rapidly towards total C-peptide loss and have minimal beta cell 

retention.  

 

These data confirm that trialling a safe immunotherapy close to diagnosis to inhibit or 

halt the autoimmune destruction, as in recent clinical trials (17), is worthwhile to 

preserve pancreatic mass. The rapid depletion of C-peptide and beta cells in children 

diagnosed < 7 years, when comparing < 1 years and 1-5 years duration, emphasizes 
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that early intervention close to (or before) diagnosis may be most time critical in those 

progressing to disease in very early life. Our results highlight that among children there 

are differences in progression which should be considered in the planning and 

interpretation of intervention trials designed to promote beta cell retention and 

function.  

 

We find that a small proportion of children retain some residual beta cells over > 10 

years duration and a similar proportion retain C-peptide over this period. These 

proportions do not change markedly between disease durations of 5 or 10 years, in 

keeping with the concept that there are two phases of C-peptide decline: a rapid fall 

in the first 7 years after diagnosis, followed by a more stable phase (2). Our results 

are likely to be an underestimate given a higher limit of detection of C-peptide (9 

pmol/l), compared to contemporary assays (2). It must be noted that the UK GRID 

cohort, included only those individuals with type 1 diabetes, and as such in this study 

we do not have access to a non-type 1 diabetes population for comparison of C-

peptide levels. However, it is well established that levels of residual C-peptide in long 

duration type 1 diabetes are low and detectable using ultrasensitive assays (18,19). 

 

We acknowledge that in histological analyses we have not been able to assess beta 

cell area for all 120 donors with islets containing insulin+ beta cells, calculating this for 

100 such samples.  Of the 20 samples we were unable to calculate beta cell area in, 

12 were derived from the EADB biobank; a 50-year-old archival biobank mainly 

comprising of non-systematically collected autopsy samples from younger 

children very close to diagnosis. We were unable to include 
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these archival sections due to deterioration of glass slides/ staining 

intensity which impacted on scan quality, and the rarity of material available from 

these donors precluded re-staining. In addition, we must emphasise that the standard 

error around the proportion estimates in the histological analyses are large, as 

influenced by the sample numbers. We also acknowledge that there is little information 

on the anatomical location of the sampled pancreas in the histological analyses of the 

EADB donors. However, as sampling was random across the 235 donors, we think it 

is very unlikely that systematic sampling bias might explain our observations.  

 

A further limitation of this study is its cross-sectional design and the dissociated 

biobanks used. Extensive, within donor, analysis is difficult in this setting, since there 

are no large systematic studies of C-peptide in clinical type 1 diabetes cohorts in whom 

post-death pancreas samples are available. Despite this, we are able to demonstrate 

that 81% (17/21) of donors from the nPOD biobank with detectable C-peptide also had 

islets containing insulin+ beta cells in the sections studied. 4 donors had detectable 

C-peptide and no islets containing insulin+ beta cells in the sections we were able to 

assess. It is reasonable to assume that, due to the nature of sampling, such islets 

could be present elsewhere in the pancreas. This is illustrated in 2 of the 4 donors 

studied, since the histopathology reports held by nPOD describe rare islets containing 

insulin+ beta cells in the sections they curate. In addition, it should be noted that C-

peptide levels in nPOD organ donors may be influenced by end-of-life circumstances 

and must therefore be interpreted with caution. In donors with undetectable C-peptide 

but who retain insulin+ beta cells, acute glucotoxicity (20) and sample degradation 

may have contributed to false negative C-peptide results. Additionally, we accept that 
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limited clinical data were available and that, in particular, no information was 

accessible on rates of diabetic ketoacidosis in the UK GRID cohort, which is known to 

be an independent predictor of C-peptide decline (20).  

 

Despite these caveats, our data suggest that progressive loss of beta cells is the main 

contributory factor to the decline in endogenous insulin secretion observed in children 

and young people diagnosed with type 1 diabetes. Our results add weight to the 

proposal that intervention trials should be powered separately for each age at 

diagnosis group and highlight that consideration of age at diagnosis is very important 

in the interpretation of outcomes. Interventions that delay diagnosis in “at-risk” 

individuals are likely to improve clinical outcomes by promoting the retention of beta 

cells and maintaining a higher C-peptide secretion rate. 
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Abstract 

 

Context: High-residual C-peptide in longer-duration type 1 diabetes (T1D) is 

associated with fewer hypoglycemic events and reduced glycemic variability. Little is 

known about the impact of C-peptide close to diagnosis. 

 

Objective:  Using continuous glucose monitoring (CGM) data from a study of newly 

diagnosed adults with T1D, we aimed to explore if variation in C-peptide close to 

diagnosis influenced glycemic variability and risk of hypoglycemia. 

 

Methods:  We studied newly diagnosed adults with T1D who wore a Dexcom G4 CGM 

for 7 days as part of the Exercise in Type 1 Diabetes (EXTOD) study. We examined 

the relationship between peak stimulated C-peptide and glycemic metrics of variability 

and hypoglycemia for 36 CGM traces from 23 participants. 

 

Results: For every 100 pmol/L-increase in peak C-peptide, the percentage of time 

spent in the range 3.9 to 10 mmol/L increased by 2.4% (95% CI, 0.5-4.3), P = .01) with 

a reduction in time spent at level 1 hyperglycemia (> 10 mmol/L) and level 2 

hyperglycemia (> 13.9 mmol/L) by 2.6% (95% CI, –4.9 to –0.4, P = .02) and 1.3% 

(95% CI, –2.7 to –0.006, P = .04), respectively. Glucose levels were on average lower 

by 0.19 mmol/L (95% CI, –0.4 to 0.02, P = .06) and SD reduced by 0.14 (95% CI, –

0.3 to –0.02, P = .02). Hypoglycemia was not common in this group and no association 

was observed between time spent in hypoglycemia (P = .97) or hypoglycemic risk (P 
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= .72). There was no association between peak C-peptide and insulin dose–adjusted 

glycated hemoglobin A1c (P = .45). 

 

Conclusion: C-peptide is associated with time spent in the normal glucose range and 

with less hyperglycemia, but not risk of hypoglycemia in newly diagnosed people with 

T1D. 
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Introduction  

 

Residual endogenous insulin production, as measured by serum C-peptide, is 

invariably present at the time of diagnosis with type 1 diabetes (T1D) (1). These C-

peptide levels are variable and fall exponentially in the first 7 years (2–5),  with those 

diagnosed in adulthood more likely to retain significant levels of C-peptide years post 

diagnosis (1,6,7).. Evidence originally from the Diabetes Control and Complications 

Trial (8–10) and more recent studies (11–15) indicates that persistent detectable C-

peptide is associated with reduced frequency and severity of self-reported 

hypoglycemia and fewer long-term microvascular complications. This has led to the 

adoption of mixed-meal stimulated C-peptide as a primary outcome measure of 

intervention trials that prevent or delay β-cell destruction (16). 

 

Recently, increased use of flash glucose monitoring and continuous glucose 

monitoring (CGM) have highlighted the impact of persistent C-peptide on glycemic 

variability and hypoglycemia (12,14,15,17–19). Most data have been derived from 

studies of adults with long duration T1D or post islet transplantation where C-peptide 

persistence is associated with lower glycated hemoglobin A1c (HbA1c) and/or insulin 

dose, fewer low-glucose events, decreased variation, and more time spent in range 

(3.9-10 mmol/L) (11,12,14,15,19). Less is known about the impact of C-peptide close 

to diagnosis. This is important because this has the potential to inform the most 

effective approach to supporting the newly diagnosed patient, and to identify early 

benefits of C-peptide preservation. A single study in newly diagnosed children 

demonstrated that the level of preserved peak C-peptide correlates with more time in 
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the range of 3.9 to 7.8 mmol/L and less variability (18). This study found no association 

between peak C-peptide and hypoglycemia (detected by CGM) in contrast to a study 

of adults with long-duration T1D, in which such an association was demonstrated (12). 

No studies have looked at the impact of C-peptide on glucose control as measured by 

CGM in adults newly diagnosed with T1D. 

 

In the present study we aimed to use CGM data from adults with recent-onset T1D to 

assess and describe the impact of variation in endogenous insulin secretion close to 

diagnosis on glycemic variability and hypoglycemia. 
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Methods 

 

We performed a secondary analysis of peak (90-minute) mixed-meal tolerance test 

(MMTT) C-peptide and glycemic metrics of variability and hypoglycemia from a 

Dexcom G4 CGM measured as part of the Exercise in Type 1 Diabetes (EXTOD) 

Study (ISRCTN91388505) (20). EXTOD was a pilot study undertaken to explore 

whether exercise can preserve β-cell function in adults newly diagnosed with T1D. It 

aimed to assess uptake, intervention adherence, dropout rates, and the rate of loss of 

β-cell function in a usual care group and exercise intervention group over 12 months  

(20,21). The EXTOD study was approved by the Birmingham East, North and Solihull 

Research Ethics Committee (No. 0/H1206/4), UK. All participants provided written 

informed consent in accordance with the Declaration of Helsinki. 

 

Study Cohort  

Participants were recruited between November 2011 and January 2014, from 19 UK 

National Health Service (NHS) hospitals. Eligible participants had a clinical diagnosis 

of T1D, were older than 16 years at diagnosis, and were self‐administering their insulin 

as part of a multiple-dose (basal/bolus) injection regimen. Participants included in the 

EXTOD pilot study were adults aged 18 to 60 years, diagnosed with T1D for less than 

3 months, had C‐peptide greater than 200 pmol/L at 90 minutes following meal 

stimulation, had controlled blood pressure, were not pregnant or planning pregnancy, 

and were able to increase exercise levels and not on therapy that affect heart rate (β-

blocker, calcium channel antagonist). 
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A total of 507 adults with new-onset T1D were identified; of these 214 were assessed 

for eligibility for the EXTOD pilot study. No participants were excluded from taking part 

because of low C-peptide. Eighty-six were eligible for face-to-face screening; of these, 

15 participants were recruited into a distinct but linked study exploring barriers to 

exercise in newly diagnosed T1D, and 58 participants were randomly assigned to 

control (usual care) or intervention (exercise consultation every month + usual care) 

in a 1:1 ratio for 12 months (Fig. 1). 

 

 

Figure 1. Flow of participants included in this secondary analysis and breakdown of 
number of corresponding continuous glucose monitoring (CGM) traces analyzed by 

study time point. *Calibration is dependent on the sensor used in this study (Dexcom 
G4). Calibration excluded 1) whole traces if 2 blood glucose calibrations were not 
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completed at the start of sensor wearing, 2) a day of wear if the mean absolute relative 
difference of the sensor glucose and blood glucose calibration that day is greater than 
20% or if fewer than 2 blood glucose calibrations were completed that day. 
†Breakdown of CGM traces by study time point: baseline n = 21 CGM traces, 6 
months n = 9 CGM traces, 12 months n = 6 CGM traces. 
 
In this study we performed a secondary analysis of peak MMTT C-peptide and 

glycemic metrics of variability and hypoglycemia from 26 eligible participants of the 

EXTOD study who had consented to wearing a CGM at any study time point. We 

included 23 participants in this secondary analysis with defined T1D by 1 or more 

autoantibodies or a T1D genetic risk score (T1D-GRS) greater than the 50th percentile 

for T1D, and a body mass index (BMI) of less than 30, a validated CGM trace, and a 

90-minute MMTT C-peptide matched to the study time point of CGM wear. A total of 

36 CGM traces (4101 hours) were analyzed from 23 participants (see Fig. 1). 

 

Procedures 

β-Cell function was assessed at baseline (pre randomization), and at 6 and 12 months 

post randomization using a 240-mL Fortisip MMTT with blood taken for C‐peptide at –

10, 0, 15, 30, 60, 90, and 120 minutes. Blood was immediately centrifuged and the 

plasma stored at –80 °C until analysis. Patients at each study visit had an option to 

wear a Dexcom G4 CGM with the aim of assessing the feasibility of using this as an 

outcome. The CGM was worn blinded with participants using usual care to monitor 

their blood glucose during the study. C‐peptide was measured using a direct 

electrochemiluminescence immunoassay at the Academic Department of Blood 

Sciences at the Royal Devon and Exeter NHS Foundation Trust as previously 

described (22). The limit of the C‐peptide assay is 3.3 pmol/L. Antibodies were 
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measured at the Research Laboratories of the School of Clinical Sciences, University 

of Bristol (Southmead Hospital, Bristol, UK). Insulin doses were used in calculation of 

the insulin dose–adjusted HbA1c (IDAA1c) as previously described (23). We generated 

a T1D-GRS using a KASP genotyping assay (LGC Genomics) of 10 single-nucleotide 

variations as previously described (24).  

 

CGM Processing 

All CGM processing and analysis were performed in R statistical software version 

3.6.1 (Foundation for Statistical Computing) (Appendix 2). Forty CGM traces from 26 

participants went through processing. The CGM was expected to be worn for a 

minimum of 7 days, with the majority of the participants meeting this goal, with data 

cut off at 8 days if participants exceeded 7 days. As part of the processing, we 

calibrated CGM traces against an updated self-monitoring of blood glucose value 

every 12 hours as required by the Dexcom G4 sensor. Calibration excluded 1) whole 

traces if 2 blood glucose calibrations were not completed at the start of sensor wear, 

which are required to start the Dexcom G4 sensor (n = 1); 2) a whole day of wear from 

traces if the mean absolute relative difference (MARD) of blood glucose calibration 

reading and sensor glucose reading was greater than 20%, or if fewer than 2 blood 

glucoses calibrations were completed that particular day. The majority of traces after 

calibration had more than 95% of data remaining. Traces from participants were 

excluded if 12 hours or less of data remained after calibration (n = 2). We generated 

CGM-derived metrics of glycemic variability and hypoglycemia in accordance with, 

and using definitions of hypoglycemic/hyperglycemic episodes from, the International 

Consensus on Use of Continuous Glucose Monitoring (25) (Appendix 2)..  We 
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validated the CGM processing and analysis against results from manual processing 

completed by 2 individuals. 

 

Statistical analysis  

Statistical analysis was performed in R statistical software version 3.6.1 (Foundation 

for Statistical Computing) using the nlme and afex packages. We assessed the 

association between MMTT C-peptide level and the consensus glycemic metrics of 

variability and hypoglycemia using repeated-measures, mixed-effects models, with 

glycemic metric as the outcome, C-peptide level (as picomole per liter [pmol/L]) as the 

predictor, with patient identification as the random effect. We report the modeling 

coefficients for 100-pmol/L change in C-peptide for clinical interpretation. Residual 

plots were examined for normality to ensure model assumptions were met. 

Significance was tested at the level of .05. Many clinical variables were not normally 

distributed, so data are presented as median and interquartile range (IQR). 
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Results 

 

Participants and Characteristics  

Twenty-one participants’ first point of CGM wear was at baseline, and 2 participants’ 

first point of CGM wear was at 6 months post trial randomization. Twenty-one 

participants wore a CGM at baseline, 10 at 6 months, and 6 at 12 months post trial 

randomization, totaling 36 CGM traces with a study time point–matched MMTT 90-

minute C-peptide (Fig. 1). One participant was not randomly assigned in the primary 

EXTOD study. The characteristics of these participants at first wear of CGM are shown 

in Table 1. Participants had a median duration of disease of 2.4 months (IQR, 1.2-2.4 

months), with the majority having a duration of symptoms of less than 1 month (median 

[IQR] 8 days [range, 4-12 days] with 14% presenting in diabetic ketoacidosis. 

Participants had a median peak MMTT C-peptide of 865 pmol/L (IQR, 684-1120 

pmol/L) and an HbA1c of 67.5 mmol/mol (IQR, 48.2-76.2 mmol/mol) at their first 

wearing of CGM. Participants were all of White European descent with a BMI of 

(median [IQR] 23.5 [22.2-26.4]) and median insulin dose of 0.25 U/kg (IQR, 0.15-0.45 

U/kg). Baseline characteristics of our sample were similar to the remaining participants 

recruited to the EXTOD study (20).   
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Table 1 Characteristics of participants included in analysis from the EXTOD pilot study 

at first wear of CGM (N=23 participants). 

 N=23* 

Age (years) 27.2 [23.4;36.5] 

Duration of diabetes (months) 2.40 [1.20;2.40] 

Sex  

    Female 10 (44%) 

    Male 13 (57%) 

Ethic Origin:  

    White - British 22 (96%) 

    Other White Background 1 (4.4%) 

BMI (kg/m2) 23.5 [22.2;26.4] 

HbA1c (mmol/mol) 67.5 [48.2;76.2] 

Insulin dose (U/kg) 0.25 [0.15;0.45] 

Peak (90min) MMTT C-peptide (pmol/l) 865 [684;1120] 

Type 1 Diabetes Genetic Risk Score (T1D-GRS)  0.64 [0.55;0.76] 

Presentation of diabetes:  

    Duration of symptoms pre-diagnosis (days)  8.00 [4.00;12.0] 

    DKA 3 (14%) 

    Hyperglycemia without acidosis 19 (86%) 

GADA positive titre 19 (83%) 

IA 2A positive titre 13 (57%) 

ZnT8A positive titre 12 (52%) 

Randomisation Arm:  

     Usual care 9 (39%) 

     Intervention 13 (57%) 

     Not randomized 1 (4%) 

BMI (body mass index); HbA1c (glycated hemoglobin A1c); DKA (diabetic 
ketoacidosis); GAD(glutamic acid decarboxylase antibody); IA 2A (tyrosine 
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phosphatase-related islet antigen 2 antibody); ZnT8 (Zinc transporter 8 
antibody) 
 
*Data presented: Median [25th;75th], n (%) 

 

Glycemic Characteristics  

The glycemic characteristics of these participants during each time of CGM wear are 

shown in Table 2. Most participants had tight glucose control, with median percentage 

of time spent in the range of 3.9 to 10 mmol/L of 68% (IQR, 55%-76% mmol/L). 

Average glucose was 8.3 mmol/L (median [IQR], 7.1-9.3 mmol/L) with low levels of 

hypoglycemia (percentage of time spent in hypoglycemia; median [IQR], 0.0% [0.0%-

0.6%]), little to no time in level 1 low events (percentage of time spent 3-< 3.9 mmol/L; 

median [IQR], 0.6% [0.2%-1.7%]), and even fewer level 2 low events (percentage of 

time spent < 3 mmol/l; median [IQR], 0.0% [0.0%-1.0%]). Overall, glycemia was 

considered stable (< 36%) (26) in these participants (coefficient of variation; median 

[IQR], 32% [26%-36%]). 
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Table 2 Metrics of glycemic variability and hypoglycemia for participants for CGM wear 

at any study time point (N=36 CGM traces, 23 participants). 

 
N=36* 

Percentage expected wear 97.5 [83.9;105] 

Percentage of good data remaining post-calibration 97.4 [92.7;100] 

Number of days of good data 6.35 [5.26;7.18] 

Average Glucose (mmol/l ) 8.27 [7.12;9.30] 

Standard Deviation (mmol/l ) 2.60 [1.97;3.42] 

Coefficient of Variation (CV) (%) 32.0 [26.0;36.0] 

Mean Amplitude Glycemic Excursion (MAGE)  4.99 [4.02;6.63] 

Estimated  HbA1c (mmol/mol) 51.4 [43.2;57.7] 

Time spent > 10 mmol/l  (level 1 elevated) (%) 22.9 [9.43;37.3] 

Time spent level 1 hyperglycemia (>10 mmol/l ≥ 15 minutes) (%) 25.2 [9.56;38.5] 

Time spent > 13.9 mmol/l  (level 2 elevated) (%) 5.98 [1.59;13.2] 

Time spent level 2 hyperglycemia (>13.9 mmol/l ≥ 15 minutes) (%) 2.62 [0.28;8.70] 

High Blood Glucose Index (HBGI)  7.43 [3.28;10.4] 

Time spent 3.9-10 mmol/l  (%) 68.3 [55.1;76.2] 

Time spent 3-<3.9 mmol/l  (level 1 low) (%) 0.63 [0.23;1.70] 

Time spent <3 mmol/l  (level 2 low) (%) 0.00 [0.00;1.00] 

Time spent in hypoglycemia (%)  0.00 [0.00;0.58] 

Low Blood Glucose Index (LBGI)  1.96 [1.28;2.64] 

HbA1c (glycated hemoglobin A1c) 
*Data presented: Median [25th;75th] 
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C-Peptide at Diagnosis Is Associated With Less Glucose Variability, More Time in 

Range, and Less Hyperglycemia 

For every 100-pmol/L increase in peak C-peptide, glucose levels were on average 

lower by 0.2 mmol/L (95% CI, –0.4 to 0.02, P = .06) (Fig. 2A, Table 3). In addition, 

there was a reduced SD in glucose of 0.1 (95% CI, –0.3 to –0.02, P = .02) (Fig. 2B, 

see Table 3). Percentage of time spent in the range of 3.9 to 10 mmol/L increased by 

2.4% (95% CI, 0.5-4.3, P = .01) (Fig. 2C, see Table 3) with a reduction in the amount 

of time (percentage) spent at level 1 (> 10 mmol/L) elevated glucose levels by 2.6% 

(95% CI, –4.9 to –0.4, P = .02) (Fig. 2D, see Table 3) and level 2 (> 13.9 mmol/l) 

elevated glucose levels by 1.3% (95% CI, –2.7 to –0.006], P = .04) (see Table 3). 

Coefficients for all metrics of glycemic variability are outlined in Table 3, and all 

followed the same direction in a reduction of variability for every 100-pmol/L change 

in C-peptide. 
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Table 3 Associations from repeated measures mixed effects regression modelling of 

glycemic variability and hypoglycemia metrics with peak MMTT C-peptide (N=36 CGM 

traces, 23 participants). 

 

  

 
Coefficient for 100 pmol/l 

change in C-peptide 
N=36* 

p-value†  

Average glucose (mmol/l) -0.19 [-0.39,0.015] 0.06 

Standard deviation (mmol/l) -0.14 [-0.25,-0.023] 0.02 

Coefficient of Variation (CV) (%) -1.00 [-2.16,0.15] 0.08 

Mean Amplitude Glycemic Excursion (MAGE) -0.34 [-0.63,-0.050] 0.02 

Estimated  HbA1c (mmol/mol) -0.14 [-0.25,-0.023] 0.06 

Time spent > 10 mmol/l  (level 1 elevated) (%) -2.64 [-4.87,-0.41] 0.02 

Time spent level 1 hyperglycemia (> 10 mmol/l 
excursion ≥ 15 minutes) (%) -3.53 [-6.64,-0.42] 0.02 

Time spent > 13.9 mmol/l  (level 2 elevated) (%) -1.33 [-2.66,-0.0057] 0.04 

Time spent level 2 hyperglycemia (>13.9 mmol/l  
excursion ≥ 15min) (%) 0.92 [-2.02,0.19] 0.09 

High Blood Glucose Index (HBGI) -0.71 [-1.27,-0.14] 0.01 

Time spent 3.9-10 mmol/l (%) 2.39 [0.51,4.26] 0.01 

Time spent 3-<3.9 mmol/l  (level 1 low) (%) -0.015 [-0.22,0.19] 0.88 

Time spent <3 mmol/l  (level 2 low) (%) -0.028 [-0.17,0.11] 0.66 

Time spent in hypoglycemia (%) 0.0052 [-0.27,0.26] 0.97 

Low Blood Glucose Index (LBGI) -0.062 [-0.41,0.29] 0.72 

HbA1c (glycated heamoglobin  A1c) 

*Data presented: Coefficient [95% CI] 

† Kenward-Roger approximation for degrees of freedom 
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Figure 2. Distribution of 4 key glycemic metrics: A, average glucose; B, SD; C, 
percentage of time in range 3.9 to 10 mmol/L; and D, percentage of time spent at 
greater than 10 mmol/L with peak mixed-meal tolerance test (MMTT) C-peptide. The 
line represents repeated-measures, mixed-effects regression modeling between 
glycemic metric and peak MMTT C-peptide with 95% CI shown as a shaded bar. 
 

C-Peptide at Diagnosis Is not Associated With Hypoglycemia 

 In this cohort hypoglycemic events were rare during all times of CGM wear (Fig. 3, 

see Table 2). There was no association with peak C-peptide and percentage time 

spent in hypoglycemic ranges (P = .97) or hypoglycemic risk, as measured by low 

blood glucose index (P = .72) (Fig. 3, see Table 3). 
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There was also no association between peak C-peptide and insulin dose (P = .71), 

HbA1c (P = .36), or IDAA1c, P = .45) (Table 4). 

 

Table 4 Associations for clinical measures with peak MMTT C-peptide (N=36 

observations, 23 participants). 

 

 
 

 

  

 
 

Coefficient for 100 pmol/l change in 

C-peptide  

N=36*  

p-value† 
 

IDA1CC‡ -0.091 [-0.34,0.16] 0.45 

Insulin dose -0.005 [-0.033,0.023] 0.71 

HbA1c ‡ (mmol/mol) -1.02 [-3.37,1.32] 0.36 

*Data presented: Coefficient [95% CI] 

†Kenward-Roger approximation for degrees of freedom  

‡Missing for 1 participant (1 observation) 
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Figure 3. Distribution of hypoglycemic metrics: percentage of time spent in A, 
hypoglycemia, and B, low blood glucose index (LBGI) with peak mixed-meal tolerance 
test (MMTT) C-peptide. The line represents repeated-measures, mixed-effects 
regression modeling between glycemic metric and peak MMTT C-peptide with 95% CI 
shown as a shaded bar. 
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Discussion 

 

We report that higher levels of C-peptide at diagnosis are associated with lower 

glycemic variability, more time in range, and less hyperglycemia, but not with 

hypoglycemia or HbA1c. Variations in the high levels of residual C-peptide present at 

the time of diagnosis with T1D are associated with key clinical outcomes and could 

potentially inform the most effective approach to supporting the newly diagnosed 

patient. 

 

Our findings support and enhance the understanding of the benefits of preserved C-

peptide in patients with newly diagnosed T1D. Our results are consistent with the one 

other study in newly diagnosed participants by Buckingham et al comparing CGM-

measured glucose variability with MMTT C-peptide; however, Buckingham’s study 

was conducted in a largely pediatric cohort and did not compare C-peptide with CGM 

metrics as the primary analysis outcome (18).. The study by Buckingham et al also 

found lower glucose variability is associated with higher levels of C-peptide, with 

increased time spent in range (3.9-7.8 mmol/L) and decreased variation for higher 

levels of C-peptide, with no associations demonstrated with hypoglycemia. Both 

studies estimated C-peptide at peak following meal stimulation with similar values in 

the range of 100 to 1500 pmol/L. We did not find an association of C-peptide with 

HbA1c and insulin dose in our study, in contrast with the study by Buckingham and 

colleagues, as well as studies in new-onset T1D (27) in which immunomodulation has 

resulted in some preservation in C-peptide being associated with lower HbA1c and 

insulin doses. It is possible that the lower numbers in our study prevented us from 
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observing an impact on HbA1c and insulin dose; another possibility is that alterations 

of HbA1c and insulin dose may be influenced by study protocol or clinical care. 

Studies exploring the benefits of preserved C-peptide in long-duration T1D 

demonstrate a similar impact on time in range and glucose variability, but also 

commonly show protection from hypoglycemia (11,12,28) in addition to lower 

HbA1c (13,15) and lower insulin doses (11). However, we and others (18) do not find 

an association between variations in C-peptide level present at diagnosis and 

hypoglycemia. It is possible that the C-peptide levels at diagnosis, in addition to other 

factors related to a short duration of T1D, may offer more protection from 

hypoglycemia than in long-duration T1D, when endogenous insulin secretion is much 

lower or absent. 

 

We therefore propose that the impact on glucose control associated with preserved 

C-peptide appears to vary across duration of disease in people with T1D (Fig. 4). Early 

after diagnosis when stimulated C-peptide values can reach higher than 1500 pmol/L, 

relatively higher levels of C-peptide reduce hyperglycemia and glucose variability, but 

not hypoglycemia. Later in the natural history, when stimulated C-peptide values are 

around 500 pmol/L or lower, higher values in this range reduce hypoglycemia and 

potentially also HbA1c and insulin dose. The benefits of less glycemic variability and 

greater time in range are present across the spectrum. Furthermore, preserved C-

peptide in longer-duration T1D is associated, presumably through consistent tight 

glucose control, with fewer microvascular complications (5,13). Our study, combined 

with others (18) highlights that hypoglycemia is rare around the time of diagnosis.  
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Figure 4. Summary of the impact variation in C-peptide level has on glucose control 
in people with type 1 diabetes (T1D), across diabetes duration. In newly diagnosed 
T1D, C-peptide variation impacts do not affect hypoglycemia, as demonstrated in 
longer-duration T1D. C-peptide variation affects glycemic variability near to diagnosis 
of T1D and at long-duration disease. 
 

The strengths of this study include the careful cleaning and interpretation of the CGM 

data. To ensure a high standard of accuracy in our CGM data for analysis, we 

developed in-house CGM processing that compared the MARD of each self-monitored 

blood glucose calibration and the 15-minute later CGM sensor glucose reading, since 

interstitial glucose trails blood glucose by 5 to 20 minutes (29–31). We used the 

assumption that an entire day of glucose readings had a systematic error if the self-

monitored blood glucose calibration reading and CGM sensor glucose reading had a 

MARD of greater than 20%, and therefore removed it from the CGM trace before 

analysis and generation of CGM-derived glycemic metrics. We developed in-house 

CGM analysis to generate these metrics in accordance with the International 
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Consensus on Use of Continuous Glucose Monitoring (25). Our in-house processing 

and analysis were validated against manual processing and analysis conducted by 2 

people. Furthermore, the CGM data obtained from the participants were blinded at the 

time of wear, ensuring measured sensor glucose was not highly influenced by patient 

reactivity. Also, MMTT-measured C-peptide, obtained according to protocol, offered 

reduced variation of C-peptide levels, which is more likely with randomly measured C-

peptide. Since misclassification of diabetes is common at diagnosis, occurring in 7% 

to 15% of cases (32), we used a specific criteria for defining T1D that included clinical 

diagnosis and either positive autoantibodies or T1D-GRS in addition to BMI in our 

definition. 

 

A notable limitation of this study is that this is a retrospective analysis of data collected 

as part of a randomized controlled trial, using CGM data and peak MMTT C-peptide 

from participants involved in the EXTOD study, a randomized exercise trial. 

Participants who enroll in exercise trials may not be wholly representative of the T1D 

population because of their levels of activity and the effect exercise may have on blood 

glucose. This may have affected the average glucose metrics that we demonstrate in 

this cohort. Our sample size was limited to the consent rate to CGM monitoring during 

the study, and a high dropout rate of CGM monitoring over the 12 months of study. 

This may have affected the power to detect associations with C-peptide and CGM 

metrics that describe glycemic variability. Nevertheless, it is reassuring that we 

observed the same directional associations in all CGM metrics that describe glycemic 

variability and hyperglycemia with peak MMTT C-peptide, with no associations 

observed with the CGM metrics that describe hypoglycemia and hypoglycemia risk. 
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As we previously highlighted, the higher C-peptide levels present close to diagnosis 

may exceed a threshold needed to protect from hypoglycemia (minimal islet transplant 

function has been shown to protect from hypoglycemia (17)), which would explain the 

low rate of hypoglycemia commonly found post diagnosis and the lack of association 

found with postdiagnosis C-peptide by us and others. 

 

Notwithstanding these limitations, our findings are important because they suggest 

that the benefits of C-peptide retention have a measurable impact from the point of 

diagnosis for a person with T1D. Our findings also highlight that metabolic or 

physiological differences between individuals may have more of an impact on 

glycemic variability than previously thought, with C-peptide playing a part in defining 

the manifestation of their T1D. 

 

As we propose in Fig. 4, our results add to findings from previous studies of longer-

duration diabetes, offering a more complete picture of the impact that variation in C-

peptide levels has on glucose control in people with T1D. We suggest that managing 

newly diagnosed patients, informed by a current estimate of their C-peptide reserve, 

will influence how they are managed. Those with a lower C-peptide are likely to 

experience less time in glucose range, greater glucose variability, and more 

hyperglycemia and would be earmarked for earlier and more intensive support. 

Diabetes is currently the only endocrine condition for which the hormone in question 

is not measured as part of routine care. We suggest there is now increasing evidence 

to start doing so. 
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Abstract 

 

Objective: We assessed the impact of two modes of home-based exercise, as 

compared to a free-living non-exercise control period, on glycemic variability and 

hypoglycemia- two key barriers to exercise for people with type 1 diabetes, using 

intermittently scanned continuous glucose monitoring (isCGM). 

 

Design: Ten adults with type 1 diabetes performed three 14-day interventions: 

home-based high-intensity interval exercise (HIIE), home-based moderate-intensity 

continuous exercise (MICE), free-living non-exercise control period (CON). Exercise 

periods consisted of 6 unsupervised non-time-controlled sessions, interspaced by 

48h. isCGM data was collected using the Abbott FreeStyle Libre. We compared 

post- HIIE/MICE glycemia to the average CON period, matched for time of day and 

day of the week. We evaluated glycemic variability and hypoglycemia at 0-4h, 

overnight (00:00-06:00) and next day (06:00-24:00) after exercise. 

 

Results: HIIE and MICE increased glucose coefficient of variation (CV) and time in 

level 1 hypoglycemia (L1H) during 0-4h post-exercise.  Only MICE increased 

glycemic variability overnight post-exercise. Both HIIE and MICE increased glycemic 

variability and L1H the next day after exercise. 

 

Conclusions: Home-based HIIE and MICE increase glycemic variability and 

hypoglycemia within 4 hours after starting exercise sessions, have less effect on 

glycemia overnight, but increase glycemic variability and hypoglycemia the day after 
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exercise. Assessment of the glycemic impact of exercise in free-living environments, 

when carefully matched for non-exercise days, may improve the management of 

blood glucose in type 1 diabetes and reduce barriers to exercise.  
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Introduction  

 

Physical Activity (PA) is a key component in the management of type 1 diabetes. 1,2 

People living with type 1 diabetes are recommended to undertake 150 minutes of 

moderate to vigorous intensity PA a week, spread over at least 3 days, with no more 

than 2 consecutive days without activity.1 However, despite advances in guidance 

around exercise,3  rates of inactivity in the type 1 diabetes population are higher than 

those found in the general population. 4,5  

 

A number of common exercise barriers, (lack of time, work commitments, bad weather, 

lack of access to facilities and lack of motivation) 4,6 can be attributed to the low levels 

of PA observed in people with type 1 diabetes. However, four of the six top ranking 

barriers to PA for people with type 1 diabetes are ‘diabetes specific’: fear of 

hypoglycemia/ hypoglycemia, loss of control/ glycemic variability, limited health 

professional support or advice and inadequate knowledge of glycemic management 

surrounding exercise. 4 

 

Laboratory based studies of the 24-hours post-exercise have found no difference 

between moderate-intensity continuous exercise (MICE) and high-intensity interval  

exercise (HIIE) for glucose time in range (TIR) (3.9-10mmol/L), incidence and time in 

hypoglycemia and glycemic variability. 7,8 A recent study by Brockman et al. 9 found 

that both MICE and resistance exercise had limited impact on 24-hour post-exercise 

glycemia, with MICE only having an effect on glycemic variability in nocturnal periods, 

when compared to a 45 minute sedentary control completed by the same individuals. 
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Such findings seemingly contradict the glycemic variability and hypoglycemia-related 

barriers to exercise commonly expressed by patients. 4  

 

Very few studies have assessed the impact of exercise on glycemia in free-living 

environments.  To the best of our knowledge, Riddell et al. 10 is the only home-based 

study to date to assess the effect of exercise on glycemia for up to 24-hours, with the 

key finding that exercise days resulted in greater TIR than sedentary days, with no 

difference between the exercise modes of home-based HIIE or home-based MICE 

compared to sedentary control days. Again, this finding is contradictory or may mask 

the exercise associated variability patients express.   

 

Understanding the impact of exercise on glycemia in the context of everyday life is a 

crucial step toward reducing the key barriers to exercise in people with type 1 diabetes. 

In this study, we used time-matched exercise and non-exercise glucose traces to 

explore the effect of two modes of home-based exercise, specifically on glycemic 

variability and hypoglycemia as these are two of the main barriers to exercise people 

with type 1 diabetes report.  
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Materials and methods 

 

The study was approved by the NHS west midlands Edgbaston research ethics 

committee (18/WM/0203) and was registered on clinicaltrials.gov (NCT03598400) and 

conformed to the Declaration of Helsinki.11 All participants provided written informed 

consent. 

 

Study cohort  

We recruited sixteen adults (men n = 6, women n = 10) living with type 1 diabetes on 

basal-bolus insulin treatment administered via multiple daily injections (MDI) (n = 8) or 

continuous subcutaneous insulin infusion (CSII) (n = 8) through adverts on type 1 

diabetes social media groups. Inclusion criteria were; aged between 18-55 years, 

diagnosed with type 1 diabetes > 6 months and body mass index (BMI) ≤ 32 kg.m2. 

Exclusion criteria were; pregnancy, disability preventing participation in an exercise 

regime, angina, autonomic neuropathy, medication that affects heart rate, major 

surgery planned within 6 weeks of the study, uncontrolled blood pressure, significant 

history of hyperglycemia, history of severe hypoglycemia requiring third party 

assistance within the last 3 months, severe non-proliferative and unstable proliferative 

retinopathy. Participant eligibility was confirmed during an initial meeting, which 

included a 12-lead resting electrocardiogram. Eleven adults proceeded with the study 

after five dropped out before the interventions started. 
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Study Design 

Participants completed a counterbalanced crossover experiment, consisting of three 

14-day intervention periods: home-based HIIE, home-based MICE and a free-living 

non-exercise control period (CON). Participants had a choice of the order in which 

they completed the three intervention periods. Exercise sessions were unsupervised 

and performed on days; 1, 3, 6, 8, 10 and 13 of the 14-day period, leaving at least 48 

hours between sessions. The timing of exercise sessions was not controlled, but 

participants were asked to complete sessions at a similar time of day within and 

between interventions, and bouts were not performed after an overnight fast. Exercise 

sessions in both HIIE and MICE intervention periods were mostly completed in the late 

afternoon-evening (median [IQR] HIIE 17:39 [15:32,20:53], MICE 17:07 

[15:18,18:41]). Participants were asked to refrain from any form of structured exercise 

other than the prescribed sessions during the intervention periods. During the CON 

period, participants were instructed to perform no structured exercise (e.g. playing 

sport, going to the gym or running), but could continue any habitual physical activity 

(e.g. walking to work or shops). Glycemia was assessed throughout the 14-day 

periods using an Abbott Freestyle Libre (Abbott Diabetes Care, CA, USA) isCGM, 

inserted subcutaneously into the interstitial fluid of the upper arm prior to each 

intervention. Participants were unblinded to the isCGM. Participants recorded insulin 

doses and dietary intake throughout the intervention periods.  

 

Exercise Session Monitoring 

Participants were provided with a Polar H10 heart rate (HR) monitor (Polar, Kempele, 

Finland) to wear during each exercise session. During HIIE and MICE sessions, 
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participants were asked to attain specific HR targets, described in the following 

sections below. Participants received instant visual feedback on their HR during 

sessions, using the compatible polar application.12 Following exercise, HR data was 

automatically uploaded to a cloud storage site (www.flow.polar.com), enabling the 

research team to monitor exercise time and compliance with session completion and 

HR targets. 

 

Home-Based High-Intensity Interval Exercises (HIIE) 

The HIIE protocol was based on the previous work of Scott et al. 8 which has previously 

been shown to improve cardiorespiratory fitness and reduce insulin requirement in 

people with type 1 diabetes. Participants were instructed to complete a low-intensity 

(approx. 50% predicted HRmax (220-age)) warm up for 3-minutes prior to starting each 

HIIE session. All HIIE sessions had a duration of 12-minutes, with participants 

completing six 1-minute high-intensity intervals, interspersed with 1-minute rest 

intervals. Intervals used bodyweight exercises, with each interval divided into two 

different bodyweight exercises performed for 30 seconds with no rest between 

exercises. Participants were able to choose from a selection of 18 exercise pairs 

detailed in an exercise workbook. Participants were advised to achieve ≥80% of 

predicted HRmax during the intervals. A session was deemed compliant if participants 

completed at least 1 interval with a heart rate ≥80% of predicted HRmax. 13 

 

Home-Based Moderate-Intensity Continuous Exercises (MICE) 

MICE sessions consisted of 30 minutes of continuous exercise of the participant’s 

choosing (e.g. walking/jogging, cycling, swimming etc). Participants were asked to 
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attain and maintain a HR of 60-70% of predicted HRmax during the exercise session. 

A session was deemed compliant if mean HR (HRmean) was between 60 and 70% 

HRmax. 

 

Insulin Dose  

Participants using MDI self-reported insulin doses using either the smart phone 

application (LibreLink) or the reader linked to the isCGM. This data was then 

automatically uploaded to the cloud system (LibreView) alongside the interstitial 

glucose data. Participants using CSII were asked to provide information from their 

pump report online for the dates they were participating in the study. Basal and bolus 

(units) insulin were recorded and total daily dose relative to bodyweight (TDD/kg) was 

also calculated (basal dose + bolus dose / bodyweight(kg) = TDD/kg (U/kg)). Mean 

daily insulin dose (U/kg) was calculated per individual for each 14-day intervention and 

across the total study period.  

 

Dietary Intake 

Dietary Intake was assessed using the MyFitnessPal application on smartphone 

(MyFitnessPal, CA, USA). Participants were asked to maintain their habitual diet and 

report their dietary intake as accurately as possible. A day was considered complete 

and valid if the calorie intake recorded was ≥500 kcal and ≤5000kcal. 14 If participants 

recorded less than 50% valid days (<7 days) in an intervention period, then their 

dietary data was excluded. 15 Mean Calorie (kcal), carbohydrate (grams), fat (grams) 

and sugar (grams) intake were calculated per individual for each 14-day intervention 

and across the total study period. 
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CGM Processing 

All isCGM processing, analysis and visualisation was performed in R statistical 

software version 4.0.4 (Foundation for Statistical Computing, Vienna, Austria). Thirty 

14-day isCGM traces from 10 participants went through processing.  

We evaluated metrics of glycemic variability and hypoglycemia for 0-4 hours post-

exercise, overnight (00:00-06:00) and next day (06:00-24:00) post-exercise for HIIE 

and MICE and the respectively matched control. We also evaluated the absolute 

difference in metrics of glycemic variability and hypoglycemia between exercise 

mode and respectively matched control for 0-4 hours post-exercise, overnight 

(00:00-06:00) and next day (06:00-24:00) post-exercise in the period 0-4 hours post-

exercise for each individual, in order to compare effects on glycemia between each 

exercise mode.  

 

For each individual, average traces for the CON period were generated for each day 

of the week, roll matched by nearest time, within 1 hour, using the datatable 16 

package. IsCGM traces from each HIIE and MICE session were aligned to the average 

CON trace for each individual, matched by day of the week and time of day using the 

same roll matching technique as described above. A one-day example of matching an 

exercise session trace to the average CON trace for the same day of the week for one 

individual is demonstrated in Figure 1A.  Traces were time-restricted with respect to 

time of exercise session to assess periods 0-4 hours post-exercise, overnight (00:00-

06:00) and next day (06:00-24:00) after the day of exercise. As the isCGM has reading 

intervals of minimum 15 minutes, we included the 2 readings before the start of 
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exercise in the period 0-4 hours post-exercise to ensure all glucose readings during 

exercise sessions were captured.  

 

 

Figure 1 Example of the process to generate an average non-exercise control (CON) 
glucose trace, time and day of the week-matched to an exercise trace for one 
individual. In this example the time restriction of a period of 0-4 hours post exercise is 
visualized. We demonstrate how one exercise session (A) is matched to the average 
CON period, denoted by the blue line, on the same day of the week (B).  This matching 
process is completed for all 6 exercise sessions (C) and matched CON sessions (D), 
with the individual’s loess estimation of ambulatory glucose profile overlayed in red. 
Each individual’s loess estimation of ambulatory glucose profile is outlined in 
Supplementary Figure 1. In the main analysis (Figure 5) the overall loess estimation 

for all individuals is displayed. 
 

Period of interest:
0-4 hrs post exercise 

Aligned to the average 
CON period by time and 

day of the week

HIIE session

A)

B)

All HIIE sessions with overall 
loess line

All matched CON periods with 
overall loess line

C)

D)
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We generated isCGM derived metrics of glycemic variability and hypoglycemia in 

accordance with, and using definitions of hypo/hyperglycemic episodes from, the 

International Consensus on Use of Continuous Glucose Monitoring.17 Coefficient of 

variation (CV) (Appendix 2.1) was used as the primary measure of glycemic variability. 

17 Level 1 hypoglycemia (L1H) is defined as glucoses in the range of 3-<3.9 mmol/L, 

Level 2 hypoglycemia (L2H) is defined as glucoses <3 mmol/L. A clinically defined 

hypoglycemic event is defined as a beginning when glucose <3mmol/L for at least 15 

minutes and ending when glucose ≥ 3.9 mmol/L for 15 minutes.17 Level 1 elevated 

glucose was defined as readings >10 mmol/L and level 2 elevated glucose was 

defined as readings >13.9 mmol/L. Hyperglycemic episodes were defined when 

glucose was at elevated levels ≥ 15 minutes.17 Other glycemic metrics were generated 

and reported in accordance with consensus guidelines.17 R code used to generate CGM 

metrics is available on GitHub and has been used in previous studies.18,19 

 

Ambulatory glucose profiles for the 0-4 hours post-exercise period for HIIE, MICE and 

respectively matched control were visualised for each individual by a locally weighted 

smoothed (loess) regression of all isCGM traces for that individual within the 0-4 hour 

period of interest using the stats 20 package. Turning points after the start of exercise 

were identified in the loess estimated ambulatory glucose profile for each individual to 

assess immediate glucose peaks/nadirs associated with exercise. The loess 

regression of all individuals was also completed to show the overall trend. A 

demonstration of the loess estimated ambulatory glucose profile for HIIE and 

respectively matched control, in the 0-4 hours post-exercise period, for one individual 

is outlined in Figure 1B.  
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Statistical analysis  

Statistical analysis was performed in R statistical software version 4.0.4 (Foundation 

for Statistical Computing, Vienna, Austria) using the gtsummary21 and stats20  

packages. Significance was tested at the level of 0.05. Many clinical variables were 

not normally distributed, and so, data are presented as median and interquartile range. 

Paired analysis of isCGM characteristics between HIIE and MICE periods and 

respectively matched control was conducted using Wilcoxon signed-rank exact test. 

When ties were present, Wilcoxon signed-rank with continuity correction was used. As 

this is a crossover trial, period effects for key outcomes were assessed by Freidman 

rank-sum test (related data).  between the 14-day intervention periods and between 

the order (1,2 or 3) each 14-day intervention period was completed. No significant 

effects were identified between the order each period was completed (Supplementary 

Table 1). Related analysis of insulin and dietary data between the 14-day intervention 

periods was conducted by Freidman rank-sum tests. Glucose changes observed by 

ambulatory glucose profile for HIIE and MICE were compared in paired analysis by 

using Wilcoxon signed-rank exact test. When ties were present, Wilcoxon signed-rank 

with continuity correction was used.  
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Results 

 

Participants and characteristics  

Eleven participants completed three 14-day intervention periods. Ten (4 male, 6 

female) participants were included in analysis, with one participant, who completed 

the study protocol, excluded from analysis due to a technical issue with the CGM 

sensor (Figure 2). Nine out of the ten participants completed interventions 

consecutively, one participant had a 14-day gap between intervention two and three. 

The characteristics of participants included in analysis are outlined in Table 1. Of the 

participants included, 6 were on MDI and 4 were on CSII. The majority of participants 

wore an isCGM for the expected minimum of 14 days in each intervention period, with 

minimal sensor drop out (>90% data attained) (Supplementary Table 2). All 

participants were adults with a median age 23 years (IQR 21;32) and duration of type 

1 diabetes of 9.2 years (2.5;13) (median IQR). Participants were all white European 

with a BMI 26 kg/m2 (23;28) (median IQR). Across the study period participants had a 

mean daily insulin dose of 0.5 (0.4;0.5) U/kg (median IQR) mean daily calorie intake 

of 1,431 kcals (1,382;1,766) (median IQR) and mean daily carbohydrate intake of 186g 

(154;191) (median IQR) (Table 1). No significant difference was observed in mean 

daily insulin dose or dietary intake between intervention periods (Supplementary Table 

3).  
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Table 1 Characteristics of participants included in analysis (N=10) 
 

Characteristic N = 101 

Age (years) 23 (21, 32) 

Sex (Male) 4 (40%) 

Height (cm) 167 (159, 175) 

Mass (Kg) 76 (70, 83) 

BMI (Kg/m2) 26 (23, 28) 

Type 1 diabetes duration (years) 9.2 (2.5, 13) 
 

MDI/CSII    

    MDI 6 (60%) 

   CSII 4 (40%) 

Predicted Max HR (bpm) 198 (189, 199) 

80% HR max (bpm) 158 (151, 159) 

Mean Daily insulin dose (U/kg) 0.5 (0.4, 0.5) 

    Unknown 3 

Mean Daily Calories (kcal) 1,457 (1,382, 1,766) 

    Unknown 1 

Mean Daily CHO (g) 189 (158, 200) 

    Unknown 1 

Mean Daily Fat (g) 54 (47, 73) 

    Unknown 1 

Mean Daily Sugar (g) 43 (36, 53) 

    Unknown 1 
1n (%); Median (IQR) 
BMI (Body Mass Index); MDI (multiple daily injections); CSII (continuous 
subcutaneous insulin infusion); HR (Heart rate); CHO (carbohydrate)  
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Figure 2 Consort diagram showing participant allocation at each stage of the study. 

 

Glycemic characteristics  

The glycemic characteristics of these participants, as derived through isCGM, across 

each 14-day intervention period are outlined in detail in Supplementary Table 2. 

Coefficient of Variation (CV) was ≥36% across each intervention period (38% (CON) 

40% (HIIE) and 37% (MICE), p=0.3), with participants spending 55% (CON), 58% 

(HIIE), and 58% (MICE) (p=0.3) time in range in the respective intervention periods. 

Average glucose was approximately 9mmol/l across each intervention period (9.4 

mmol/l (CON), 9.6 mmol/l (HIIE), 9.1 mmol/l (MICE), p=0.9). Time spent in 

16 assessed for eligibility 

16 entered the study

5 participants dropped out before 
starting an intervention

MICE Intervention
n=2

CON Intervention
n=5

HIIE Intervention
n=4

MICE Intervention
n=6

CON Intervention
n=4

HIIE Intervention
n=1

MICE Intervention
n=3

CON Intervention
n=2

HIIE Intervention
n=6

10 included in analysis

1 participant excluded from 
analysis due to technical issue with 

the isCGM

Crossover

Crossover

Patient choice of arm order
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hypoglycemia was similar between intervention periods, with minimal time spent in 

L2H (p=0.8) and clinically defined hypoglycemia (p=0.9) and moderate time spent in 

L1H  (p=0.9).  

 

Both HIIE and MICE increased glycemic variability and hypoglycemic risk 

within 4 hours after exercise  

When compared to control days, HIIE and MICE increased glycemic variability (Figure 

3, Table 2) and time spent in L1H (Figure 4, Table 2) within 4 hours after exercise (CV: 

p=0.006 (HIIE), p=0.02 (MICE) and Time L1H: p= 0.02 (HIIE), p=0.01 (MICE)). Minimal 

time was spent in L2H and clinically defined hypoglycemia within the 4 hours post-

exercise (Table 2). Average glucose, Time spent in range (3.9-10mmol/L) and time 

spent elevated (>10mmol/>13.9mmol/L) were similar to matched control periods 

(p>0.05) (Supplementary Table 4). The absolute difference in the glycemic metrics 

between each exercise and matched control period, assessed 0-4h post-exercise, 

were similar between exercise mode (Supplementary Table 5). 
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Table 2   Metrics of glycemic variability, represented by CV, and hypoglycemia for 
participants 0-4 hours post high-intensity interval exercise (HIIE) and moderate-
intensity interval exercise (MICE) session, as compared to the respectively matched 
control (CON) periods at same time of day, on the same day of the week. 
 

 

Characteristic 
HIIE, 

N = 101 
HIIE CON, 

N = 101 
p-value2 

MICE, 
N = 101 

MICE CON, 
N = 101 

p-value2 

CV (%) 37 (30, 41) 25 (22, 26) 0.006 34 (31, 37) 26 (24, 28) 0.02 

Time spent 3-<3.9 mmol/L, level 
1 low, (%) 

3.0 (0.5, 
3.9) 

0.0 (0.0, 
0.0) 

0.02 
1.4 (0.9, 

2.6) 
0.0 (0.0, 0.0) 0.01 

Time spent <3 mmol/L, level 2 
low, (%) 

0.0 (0.0, 
0.7) 

0.0 (0.0, 
0.0) 

0.2 
0.0 (0.0, 

0.0) 
0.0 (0.0, 0.0) 0.4 

Time spent in hypoglycemia, (%) 0.0 (0.0, 
0.0) 

0.0 (0.0, 
0.0) 

0.4 
0.0 (0.0, 

0.0) 
0.0 (0.0, 0.0) 0.4 

1Median (IQR) 
2Wilcoxon signed rank exact test; Wilcoxon signed rank test with continuity correction 
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Figure 3 Distribution of Coefficient of Variation (CV) for each time period (0-4 hours, 
overnight (00:00-06:00), next day (06:00-24:00) post high-intensity interval exercise 
(HIIE) and moderate-intensity interval exercise (MICE) session, as compared to the 
respective matched control (CON) periods at same time of day, on the same day of 
the week. 
 

 

  



 152 

Figure 4 Distribution of time spent (%) in level 1 hypoglycemia for each time period 
(0-4 hours, overnight (00:00-06:00), next day (06:00-24:00)) post high-intensity 
interval exercise (HIIE) and moderate-intensity interval exercise (MICE) session, as 
compared to the respective matched control (CON) periods at same time of day, on 
the same day of the week. 
 

 

A drop of 2-3 mmol/l in glucose level was observed in the loess regressed ambulatory 

glucose profiles within the first hour, for the majority of individuals, in both HIIE and 

MICE. Most participants recovered to a level >9mmol/l within 90 minutes (Figure 5, 

Table 3). Each individual’s ambulatory glucose profile, as derived from the within 

person loess regression, is outlined in Supplementary Figure 1.  
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Table 3 Summary of the loess estimated (average) ambulatory glucose profiles for 
individuals in the 0-4 hours post-exercise for HIIE and MICE sessions. 
 

Characteristic 
HIIE, 

N = 101 
MICE, 

N = 101 
p-value2 

Average duration of exercise session 
(minutes) 

14 (13, 15) 31 (30, 33) 0.002 

Average starting glucose (mmol/L) 9.3 (7.9, 11) 9.8 (8.6, 11) 0.3 

Average change in starting glucose to first 
trough (mmol/L) 

-1.9 (-2.6, -0.9) -2.6 (-3.4, -1.5) 0.3 

Average glucose at first trough (mmol/L) 7.0 (6.2, 9.0) 7.1 (5.3, 8.7) 0.5 

Average time to first trough (minutes) 47 (43, 52) 54 (40, 60) >0.9 

Average change in starting glucose to first 
peak (mmol/L) 

-0.4 (-1.6, 0.3) -0.01 (-0.8, 1.3) 0.6 

Average glucose at first peak (mmol/L) 8.9 (8.5, 9.9) 10 (7.8, 11) 0.6 

Average time to first peak (minutes) 62 (17, 100) 80 (32, 149) 0.4 

1Median (IQR) 

2Wilcoxon signed rank exact test; Wilcoxon signed rank test with continuity correction 
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Figure 5 Loess regression estimate of overall ambulatory glucose profile for all 
individuals in the time 0-4 hours post-exercise for: high-intensity interval exercise 
(HIIE) (A) and moderate-intensity interval exercise (MICE) (C) sessions, compared 
respectively matched control (CON) (B,D). Horizonal dashed red line represents 3 
mmol/L. Vertical dashed lines represents the average start (green) and end (red) of 
an exercise session. Shaded ribbon represents standard error.  

 

MICE increased glycemic variability in overnight periods after exercise 

We found less of an impact of exercise on glycemic variability and hypoglycemia 

overnight. Our results were suggestive that exercise impacted glycemic variability 
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overnight with MICE increasing CV in overnight periods (p=0.03), however CV post 

HIIE sessions was more overlapping with control periods compared to other post-

exercise periods assessed (p=0.07) (Figure 3, Table 4). Neither HIIE or MICE 

influenced the amount of time spent in L1H overnight, as compared to control 

overnight periods (p=0.7 (HIIE), p > 0.9 (MICE) (Figure 4, Table 4)) with no time spent 

L2H and clinically defined hypoglycemia overnight (Table 4). Average glucose, time 

spent in range (3.9-10mmol/L) and time spent elevated (>10mmol/>13.9mmol/L) were 

similar to matched control overnight periods (p>0.05) (Supplementary Table 6). The 

absolute difference in the glycemic metrics between each exercise and matched 

control period, assessed overnight post-exercise, were similar between exercise mode 

(Supplementary Table 7).  
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Table 4 Metrics of glycemic variability, represented by CV, and hypoglycemia for 
participants during overnight sleep periods (00:00-06:00) post high-intensity interval 
exercise (HIIE) and moderate-intensity interval exercise (MICE) session, as compared 
to the respectively matched control (CON) periods at same time of day, on the same 
day of the week. 

 

Both HIIE and MICE increased glycemic variability and hypoglycemic risk the 

next day after exercise 

Both HIIE and MICE increased glycemic variability (Figure 3, Table 5) and time spent 

in L1H (Figure 4, Table 5) the next day after exercise, as compared to control (CV: 

p=0.002 (HIIE), p=0.006 (MICE) and Time L1H: p=0.002 (HIIE), p=0.01 (MICE)). 

Overall, little time was spent in L2H and clinically defined hypoglycemia the next day 

post-exercise (Table 5).  HIIE marginally lowered average glucose during the next day 

post-exercise as compared to control, as opposed to MICE which nominally increased 

time spent >13.9mmol/L and in defined hyperglycemia (Supplementary Table 8). Time 

spent in range (3.9-10mmol/L) was similar to matched control periods (p>0.05) 

Characteristic 
HIIE, 

N = 101 
HIIE CON, 

N = 101 
p-value2 

MICE, 
N = 101 

MICE CON, 
N = 101 

p-value2 

CV (%) 
30 (24, 43) 

22 (13, 
33) 

0.07 
31 (21, 

36) 
16 (14, 23) 0.03 

Time spent 3-<3.9 

mmol/L, level 1 low, (%) 

1.2 (0.0, 

9.3) 

0.0 (0.0, 

5.3) 
0.7 

0.0 (0.0, 

1.4) 
0.0 (0.0, 0.0) >0.9 

Time spent <3 mmol/L, 
level 2 low, (%) 

0.0 (0.0, 
0.0) 

0.0 (0.0, 
0.0) 

0.4 
0.0 (0.0, 

0.0) 
0.0 (0.0, 0.0) >0.9 

Time spent in 
hypoglycemia, (%) 

0.0 (0.0, 
0.0) 

0.0 (0.0, 
0.0) 

0.4 
0.0 (0.0, 

0.0) 
0.0 (0.0, 0.0) >0.9 

1Median (IQR) 
2Wilcoxon signed rank exact test; Wilcoxon signed rank test with continuity correction 
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(Supplementary Table 8). The absolute difference in the glycemic metrics between 

each exercise and matched control period, assessed the next day post-exercise, were 

similar between exercise mode (Supplementary Table 9).  

 

Table 5 Metrics of glycemic variability and hypoglycemia for participants during the 
next day (06:00-24:00) post HIIE and MICE exercise session, as compared to the 
respective matched CON periods at same time of day, on the same day of the week. 
 

Characteristic 
HIIE, 

N = 101 
HIIE CON, 

N = 101 
p-

value2 
MICE, 

N = 101 
MICE CON, 

N = 101 
p-

value2 

CV (%) 
39 (34, 41) 28 (25, 30) 0.002 

36 (33, 
44) 

28 (22, 31) 0.006 

Time spent 3-<3.9 mmol/L, level 
1 low, (%) 

3.3 (1.3, 
5.3) 

0.0 (0.0, 
1.1) 

0.002 
1.8 (0.7, 

5.4) 
0.0 (0.0, 

0.0) 
0.01 

Time spent <3 mmol/L, level 2 
low, (%) 

0.0 (0.0, 
0.5) 

0.0 (0.0, 
0.0) 

0.3 
0.0 (0.0, 

0.4) 
0.0 (0.0, 

0.0) 
0.2 

Time spent in hypoglycemia, (%) 0.0 (0.0, 
0.7) 

0.0 (0.0, 
0.0) 

0.6 
0.0 (0.0, 

0.7) 
0.0 (0.0, 

0.0) 
0.2 

1Median (IQR) 
2Wilcoxon signed rank exact test; Wilcoxon signed rank test with continuity correction 
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Discussion 

 

We report that home-based HIIE and MICE increase glycemic variability and 

hypoglycemia in the 4 hours after exercise, with a modest effect on glycemic variability 

overnight, but with increased glycemic variability and hypoglycemia the day after 

exercise in people with type 1 diabetes. By comparing the same time of day that 

exercise sessions were completed to that in non-exercise control periods, we highlight 

the immediate and prolonged effect of exercise in free-living environments, particularly 

the impact the day after exercise. Our results suggest that developing focused clinical 

guidance around these time periods post-exercise, may result in better glycemic 

control for people with type 1 diabetes and reduce barriers to exercise. 

 

Riddell et al.10 was the first home-based study to assess post-exercise glycemia 

across a 24-hour period, finding that on days of structured exercise, time in range was 

increased when compared to sedentary days in the same assessment period, as well 

as moderately increasing L1H in the 12 hours post-exercise. Riddell et al. additionally 

highlighted mean glucose and hyperglycemia in the first 4 hours after exercise was 

lower than similar time periods on sedentary days, recovering to levels similar to that 

of sedentary days by 16-20 hours after exercise.  Our study is supportive of the finding 

of increased L1H in the short-term. However, our findings suggest that this increased 

time spent in L1H is mainly due to the drop in glucose that occurs in the short-term 

after exercise (within the first 4 hours) since we find a significant increase in the time 

spent in L1H in the first 0-4 hours post-exercise but no difference overnight. It is 

possible with the study by Riddell et al., the 12 hours period they assess extends into 
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overnight periods, which could explain the increasing modesty of exercise effect they 

observe in the discrete 4-hour periods post-exercise they examine. Importantly, like 

Riddell et al. we found that neither exercise mode increased time in spent in serious, 

clinically defined hypoglycemia in any time period post-exercise (0-4 hours, overnight, 

next day). Unlike Riddell et al. however, we find no difference between time spent in 

range in the exercise periods we examine and non-exercise periods. In our study, we 

use discrete 14-day exercise periods and non-exercise control periods, with 

participants completing the same type of exercise within each exercise period. As 

Riddell et al. used sedentary days occurring within the same assessment periods as 

exercise, this could have influenced the results obtained in their study.  

 

Brockman et al.9 is a recent laboratory-based study in which post-exercise glycemia 

was assessed for 24-hours after an acute bout of resistance and aerobic exercise, as 

compared to one non-exercise session. Unlike in our current study, resistance 

exercise and MICE were found to have no impact on 24-hour glycemic outcomes. In 

contrast to Brockman et al. however, our study used multiple exercise sessions, with 

matched non-exercise control, to assess the 24-hour impact on glycemia, in addition 

to assessing this in free-living. This difference in study design may account for 

differences observed in results.   

 

In people without diabetes, it is well known that even minimal exercise increases 

insulin sensitivity up until the next day.22,23 Anecdotally, people with type 1 diabetes 

express difficulty managing blood glucose the day after a bout of exercise.  Our study 

is the first to show that the next day after exercise has increased variability and 
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hypoglycemia, as compared to days of non-exercise, in people with type 1 diabetes. 

We hypothesise that the difficulties patients express may be emphasised by daytime 

external factors, such as food-intake and insulin administration, since we see weaker 

evidence of an effect overnight when these external factors are minimised. Further 

work could be undertaken to understand if this effect is particularly emphasised by 

meal times. Our results highlight that immediately after exercise and the next day are 

periods where patients could benefit from focused guidance for management of 

glucose, where we demonstrate strong evidence for increased glycemic variability and 

hypoglycemia, two key barriers to exercise people with type 1 diabetes experience.4 

Although there is weaker evidence for increased overnight glycemic variability post 

exercise, management strategies on an individual basis in this overnight time period 

could be considered. 

 

It must be highlighted that HIIE protocols may result in different glycemic 

responses.7,8,24–26 In this study we used the same HIIE protocol as used by Scott et 

al13. Scott et al. found that the group mean blood glucose concentration immediately 

post-exercise and 1-hour post-exercise was not different from baseline. In our study 

by examining ambulatory glucose profiles for up to 4 hours post-exercise we observe 

the first glucose nadir occurring between 40 minutes-1 hour, with a rise following this 

to reach a peak within 90 minutes. It is possible that in the study by Scott et al.,  

glucose nadirs may not have been captured, since 2 discrete self-monitored blood 

glucose (SMBG) readings were obtained: 12 minutes post-exercise (approximate 

duration of HIIE session) and 1-hour post-exercise. isCGM, as used in our study, is 

advantageous over SMBG because it enables greater granularity in ambulatory 
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glucose profiles by obtaining glucose readings every 15 minutes for any time-restricted 

period.  

 

A key strength of our study is its free-living aspect, enabling an insight into the “real-

life” impact of exercise. In order to do this, our study involved the careful cleaning and 

interpretation of isCGM data through in house processing, and direct matching of 

control periods to exercise periods, by time and within day of the week, to minimise 

biases that could be introduced through usual day-to-day variability in type 1 diabetes.  

Importantly, the average of 2 control traces on the same day of the week were used 

as the control comparison in order to obtain a more robust estimate of an individual’s 

non-exercise control day. Further, we used instructional videos to standardize the at-

home prescribed exercise and confirmed start and end time of exercise by heart rate 

monitor timestamps. An additional strength of our study is that our control comparison 

of non-exercise was derived from an independent 14-day habitual period, to maximise 

detection of true exercise effect.  Furthermore, we extend the assessment of glycemic 

variability and hypoglycemia within overnight periods and crucially the next day post-

exercise, where anecdotally patients report difficulty with glycemic control.  

 

A notable limitation of our study is that participants had a choice in the order in which 

intervention periods were completed, in order to maximise study retention, and was 

therefore not randomised. In addition, there was no designated wash-out period 

between interventions. Reassuringly however, we found no significant difference in 

14-day glycemic outcomes between the order at which intervention periods were 

completed or the type of intervention period itself. Furthermore, participants that enrol 
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in exercise trials may not be wholly representative of the type 1 diabetes population, 

due to their levels of activity and the overall effect exercise may have on blood glucose. 

This may have impacted the average glucose metrics that we demonstrate in this 

cohort. We acknowledge that the samples size in this study is small. We do however 

highlight that multiple exercise sessions were completed by each individual which 

improves the robustness of the within person glycemic trends we observe post-

exercise. It should be noted however that these repeated bouts of exercise could have 

influenced glycemia within exercise intervention periods through increasing insulin 

sensitivity. In addition, the time-of-day exercise was completed could influence 

glycemia. Although participants had the choice in time of exercise, most opted for late 

afternoon/evening exercise.  

 

Notwithstanding these limitations, our findings are important in furthering the 

knowledge of post-exercise glycemia in type 1 diabetes, suggesting that both MICE 

and HIIE exercise modes may increase glycemic variability and hypoglycemia shortly 

after exercise and for prolonged periods. HIIE exercise has been proposed as safer 

alternative to MICE exercise, however our results suggest there is little difference in 

their effect on glycemia up until the next day after exercise. Our findings are crucial to 

improving glycemic variability and hypoglycemia-related barriers to exercise 

commonly expressed by patients and could potentially inform management protocols 

of post-exercise blood glucose in people with type 1 diabetes.  
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CHAPTER 6: DISCUSSION  

Summary 

 

The work presented in this thesis demonstrates that C-peptide is a robust marker of 

functional beta cells in clinical settings and how estimates of a patient’s beta cell 

function could benefit classification and clinical management, in combination with 

newly afforded insights from continuous glucose monitoring technology. I demonstrate 

that C-peptide provides an accurate definition of type 1 diabetes that can be used in 

diagnostic model development, through the first validation of a diagnostic model 

against histologically defined insulin deficiency. Furthermore, by exploring the 

similarities in the trends of decline of C-peptide in living children and young adults with 

type 1 diabetes and decline in beta cells in pancreatic donors, I strengthen the 

evidence that C-peptide levels can be used as an inexpensive and practical marker of 

retention of islets containing insulin-positive beta cells, especially in an intervention 

trial setting. In addition to this, I show how the trends of decline vary by age at 

diagnosis, with the very young (<7 years) progressing to near-total loss of C-peptide 

and beta cells rapidly, emphasising the importance of early intervention within this 

group.  

 

Through the development of a robust pipeline for the analysis of Continuous Glucose 

Monitoring data, I demonstrate the benefits evident for the preservation of C-peptide 

in type 1 diabetes, close to diagnosis. I demonstrate that variations in the high levels 

of residual C-peptide present at the time of diagnosis with type 1 diabetes associates 

with key clinical outcomes of glyceamic variability but not hypoglycaemia. I argue that 
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there is potential for C-peptide to become part of a clinical management pathway for 

a person with type 1 diabetes, depending on their point from diagnosis.   

 

In addition to how C-peptide, a biological factor, may impact the lived experience of 

type 1 diabetes, I explore how behavioural aspects, such as exercise, could have an 

impact. Using the same CGM analysis pipeline, I demonstrate the effect that two 

modes of home-based exercise have on glycaemic variability and hypoglycaemia, and 

discuss how a better understanding of post-exercise glycaemia could reduce the 

barriers to exercise that people with type 1 diabetes report.  

 

This chapter provides an overview of the main findings from this thesis and discusses 

conclusions, implications and limitations along with potential areas for future research. 
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Chapter title: Histological validation of a type 1 diabetes clinical diagnostic 

model for classification of diabetes 

 

Summary  

This chapter explores the classification uses of C-peptide. Using pancreas samples 

that have been classified as having type 1 diabetes or non-type 1 diabetes using the 

current histological gold standard of disease, I test the performance of a clinical 

diagnostic model that has been previously developed using C-peptide level as a 

surrogate outcome of disease to classify type 1 diabetes [1]. I demonstrate that 

classification models combining clinical features and biomarkers out-perform 

classification by singular features and, through validation within a histologically defined 

cohort, demonstrate that C-peptide is a robust, appropriate surrogate outcome that 

can be used in large clinical studies where histological definition is impossible.   

 

Implications 

This study is the first to evaluate a clinical diagnostic model against histological data, 

providing robust histological evidence that a clinical diagnostic model, combining 

clinical features and biomarkers, could improve diabetes classification. Moreover, this 

study provides reassurance that progression to C-peptide deficiency (<200 pmol/l >3 

years post diagnosis [2]), is an appropriate surrogate endpoint within a clinical setting 

where histological classification is not possible.  

 

 



 171 

Limitations 

A notable limitation of this study is that the diagnostic model was developed using data 

derived primarily from White Europeans between the ages of 18 and 50 years. Our 

histological cohort included 27% non-white Europeans and diagnosis ages ranging 

from 1 to 73 years. It is well documented that the incidence and prevalence of type 1 

diabetes and type 2 diabetes varies across demographic subgroups [3, 4]. It is also 

well accepted that the prior prevalence of type 1 diabetes and type 2 diabetes varies 

with age, with type 2 diabetes more likely to be diagnosed at older ages and type 1 

diabetes more likely to be diagnosed at younger ages. Despite showing good 

discrimination and calibration, this may have limited the performance of the model in 

this cohort, with further validation needed of the model performance in non-white 

Europeans, in children, and in adults over the age of 50. Additionally, T1D-GRS [5] 

used within the combined model has its own limitations, the first being that it was 

discovered and validated in European ancestry cohorts. It is known that the genetics 

of type 1 diabetes differ within specific ancestry populations, with Onengut-Gumuscu 

et al recently demonstrating, by GWAS of type 1 diabetes in African-Ancestry 

participants, some newly associated variants that are rare in white Europeans [6]. 

Additionally, the T1D-GRS used in this study is a now an outdated version of the 

polygenic risk score. Combining 30 single nucleotide polymorphisms (SNPs) the T1D-

GRS, herein referred to as T1D-GRS1, included the susceptible HLA haplotypes DR3-

DQ2 and DR4-DQ8 and the resistant haplotype DR15-DQ6, but missed many other 

DR-DQ haplotypes important in type 1 diabetes genetic risk or protection. Work by 

Sharp et al. [7] has seen the development of an improved type 1 diabetes genetic risk 

score, termed T1D-GRS2, which combines 67 SNPs with improved capture of HLA 
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DR-DQ risk, HLA interactions and additional non-HLA SNPs, yielding better 

discrimination of type 1 diabetes when compared to the T1D GRS1. However, the T1D 

GRS2 was still developed in cohorts of only European ancestry. 

 

Subsequent and Future Work 

In subsequent work the StartRight study, which aimed to assess clinical features and 

biomarkers at the time of diagnosis in adults (ClinicalTrials.gov identifier: 

NCT03737799), has demonstrated in a prospective longitudinal analysis that 

autoantibodies are helpful in classification of type 1 diabetes (Eason et al. 

unpublished). This study is expected to complete in December 2022, however these 

results are encouraging and support recent recommendations for routine islet 

autoantibody assessment in adult-onset type 1 diabetes [8]. Using data from this 

study, it will now also be possible to retest the clinical diagnostic model to investigate 

if 4 variables are significantly superior to a model using clinical features and either 

T1D-GRS or autoantibodies as discussed in Chapter 2, which was impossible within 

our study of organ donors. It is hypothesised, with the subsequent findings from the 

StartRight study however, that a 3 variable model will perform just as well as a 4-

variable model.  In addition, there are approved manuscript proposals to look at 

combined variable clinical prediction models in the SEARCH for Diabetes in Youth 

study (SEARCH), a U.S based cohort of individuals diagnosed with type 1 diabetes at 

<20 years with diverse ancestry, as well as investigation of the T1D-GRS2, in a subset 

of individuals with C-peptide as an endpoint, investigating genetic prediction of total 

beta-cell loss.  
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Additionally, development of genetic risk scores for use in diverse populations 

customized for ethnicity and race in ongoing. Initial data from Perry et al [9] and others 

suggest that the T1D-GRS2 will be discriminative in Hispanics, but possibly less so in 

Africans, although unpublished work from Sharp and collegues suggests that the 

score works well in South Asian populations.  

 

Future work should seek to validate the combined clinical diagnostic model discussed 

in Chapter 2, in non-white Europeans, children, and in adults over the age of 50. 

Additionally, validation of polygenic risk scores for type 1 diabetes in specific ancestry 

populations and subpopulations is necessary to further inform the best use of these 

risk scores in non-White ancestries and mixed populations. Combining these new risk 

scores in models with clinical features and autoantibodies may then offer improved 

discrimination of type 1 diabetes in mixed populations. Furthermore, validation of the 

combined clinical diagnostic should be completed using the data collected by the 

StartRight study to assess the efficacy of a 3-variable model vs. a 4-variable model 

combining clinical features with autoantibody status and/or genetic risk score is 

significantly different. 

 

 There is also scope to assess the efficacy of different classification algorithms  

 for determining diabetes type. The clinical diagnostic model discussed in Chapter 2 

was developed using logistic regression, however many classification algorithms exist 

from simple to more complex machine learning algorithms. This is currently under 

development within the polygenic risk score environment, assessing the performance 
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of machine; particularly deep learning algorithms, in generating improved T1D-GRS 

for classification and prediction. 
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Chapter title: Circulating C-peptide levels in living children and young people 

and pancreatic beta cell loss in pancreas donors across type 1 diabetes  

 

Summary 

This chapter builds upon recent work describing type 1 diabetes endotypes that highly 

correlate with age at diagnosis. Stratifying by age at diagnosis endotypes, I explore 

the similarities in the trends of decline in C-peptide levels in living children and young 

people with type 1 diabetes within the UK Genetic Resource Investigating Diabetes 

(UK GRID) cohort and the trends of decline in beta cells in pancreatic donors from 

nPOD and Exeter Archival Diabetes Biobank (EADB). This study examines these 

trends for durations of disease over 10 years and is the first to provide a comparison 

of pancreatic histology with an independent clinical cohort assessing these trends of 

loss. A centrepiece of this chapter is what these findings mean in the context of 

intervention trials.    

 

Implications  

A key finding of this work is that among children there are differences in progression 

of disease, with the youngest of children (<7 years) experiencing rapid depletion of C-

peptide and beta cells after 1 year of disease. The data highlights that trialling a safe 

immunotherapy close to diagnosis is most time-critical in those progressing to disease 

in very early life. These findings have implications in the planning and interpretation of 

intervention trials designed to promote beta cell retention and function.  
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Limitations  

Most limitations within this study stems from the histological analyses, mainly due to 

the nature of the samples. Complete analysis of beta cell area could not be completed 

in 20 donors, due to lack of adequate pancreatic material for this particular analysis or 

rarity of material available from some donors of from the 50-year-old archival EADB 

biobank which precluded re-staining. Additionally due to the circumstances of curation 

of the EADB biobank (non-systematically collected autopsy samples) there is little 

information on the anatomical location of the sampled pancreas in the EADB donors. 

Regional heterogeneities in the distribution and composition of islets have been well 

studied in rodents finding that the density of beta cell mass in the body and tail regions 

is higher than in the head region [10, 11]. Similarly, within the head region of the human 

pancreas, there has been reports that >50% of islet cell volume is represented by 

pancreatic polypeptide (PP) cells [12–14], which is likely to account for these regional 

differences in beta cell mass. In a study of type 2 diabetes pancreas, the distribution 

of islets was found to be >2-fold higher in the tail region than in the head and body 

regions [15]. Although regional information could be useful in this study, it is unlikely 

that systematic sampling bias explains the observations described as sampling was 

random across the donors included in the study.  

 

A further limitation of this study is its cross-sectional design and the dissociated nature 

of the biobanks used. However, there are no systematic large studies currently 

available of C-peptide in clinical type 1 diabetes cohorts in whom post-death pancreas 

samples are available in which the questions asked in this study could be replicated. 

However, using the samples from nPOD in which at organ-donation C-peptide is 
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available, we demonstrated evidence to support out primary findings. it should be 

noted however, that C-peptide levels in nPOD organ donors may be influenced by 

end-of-life circumstances and must therefore be interpreted with caution. In donors 

with undetectable C-peptide but who retain insulin+ beta cells, acute glucotoxicity [16] 

and sample degradation may have contributed to false negative C-peptide results. 

Furthermore, limited clinical data were available within the UK GRID cohort, in 

particular, no information was accessible on rates of diabetic ketoacidosis, which as 

mentioned, is known to be an independent predictor of C-peptide decline [16].  

 

Subsequent and Future Work 

The heterogeneity of type 1 diabetes in children driven by underlying endotypes is a 

fairly recent hypothesis [17, 18]. Within the field there has been some contention that 

the differences observed are in fact endotypes and the role that age of diagnoses 

plays within the hypothesis. Subsequent work has set out to confirm the initial findings 

from Leete et al., focusing mainly on the composition of the immune cell infiltrate, a 

hallmark of new onset type 1 diabetes known as insulitis [19]. Using a new 

comprehensive, automated, analysis methodology of multiple islets across a large 

number of donors with recent-onset type 1 diabetes, this work has substantiated 

previous conclusions that type 1 diabetes can be subclassified into two endotypes 

(T1DE1 and T1DE2) (Wyatt et al., unpublished). In addition, donors identified as 

having T1DE1 endotype, which is characterised by higher inflammation and more 

rapid loss of beta cells, had a lower age of diagnosis as compared to those identified 

as T1DE2.  The implications of these confirmative findings may have substantial 

impact on the landscape of intervention trials. In both current and future trials, the 
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interpretation of results should be within the context of these age at diagnosis 

endotypes. Many intervention trials have recruited/ are recruiting children at or over 

the age of puberty (around 13 years) which, as suggested by the aforementioned 

findings, mainly captures the less aggressive T1DE2 endotype. If we are to see an 

effective intervention or even a preventative therapeutic, one would speculate that 

children of younger ages must be recruited into these trials to ensure efficacy within 

the T1DE1 endotype and to determine just how early this intervention may need to be 

to be effective.  
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Chapter title: Measurement Of Peak C-Peptide At Diagnosis Informs Glycemic 

Control But Not Hypoglycemia In Adults With Type 1 Diabetes 

 

Summary  

In this chapter I describe the impact that variation in endogenous insulin secretion 

close to diagnosis, as measured by stimulated C-peptide, has on glycaemic variability 

and hypoglycaemia, using Continuous Glucose Monitoring (CGM) data from adults 

enrolled in the Exercise for Type 1 Diabetes (EXTOD) study with recent onset type 1 

diabetes. I propose how these finding enhance what is known about the impact that 

variation in C-peptide levels have on glucose control in people with type 1 diabetes 

across duration of disease. I suggest that the clinical impact of C-peptide on a person 

with type 1 diabetes varies depending on the point from diagnosis; as C-peptide 

reserve declines with time, and therefore how current estimates of a patient’s C-

peptide reserve could influence their clinical management.  

 

Implications 

The findings from this study demonstrate that variations in the high levels of residual 

C-peptide present at the time of diagnosis with type 1 diabetes are associated with 

lower variability measures, but not hypoglycemia or HbA1c, which is observed at longer 

duration disease. Clinically this is important as this could potentially inform the most 

effective approach to supporting the newly diagnosed patient, adding further 

understanding to the glucose patterns observed in this time period, rather than 

accounting these only to behaviour. Additionally, these findings add to the discussions 
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within intervention trials surrounding what level of preserved C-peptide offers the 

greatest clinical benefit. 

   

Limitations  

A notable limitation of this study is that this is a retrospective analysis of data collected 

as part of a randomized controlled trial, using CGM data and peak MMTT C-peptide 

from participants involved in the EXTOD study, a randomized exercise trial. 

Participants who enrol in exercise trials may not be wholly representative of the type 

1 diabetes population because of their levels of activity and the effect exercise may 

have on blood glucose which, in turn, may impact the average glucose metrics 

reported. In addition, sample size was limited to the consent rate to CGM monitoring 

during the study, and a high dropout rate of CGM monitoring over the 12 months of 

study. This may have affected the power to detect associations with C-peptide and 

CGM metrics that describe glycaemic variability. As discussed in Chapter 4, it is 

unlikely that this is behind the low rates of hypoglycaemia in this cohort. Similar to islet 

transplant patients, the higher C-peptide levels present close to diagnosis may exceed 

a threshold needed to protect from hypoglycaemia (minimal islet transplant function 

has been shown to protect from hypoglycaemia [20]), and as such hypoglycaemia is 

uncommon at diagnosis [21].  

 

Subsequent and Future Work  

Teplizumab is the first trialled therapeutic for type 1 diabetes which has shown success 

in preventing disease progression in those at risk and in promoting beta cell retention 

and function [22–25]. However, there is still no consensus on what a “successful” 
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therapeutic is in this context. With the understanding that C-peptide is influential on 

glucose control from the point of diagnosis it is important to identify what level of C-

peptide confers the greatest benefit to the patient.  The Trial Outcome Markers 

Initiative in Type 1 Diabetes (TOMI-T1D) group, part of the Critical path (C-path) 

institute, has various work packages directed at unpicking this. Preliminary analysis of 

data within this initiative is promising in identifying a level of C-peptide that remains 

beneficial to a patient, through the stabilisation of HbA1c (unpublished, discussions with 

Professor Colin Dayan, Dr Peter Senior and Dr Peter Taylor as part of the TOMI work 

package 5 group).  

 

In addition, data from this study and data from the EXTOD study, described in Chapter 

4, are being used to develop a better outcome measure that defines “benefit to the 

patient”. Termed the CHAllenge Of Stability (CHAOS) index, this measure is based off 

the day-to-day predictability of glucose, aiming to better capture the “rollercoaster” of 

type 1 diabetes over that of standard measures. In doing so this measure also 

potentially captures aspects of glucose control that influence quality of life often 

expressed by people with type 1 diabetes (unpublished, discussions with Professor 

Colin Dayan, Dr Peter Senior and Dr Peter Taylor as part of the TOMI work package 

5 group). Although, anecdotally, individuals with type 1 diabetes often report that high 

levels of glycaemic variability negatively impact mood and quality of life (QoL), there 

is no current evidence to support this direct relationship [26, 27]. Conversely, 

hypoglycaemia and the fear of such has been shown to have a profound impact on 

QoL and diabetes self-care behaviours [28, 29] suggesting this fear of hypoglycaemia 

may be a driver in  glycaemic variability and suboptimal glucose control [29–32]. 
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Future analyses will assess the relationship of C-peptide and quality of life measures, 

such as fear of hypoglycaemia, with the CHAOS index.  
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Chapter title: Glycemic variability and hypoglycemia is increased the day after 

free-living exercise in people with type 1 diabetes 

 

Summary  

This chapter focuses on the impact of that a behavioural factor: exercise, has on 

glycaemic control in people with type 1 diabetes, expanding on the recurrent theme 

throughout this thesis of the impact of a biological factor: residual C-peptide. Building 

upon the skills I have refined in Chapter 4; I build upon the CGM analysis pipeline, 

developing a way of interrogating CGM data in the context of exercise. Utilising 

intermittently scanned continuous glucose monitoring, I explore the effect of two 

modes of home-based exercise on glycaemic variability and hypoglycaemia, as these 

are two of the main barriers to exercise people with type 1 diabetes express.  

 

Implications  

This study crucially demonstrates the independent impact of free-living exercise on 

glycaemic variability and hypoglycaemia by carefully comparing to non-exercise days. 

Through demonstrating these effects in clinically relevant time windows (4 hours post 

exercise, overnight and the next day) the findings from this study suggest that 

developing focused clinical guidance around these time periods post-exercise and 

accounting for “everyday life” may improve the management of blood glucose in type 

1 diabetes and reduce barriers to exercise.  
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Limitations  

This study was an analysis of data from participants enrolled in an exercise trial. As 

discussed in Chapter 4, participants that enrol in exercise trials may not be wholly 

representative of the type 1 diabetes population, due to their levels of activity and the 

overall effect exercise may have on blood glucose. This may have impacted the 

average glucose metrics that are demonstrated in this cohort. 

 

Additionally, the samples size in this study is small. However, multiple exercise 

sessions were completed by each individual which improves the robustness of the 

within person glycaemic trends observed post-exercise. It should be noted however 

that these repeated bouts of exercise could have influenced glycaemia within the 

exercise intervention periods through increasing insulin sensitivity. Furthermore, this 

study focused on exercise in free-living, as such minimal control was had over the 

completion of the exercise bout. Time-of-day exercise was completed could therefore 

influence glycemia however, although participants had the choice in time of exercise, 

most opted for late afternoon/evening exercise. Additionally, participants had a choice 

in the order in which intervention periods were completed, in order to maximise study 

retention, and was therefore not randomised. Further to this there was no designated 

wash-out period between interventions. Reassuringly however, we found no 

significant difference in 14-day glycaemic outcomes between the order at which 

intervention periods were completed or the type of intervention period itself.  

Another notable limitation could be found in the calculation of maximum heart rate 

(HRmax) used to determine a valid high intensity session or moderate intensity session. 

As is standard practice in most clinical settings HRmax is calculated using the Fox 
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equation of HRmax=220-age [33] however this equation has been reported to have a 

standard deviation of between 10 and 12 bpm [34] , as well as significantly over and 

underestimating HRmax in younger and older adults, respectively  [35, 36]. As the 

participants in this study were mainly young adults, this could potentially lead to an 

underestimation of exercise intensity, altering expected glucose changes. However, 

the gold standard measurement of  HRmax  by graded exercise testing is less 

accessible in clinical practice and recent study has suggested that the Fox equation 

may represent the best option for a general population [37], where graded exercise 

testing is not possible.  

 

Subsequent and Future Work 

Subsequent work has focused on the use of the analysis methods developed in 

Chapter 4 and Chapter 5 for the analysis of CGM data from other exercise studies. In 

particular, this analysis pipeline has been applied CGM data collected as part of 

EXTOD education study [38], a randomised control piolet trial testing a structured 

education programme for safe and effective exercise in type 1 diabetes. Analysis is 

directed at the comparison of pre and post intervention within clinically relevant time 

windows (4 hours post exercise, overnight and the next day). 

 

Future work is needed to confirm and expand on the findings in this chapter in larger 

cohorts. It is hoped that the analysis methods in this chapter that demonstrate careful 

matching for non-exercise days would be adopted by future studies in this area with 

the pipeline code being available in the future on GitHub [39].  
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Conclusions of Thesis 

This thesis expands on the evidence that C-peptide is a robust surrogate marker of 

functional beta cells in clinical settings. Importantly, highlighted within this thesis is the 

heterogeneity of beta cell loss in type 1 diabetes, demonstrating that the youngest 

children are a group in which possible intervention therapies would be most time-

critical.  Additionally, the work in this thesis shows how measures of C-peptide reserve 

are clinically relevant, having a measurable impact from the point of diagnosis, and 

should be integrated into management.   

 

Through the development of methods of CGM data analysis, this thesis has offered 

newly afforded insights not only to the impact that biological factors (C-peptide) have 

on glycaemic control in type 1 diabetes, but also that of behavioural factors (exercise). 

These findings offer a better understanding into the factors that influence the “roller 

coaster” of type 1 diabetes, which could enable improved management strategies that 

are personalised to the patient.  
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Appendix 1- histological analyses 

 

Appendix 1.1 

Example of alignment of serial sections, single-stained for insulin and glucagon. This 

example is demonstrated using the HALO V3.0 image analysis software (Indica Labs). 

Using the glucagon stained section islets are identified using the Random Forest 

Classifier Module as groups of endocrine cells covering an area of ≥ 1000 µm2. The 

serial-stained insulin section is linked, using the software, to the glucagon section 

which enables an overlay of the outline of islets identified in this section and 

identification of insulin positive islets.   
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Appendix 1.2 

A representative section from nPOD donor 6484 (location: pancreases other) with type 

1 diabetes immunostained for insulin (red) and glucagon(blue) demonstrating lobular 

loss of islets containing insulin positive beta cells (red arrows) as compared to a 

pancreas from nPOD donor 6508 (location: pancreas other) without type 1 diabetes 

where all islets contain insulin.  
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Appendix 1.3 

Example of islet classification by the Random Forest Classifier Module from the HALO 

V3.0 image analysis software (Indica Labs). Islets are defined in the classifier as 

groups of endocrine cells covering an area of ≥ 1000 µm2. In A there are small 

numbers of cells staining for insulin (magenta) and glucagon (cyan) (black arrows).  

However as they do not cover an area of ≥ 1000 µm2  this is not classified as an islet 

as outlined in red or cyan in B. Occasionally there are small numbers of cells that may 

stain for insulin or glucagon which, in most cases, is a artifact of sectioning. (nPOD 

donor 6472, location: pancreas other) 
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Appendix 1.4 

A representative pipeline of analysis using HALO image analysis platform (Indica labs) 

to identify insulin positive islets and calculate beta cell area completed on a section 

from nPOD donor 6443 (location: pancreas tail) with type 1 diabetes immunostained 

for insulin (red) and glucagon (blue) (A). (B) Following identification of the outer 

section area (yellow line), (C) a Random Forest classifier within the HALO image 

analysis platform is used to identify insulin positive – pink, glucagon positive –blue and 

other tissue areas – green (close up in F). At this point insulin positive and glucagon 

positive area is calculated which is used in the beta cell area calculation in Chapter 3. 

(D) Each islet is then classified as either insulin-positive (cyan lines) or insulin-negative 

(red lines). At this point, islet count and proportion of islets containing insulin positive 

beta cells can be calculated, as described in Chapter 3. (E) Demonstrates the final 

classification of insulin-positive and insulin-negative (close up in G).  
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Appendix 2 – Continuous Glucose Monitoring 

 

Appendix 2.1- Coefficient of variation  

Coefficient of variation (CV) is one of the 14 key metrics outlined by the International 

Consensus of Continuous Glucose Monitoring as important to report in the analysis of 

Continuous Glucose Monitoring data. The simple equation for CV is as follows: 

#$ = &'()*(+*	*-./('/0)	01	23450&-
(.-+(2-	23450&- × 100 

CV a widely accepted as an index for assessing within-day glycaemic variability 

independently of average glucose. Monnier et al (Monnier, Diabetes Care 2017) 

defined a threshold for CV at >36% to distinguish between stable and unstable glucose 

within a mixed type 1 and type 2 diabetes cohort. This threshold was later adopted by 

the International Consensus of Continuous Glucose Monitoring. The limit of 36% was 

chosen as beyond this limit the frequency of hypoglycaemia was increase, particularly 

on those insulin-treated.  

 

Although a useful measure for outlining glycaemic variability in relation to 

hypoglycaemia, the metric has its limitations at the extremes of both standard 

deviation and average glucose. It is important to interpret this metric in the context of 

average glucose to ensure it is reflective of desired glycaemic targets. 

 

Appendix 2.2- CGMprocessing 

CGMprocessing is a work package of sharable R code scripts that provide functions 

for preparing, cleaning and analysing Continuous Glucose Monitoring (CGM) data 

aligned with consensus definitions (ref international concensus). The functions in the 
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package were developed from Dexcom G4 data with 5 minute intervals and was 

specifically developed to enable processing and analysing of data used in Chapter 4 

of this thesis. The scripts have been modified to deal with Abbott Freestlye Libre data, 

with a parameter within the function set to TRUE or FALSE depending on this.  

All code within CGM processing and full instructions on how to use can be found at 

https://github.com/alicelouisejane/CGMprocessing. Below is a print out from GitHub of 

the README for CGMProcessing containing descriptions of the functions cleanCGM 

and analyseCGM.  

 

Additionally, scripts within CGM processing have been built upon for use in analysis 

of exercise/post-exercise time aligned CGM data, as used in Chapter 5 of this thesis 

(described briefly in the exerciseanalysis parameter of the analyseCGM function). 

Code for this time aligning pipeline is not yet open source and is therefore not shared 

within this thesis.  Additionally, the code for creating average time-matched control 

data for comparison with exercise data is not shared within this thesis but is described 

in Chapter 5.  
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CGMProcessing
The goal of {CGMprocessing} is to provide functions for preparing, cleaning and analysing Continuous Glucose Monitoring (CGM) data. The
functions in the package were developed from Dexcom G4 data with 5 minute intervals and was specifically developed to enable processing and
analysing of data from the 2 separate EXTOD Randomised Control Trials (RCT) lead by Professor Rob Andrews and Dr Parth Narendran See here
for published information about the EXTOD Education program and here for the published EXTOD RCT.

Glycemic variables and definitions are based off the International Concensus on Use of Continuous Gucose Monitoring.

This code was developed based off work by T. Vigers

File Structure
/data-raw: raw data from sensor
/data-preprocessed: Exeter specific preprocessed data from sensor
/data-clean: data ran through cleanCGM() function
/CGMupload: Output csv of glycemic metrics generated from analysedCGM() function

❗

Important: As this was developed for analysis of RCT data files preprocessed are outputted with the filename formatted as ID_timepoint.csv
based on the excel sheet name. If dealing with RCT data please ensure files are named in this way before running through cleanCGM() and
analyseCGM() pipeline. Edit scripts if neccesary if not dealing with RCT data

❗

Pre-processing of CGM files (Relevent to Exeter in house data)

Functionality: The script prepare_spitsheets.R is a rough script pipeline (non-function) that prepares files from EXTOD and EXTOD education
for further processing with functions part of {CGMprocessing}. Chunks of traces with non-consecutive dates are separated with wrongstart
appended to traces prior to the final consecutive chunk. The final chunk with consecutive dates is outputted to /data-preprocessed. Manual
inpection is recommended at this point to inspect and remove any wrongstart files from this folder. ___

cgmvariable_dictionary.xlsx is used to rename variables of interest. This could be updated for variable names of other sensors and
integrated into cleanCGM() function. Final variable names should be id, timestampfp ,fingerprickglucose, timestamp, sensorglucose
defined as below.

Table: Definitions of the final variables

variable definition

id Patient ID or sensor ID

timstampfp Finger stick SMBG timestamp (optional and sensor dependent)

fingerprickglucose Finger stick SMBG value

timestamp Sensor glucose timestamp

sensorglucose Sensor glucose value

Table: Dictionary for renaming old variables in raw CGM data files, edit as required

old_vars new_vars

id id

date_and_time_event_4 timestampfp

date_and_time_event_5 timestampfp

finger_prick_glucose fingerprickglucose

date_and_time_event_7 timestamp

cgms_glucose_reading sensorglucose

displaytime timestampfp

value fingerprickglucose

displaytime3 timestamp

value4 sensorglucose

glucosedisplaytime timestamp

glucosevalue sensorglucose

meterdisplaytime timestampfp

metervalue fingerprickglucose

serial.number id

meter.timestamp timestamp

record.type recordtype

historic.glucose.mmol.l. sensorglucose

Scan.Glucose.mmol.L. scanglucose

Files from preprocessing are outputted with changed CGM variable names already and reformatted slightly (conversion of HI/LO etc.)
compared to raw data as below:

Table: Preprocess script output

id timestampfp fingerprickglucose timestamp sensorglucose

10013 14/06/2013 13:24 8.88 14/06/2013 13:54 10.88

10013 14/06/2013 13:50 12.49 14/06/2013 13:59 11.27

10013 14/06/2013 18:18 8.32 14/06/2013 14:04 11.32

10013 15/06/2013 17:42 6.22 14/06/2013 14:09 11.43

10013 14/06/2013 14:14 11.54

10013 14/06/2013 14:19 11.6

10013 14/06/2013 14:24 11.76

Files are named as ID_timepoint.csv based on the excel sheet name

❗

Important: **Glucose readings must be in mmmol/l. Manually change files in raw excel files. More information on conversion found here

❗

cleanCGM

Functionality: cleanCGM() is a function written to clean CGM data for simpler file outputs and perform (optional) calibration against fingerstick
SMBG values developed of Dexcom G4 data. ___ - Function can take raw files from Dexcom, Libre or previosuly preprocessed from an input
folder directory. Files can be of any format, csv is preferred.

❗

 Important: Files should be named as ID_optional.ext 

❗

Text Low/High are in filled with the min/max limits depending on the inputted sensor type

Calibration is performed againsted logged fingerstick SMBG readings and nearest 15 min later sensor reading. Calibration excluded 1)
whole traces if 2 blood glucose calibrations were not completed at the start of the sensor wear, 2) a day of wear if the MARD of the sensor
glucose and blood glucose calibration on that day is >20% or if <2 blood glucose calibrations were completes on that day. This can be set
to false for CGM.

-If calibration check is TRUE then the calibration table of fingerstick SMBG matched to nearest 15 min later sensor glucose with the correlation
(checking there were 2 fingersticks per day) and the MARD between the sensor and fingerstick with be output to the specified calibrationoutput
directory

"

 ♀ FOR DEVELOPMENT

"

 :Libre sensors store
glucose every 15 mins, in order for analyseCGM to
work based consensus CGM analysis here we must
make the 15 min intervaltimeseries data into 5 min
interval data. Currently cleanCGM() handles this with
the line below, adding dummy 5 min data by adding 2
rows after every original row that is the same as the
original row :

r table<-slice(table,rep(1:n(), each = 3))

Each file outputed should look like the below table:

Table: Cleaned CGM output

id timestamp sensorglucose Date percent_cgm_wear percentage_expected_wear percenageexpectedwear_7daycut

1010 20/09/2018
15:20

8.27 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:25

8.38 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:30

8.1 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:35

8.16 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:40

8.38 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:45

8.44 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:50

7.88 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:55

7.94 20/09/2018 92.2418107 98.4580026 98.4580026

analyseCGM

Functionality: analyseCGM() is a function written to create concensus glycemic metrics based off definitions outlined here. Fuction takes files
from the data-clean folder where the output of cleanCGM() is stored. ___

$

 NOTE: There is an paramater for exercise analysis specified in this function specific to in house Exeter/Liverpool processing of data. This
additional option is used to analyse specific files of exercise aligned glucose that were not ran through the cleanCGM() function. Keep parameter
as FALSE.

$

For calculation of time spent variables data is checked to be consecutive. If timestamps are >20 min apart a missing row is added to the
table to prevent events from runnning on if the time gap is >20 min.

Time spent variables are created for: - Above 10, 13.9, 16 - Below 3, - Range 3-<3.9, 3.9-10 - Hyperglycemia (at levels >10 and >13.9) -
Hypoglycemia

Hyper/hypoglycemia are defined as excursions. The start of an excursion is going above/below the specified value for 15 mins. If this
doesn’t happpen it is not defined as an excursion and isn’t included in the hyper/hypo time spent, but will be included in the general time
spent for the defined time spent variables.

$

 NOTE:

In this function Hypoglycemia is defined as:

Beginning of a CGM event: readings below 3 mmol/l for 15 min defines a clinically significant hypoglycemic event. Code checks if 4 consecuative
rows are below 3 (4 rows in total: row 1 detected below 3mmol/l the next 3 rows = 15 mins with 1 row being assumed as a 5 min reading). If this
is the case then the first isantace of dropping below 3 is marked as the start row of a true hypoglycemia event

End of a CGM event: readings for 15 min at ≥ 3.9 mmol/l. From the start row of the true hypoglycemic event defined above the code checks if the
glucose in consecutive rows is ≥ 3.9 mmol/l and marks these values as hypoglycemia. At the row glucose becomes > 3.9 the code checks if the
next 3 rows remain > 3.9 mmol/l (4 rows in total: row 1 detected > 3.9 mmol/l the next 3 rows = 15 mins with 1 row being assumed as a 5 min
reading). If glucose dips below 3.9 again within these 4 rows then the event does not end. If the glucose stays above 3.9 for these 4 rows the
event ends at the end of the last row ie. including the 15 min of remaining above 3.9 mmol/l in the hypoglycemia time.

If a missing row is present (inserted because the consecuative timestamps had a gap >20 min) the hypoglycemic event has to end at this point).

$

 ___

All CGM variables generated by analyseCGM() are detailed below:

Table: CGM metrics generated for each individual

Output variable Description

subject_id Patient ID

totaltime_mins Total time in the table, this is caluclted from the number of rows present, assuming each
row is 5 min reading NOT max and min as this would not be accurate if there were gaps
in the data

start_cgm_analysis min datetime in table

end_cgm_analysis max datetime in table

interval Most common interval in the data, for CGM this is 300 seconds (5min) for libre this is put
to 900 seconds (15 min)

num_days_good_data Total time / (246060))

num_hrs_good_data Total time / 3600

total_sensor_readings Total number of rows in the table

percent_cgm_wear Calculated in cleanCGM() this is the amount of data left post calibration (ie. When dates
may have been removed)

percentage_expected_wear Calculated in cleanCGM() Before cutting data at 7 days this is the amount of data we
have vs what we expected based on expected 7 days of wear (before calibration)

percentage_expected_wear_aftersensorlifetimecutoff Calculated in cleanCGM() When we have cut data off at 7 days. This is the amount of
data we have vs what we expected based on expected 7 days of wear (before
calibration)

average_sensor Average sensor glucise

estimated_a1c Estimated Hba1C based on hba1c equation and mean glucose

gmi Glucose Management Indicator inndicates the average Hba1C level that would be
expected based on mean. gmi and estimated Hba1C should therefore be similar

q1_sensor Lower quartile sensor glucose

median_sensor Median sensor glucose

q3_sensor upper quartile sensor glucose

standard_deviation Standard deviation of sensor glucose

cv Coefficient of variation. NOTE: SD is highly influenced by the mean glucose – someone
with a higher mean glucose will have a higher SD. The CV divides the SD/mean x100.
This division helps “correct” and normalize glucose variability, allowing us to set a single
variability goal that applies to people with different mean glucose levels.

min_sensor Minimum sensor glucose

max_sensor Maximum sensor glucose

excursions_over_10 Count of number of times glucose went above 10 mmol/l for 15 mins (excursion start
defined as above threshold fpr 15 mins)

min_spent_excursion_over_10 Time in mins spent in excursions above 10 mmol/l (excursion start defined as above
threshold fpr 15 mins)

percent_time_excursion_over_10 Percentage of time spent in excursions above 10 mmol/l in relation to total time of the
sensor calculated previously (excursion defined as above threshold fpr 15 mins)

excursions_over_13 Count of number of times glucose went above 13.9 mmol/l for 15 mins (excursion start
defined as above threshold fpr 15 mins)

min_spent_excursion_over_13 Time in mins spent in excursions above 13.9 mmol/l (excursion start defined as above
threshold fpr 15 mins)

percent_time_excursion_over_13 Percentage of time spent in excursions above 13.9 mmol/l in relation to total time of the
sensor calculated previously (excursion defined as above threshold fpr 15 mins)

excursions_over_16 Count of number of times glucose went above 16 mmol/l for 15 mins (excursion start
defined as above threshold fpr 15 mins)

min_spent_excursion_over_16 Time in mins spent in excursions above 16 mmol/l (excursion start defined as above
threshold fpr 15 mins)

percent_time_excursion_over_16 Percentage of time spent in excursions above 16 mmol/l in relation to total time of the
sensor calculated previously (excursion defined as above threshold fpr 15 mins)

hypo_under_3_prolonged Count of number of times hypoglycemic episode (as defined see below) was > 2 hours

hypo_under_3 Count of number of hypoglycemic episodes. Clinically significant hypoglycemic event
excursion begins as readings below 3 mmol/l for 15 min, ending when readings for 15
min at ≥ 3.9 mmol/l. See below NOTE for more information.

min_spent_under_hypo3 Time in mins spent in hypoglycemia episode

percent_time_under_hypo3 Percentage of time spent in hypoglycemic episodes in relation to total time of the sensor
calculated previously

min_spent_<3 Time in mins spent below 3 mmol/l

percent_time_<3 Percentage of time spent below 3 mmol/l in relation in relation to total time of the sensor
calculated previously

min_spent_3_3.8 Time in mins spent between 3-3.9 mmol/l

percent_time_3_3.8 Percentage of time spent between 3-3.9 mmol/l in relation in relation to total time of the
sensor calculated previously

min_spent_3.9_10 Time in mins spent between 3.9-10 mmol/l

percent_time_3.9_10 Percentage of time spent between 3.9-10 mmol/l in relation in relation to total time of the
sensor calculated previously

min_spent_3.9_7.8 Time in mins spent between 3.9-7.8 mmol/l

percent_time_3.9_7.8 Percentage of time spent between 3.9-7.8 mmol/l in relation in relation to total time of the
sensor calculated previously

min_spent_over10 Time in mins spent above 10 mmol/l

percent_time_over10 Percentage of time spent above 10 mmol/l in relation in relation to total time of the sensor
calculated previously

min_spent_over13 Time in mins spent above 13.9 mmol/l

percent_time_over13 Percentage of time spent above 13.9 mmol/l in relation in relation to total time of the
sensor calculated previously

total_auc Total area under the glucose curve

r_mage Mean Amplitude Glycemic Excursion. Option to asses average of the differences greater
than either entire dataset SD, 2SD, etc

j_index Combination of information from mean and SD of all glucose values doi: 10.1055/s-2007-
979906.

conga_1 Continuous overlapping net glycemic action, with _n appended as the indicated number
of hours being assessed (in this case 1 hour)

modd Mean of daily difference

lbgi Low Blood Glucose Index, equation is for glucose in mmol/l (dc1386 appendix)

hbgi High Blood Glucose Index, equation is for glucose in mmol/l (dc1386 appendix)

timepoint The RCT timepoint (specifc to the filenanes given to Exeter inhouse data, comment this
out of code if not necessary)
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CGMProcessing
The goal of {CGMprocessing} is to provide functions for preparing, cleaning and analysing Continuous Glucose Monitoring (CGM) data. The
functions in the package were developed from Dexcom G4 data with 5 minute intervals and was specifically developed to enable processing and
analysing of data from the 2 separate EXTOD Randomised Control Trials (RCT) lead by Professor Rob Andrews and Dr Parth Narendran See here
for published information about the EXTOD Education program and here for the published EXTOD RCT.

Glycemic variables and definitions are based off the International Concensus on Use of Continuous Gucose Monitoring.

This code was developed based off work by T. Vigers

File Structure
/data-raw: raw data from sensor
/data-preprocessed: Exeter specific preprocessed data from sensor
/data-clean: data ran through cleanCGM() function
/CGMupload: Output csv of glycemic metrics generated from analysedCGM() function

❗

Important: As this was developed for analysis of RCT data files preprocessed are outputted with the filename formatted as ID_timepoint.csv
based on the excel sheet name. If dealing with RCT data please ensure files are named in this way before running through cleanCGM() and
analyseCGM() pipeline. Edit scripts if neccesary if not dealing with RCT data

❗

Pre-processing of CGM files (Relevent to Exeter in house data)

Functionality: The script prepare_spitsheets.R is a rough script pipeline (non-function) that prepares files from EXTOD and EXTOD education
for further processing with functions part of {CGMprocessing}. Chunks of traces with non-consecutive dates are separated with wrongstart
appended to traces prior to the final consecutive chunk. The final chunk with consecutive dates is outputted to /data-preprocessed. Manual
inpection is recommended at this point to inspect and remove any wrongstart files from this folder. ___

cgmvariable_dictionary.xlsx is used to rename variables of interest. This could be updated for variable names of other sensors and
integrated into cleanCGM() function. Final variable names should be id, timestampfp ,fingerprickglucose, timestamp, sensorglucose
defined as below.

Table: Definitions of the final variables

variable definition

id Patient ID or sensor ID

timstampfp Finger stick SMBG timestamp (optional and sensor dependent)

fingerprickglucose Finger stick SMBG value

timestamp Sensor glucose timestamp

sensorglucose Sensor glucose value

Table: Dictionary for renaming old variables in raw CGM data files, edit as required

old_vars new_vars

id id

date_and_time_event_4 timestampfp

date_and_time_event_5 timestampfp

finger_prick_glucose fingerprickglucose

date_and_time_event_7 timestamp

cgms_glucose_reading sensorglucose

displaytime timestampfp

value fingerprickglucose

displaytime3 timestamp

value4 sensorglucose

glucosedisplaytime timestamp

glucosevalue sensorglucose

meterdisplaytime timestampfp

metervalue fingerprickglucose

serial.number id

meter.timestamp timestamp

record.type recordtype

historic.glucose.mmol.l. sensorglucose

Scan.Glucose.mmol.L. scanglucose

Files from preprocessing are outputted with changed CGM variable names already and reformatted slightly (conversion of HI/LO etc.)
compared to raw data as below:

Table: Preprocess script output

id timestampfp fingerprickglucose timestamp sensorglucose

10013 14/06/2013 13:24 8.88 14/06/2013 13:54 10.88

10013 14/06/2013 13:50 12.49 14/06/2013 13:59 11.27

10013 14/06/2013 18:18 8.32 14/06/2013 14:04 11.32

10013 15/06/2013 17:42 6.22 14/06/2013 14:09 11.43

10013 14/06/2013 14:14 11.54

10013 14/06/2013 14:19 11.6

10013 14/06/2013 14:24 11.76

Files are named as ID_timepoint.csv based on the excel sheet name

❗

Important: **Glucose readings must be in mmmol/l. Manually change files in raw excel files. More information on conversion found here

❗

cleanCGM

Functionality: cleanCGM() is a function written to clean CGM data for simpler file outputs and perform (optional) calibration against fingerstick
SMBG values developed of Dexcom G4 data. ___ - Function can take raw files from Dexcom, Libre or previosuly preprocessed from an input
folder directory. Files can be of any format, csv is preferred.

❗

 Important: Files should be named as ID_optional.ext 

❗

Text Low/High are in filled with the min/max limits depending on the inputted sensor type

Calibration is performed againsted logged fingerstick SMBG readings and nearest 15 min later sensor reading. Calibration excluded 1)
whole traces if 2 blood glucose calibrations were not completed at the start of the sensor wear, 2) a day of wear if the MARD of the sensor
glucose and blood glucose calibration on that day is >20% or if <2 blood glucose calibrations were completes on that day. This can be set
to false for CGM.

-If calibration check is TRUE then the calibration table of fingerstick SMBG matched to nearest 15 min later sensor glucose with the correlation
(checking there were 2 fingersticks per day) and the MARD between the sensor and fingerstick with be output to the specified calibrationoutput
directory

"

 ♀ FOR DEVELOPMENT

"

 :Libre sensors store
glucose every 15 mins, in order for analyseCGM to
work based consensus CGM analysis here we must
make the 15 min intervaltimeseries data into 5 min
interval data. Currently cleanCGM() handles this with
the line below, adding dummy 5 min data by adding 2
rows after every original row that is the same as the
original row :

r table<-slice(table,rep(1:n(), each = 3))

Each file outputed should look like the below table:

Table: Cleaned CGM output

id timestamp sensorglucose Date percent_cgm_wear percentage_expected_wear percenageexpectedwear_7daycut

1010 20/09/2018
15:20

8.27 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:25

8.38 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:30

8.1 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:35

8.16 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:40

8.38 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:45

8.44 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:50

7.88 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:55

7.94 20/09/2018 92.2418107 98.4580026 98.4580026

analyseCGM

Functionality: analyseCGM() is a function written to create concensus glycemic metrics based off definitions outlined here. Fuction takes files
from the data-clean folder where the output of cleanCGM() is stored. ___

$

 NOTE: There is an paramater for exercise analysis specified in this function specific to in house Exeter/Liverpool processing of data. This
additional option is used to analyse specific files of exercise aligned glucose that were not ran through the cleanCGM() function. Keep parameter
as FALSE.

$

For calculation of time spent variables data is checked to be consecutive. If timestamps are >20 min apart a missing row is added to the
table to prevent events from runnning on if the time gap is >20 min.

Time spent variables are created for: - Above 10, 13.9, 16 - Below 3, - Range 3-<3.9, 3.9-10 - Hyperglycemia (at levels >10 and >13.9) -
Hypoglycemia

Hyper/hypoglycemia are defined as excursions. The start of an excursion is going above/below the specified value for 15 mins. If this
doesn’t happpen it is not defined as an excursion and isn’t included in the hyper/hypo time spent, but will be included in the general time
spent for the defined time spent variables.

$

 NOTE:

In this function Hypoglycemia is defined as:

Beginning of a CGM event: readings below 3 mmol/l for 15 min defines a clinically significant hypoglycemic event. Code checks if 4 consecuative
rows are below 3 (4 rows in total: row 1 detected below 3mmol/l the next 3 rows = 15 mins with 1 row being assumed as a 5 min reading). If this
is the case then the first isantace of dropping below 3 is marked as the start row of a true hypoglycemia event

End of a CGM event: readings for 15 min at ≥ 3.9 mmol/l. From the start row of the true hypoglycemic event defined above the code checks if the
glucose in consecutive rows is ≥ 3.9 mmol/l and marks these values as hypoglycemia. At the row glucose becomes > 3.9 the code checks if the
next 3 rows remain > 3.9 mmol/l (4 rows in total: row 1 detected > 3.9 mmol/l the next 3 rows = 15 mins with 1 row being assumed as a 5 min
reading). If glucose dips below 3.9 again within these 4 rows then the event does not end. If the glucose stays above 3.9 for these 4 rows the
event ends at the end of the last row ie. including the 15 min of remaining above 3.9 mmol/l in the hypoglycemia time.

If a missing row is present (inserted because the consecuative timestamps had a gap >20 min) the hypoglycemic event has to end at this point).

$

 ___

All CGM variables generated by analyseCGM() are detailed below:

Table: CGM metrics generated for each individual

Output variable Description

subject_id Patient ID

totaltime_mins Total time in the table, this is caluclted from the number of rows present, assuming each
row is 5 min reading NOT max and min as this would not be accurate if there were gaps
in the data

start_cgm_analysis min datetime in table

end_cgm_analysis max datetime in table

interval Most common interval in the data, for CGM this is 300 seconds (5min) for libre this is put
to 900 seconds (15 min)

num_days_good_data Total time / (246060))

num_hrs_good_data Total time / 3600

total_sensor_readings Total number of rows in the table

percent_cgm_wear Calculated in cleanCGM() this is the amount of data left post calibration (ie. When dates
may have been removed)

percentage_expected_wear Calculated in cleanCGM() Before cutting data at 7 days this is the amount of data we
have vs what we expected based on expected 7 days of wear (before calibration)

percentage_expected_wear_aftersensorlifetimecutoff Calculated in cleanCGM() When we have cut data off at 7 days. This is the amount of
data we have vs what we expected based on expected 7 days of wear (before
calibration)

average_sensor Average sensor glucise

estimated_a1c Estimated Hba1C based on hba1c equation and mean glucose

gmi Glucose Management Indicator inndicates the average Hba1C level that would be
expected based on mean. gmi and estimated Hba1C should therefore be similar

q1_sensor Lower quartile sensor glucose

median_sensor Median sensor glucose

q3_sensor upper quartile sensor glucose

standard_deviation Standard deviation of sensor glucose

cv Coefficient of variation. NOTE: SD is highly influenced by the mean glucose – someone
with a higher mean glucose will have a higher SD. The CV divides the SD/mean x100.
This division helps “correct” and normalize glucose variability, allowing us to set a single
variability goal that applies to people with different mean glucose levels.

min_sensor Minimum sensor glucose

max_sensor Maximum sensor glucose

excursions_over_10 Count of number of times glucose went above 10 mmol/l for 15 mins (excursion start
defined as above threshold fpr 15 mins)

min_spent_excursion_over_10 Time in mins spent in excursions above 10 mmol/l (excursion start defined as above
threshold fpr 15 mins)

percent_time_excursion_over_10 Percentage of time spent in excursions above 10 mmol/l in relation to total time of the
sensor calculated previously (excursion defined as above threshold fpr 15 mins)

excursions_over_13 Count of number of times glucose went above 13.9 mmol/l for 15 mins (excursion start
defined as above threshold fpr 15 mins)

min_spent_excursion_over_13 Time in mins spent in excursions above 13.9 mmol/l (excursion start defined as above
threshold fpr 15 mins)

percent_time_excursion_over_13 Percentage of time spent in excursions above 13.9 mmol/l in relation to total time of the
sensor calculated previously (excursion defined as above threshold fpr 15 mins)

excursions_over_16 Count of number of times glucose went above 16 mmol/l for 15 mins (excursion start
defined as above threshold fpr 15 mins)

min_spent_excursion_over_16 Time in mins spent in excursions above 16 mmol/l (excursion start defined as above
threshold fpr 15 mins)

percent_time_excursion_over_16 Percentage of time spent in excursions above 16 mmol/l in relation to total time of the
sensor calculated previously (excursion defined as above threshold fpr 15 mins)

hypo_under_3_prolonged Count of number of times hypoglycemic episode (as defined see below) was > 2 hours

hypo_under_3 Count of number of hypoglycemic episodes. Clinically significant hypoglycemic event
excursion begins as readings below 3 mmol/l for 15 min, ending when readings for 15
min at ≥ 3.9 mmol/l. See below NOTE for more information.

min_spent_under_hypo3 Time in mins spent in hypoglycemia episode

percent_time_under_hypo3 Percentage of time spent in hypoglycemic episodes in relation to total time of the sensor
calculated previously

min_spent_<3 Time in mins spent below 3 mmol/l

percent_time_<3 Percentage of time spent below 3 mmol/l in relation in relation to total time of the sensor
calculated previously

min_spent_3_3.8 Time in mins spent between 3-3.9 mmol/l

percent_time_3_3.8 Percentage of time spent between 3-3.9 mmol/l in relation in relation to total time of the
sensor calculated previously

min_spent_3.9_10 Time in mins spent between 3.9-10 mmol/l

percent_time_3.9_10 Percentage of time spent between 3.9-10 mmol/l in relation in relation to total time of the
sensor calculated previously

min_spent_3.9_7.8 Time in mins spent between 3.9-7.8 mmol/l

percent_time_3.9_7.8 Percentage of time spent between 3.9-7.8 mmol/l in relation in relation to total time of the
sensor calculated previously

min_spent_over10 Time in mins spent above 10 mmol/l

percent_time_over10 Percentage of time spent above 10 mmol/l in relation in relation to total time of the sensor
calculated previously

min_spent_over13 Time in mins spent above 13.9 mmol/l

percent_time_over13 Percentage of time spent above 13.9 mmol/l in relation in relation to total time of the
sensor calculated previously

total_auc Total area under the glucose curve

r_mage Mean Amplitude Glycemic Excursion. Option to asses average of the differences greater
than either entire dataset SD, 2SD, etc

j_index Combination of information from mean and SD of all glucose values doi: 10.1055/s-2007-
979906.

conga_1 Continuous overlapping net glycemic action, with _n appended as the indicated number
of hours being assessed (in this case 1 hour)

modd Mean of daily difference

lbgi Low Blood Glucose Index, equation is for glucose in mmol/l (dc1386 appendix)

hbgi High Blood Glucose Index, equation is for glucose in mmol/l (dc1386 appendix)

timepoint The RCT timepoint (specifc to the filenanes given to Exeter inhouse data, comment this
out of code if not necessary)
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CGMProcessing
The goal of {CGMprocessing} is to provide functions for preparing, cleaning and analysing Continuous Glucose Monitoring (CGM) data. The
functions in the package were developed from Dexcom G4 data with 5 minute intervals and was specifically developed to enable processing and
analysing of data from the 2 separate EXTOD Randomised Control Trials (RCT) lead by Professor Rob Andrews and Dr Parth Narendran See here
for published information about the EXTOD Education program and here for the published EXTOD RCT.

Glycemic variables and definitions are based off the International Concensus on Use of Continuous Gucose Monitoring.

This code was developed based off work by T. Vigers

File Structure
/data-raw: raw data from sensor
/data-preprocessed: Exeter specific preprocessed data from sensor
/data-clean: data ran through cleanCGM() function
/CGMupload: Output csv of glycemic metrics generated from analysedCGM() function

❗

Important: As this was developed for analysis of RCT data files preprocessed are outputted with the filename formatted as ID_timepoint.csv
based on the excel sheet name. If dealing with RCT data please ensure files are named in this way before running through cleanCGM() and
analyseCGM() pipeline. Edit scripts if neccesary if not dealing with RCT data

❗

Pre-processing of CGM files (Relevent to Exeter in house data)

Functionality: The script prepare_spitsheets.R is a rough script pipeline (non-function) that prepares files from EXTOD and EXTOD education
for further processing with functions part of {CGMprocessing}. Chunks of traces with non-consecutive dates are separated with wrongstart
appended to traces prior to the final consecutive chunk. The final chunk with consecutive dates is outputted to /data-preprocessed. Manual
inpection is recommended at this point to inspect and remove any wrongstart files from this folder. ___

cgmvariable_dictionary.xlsx is used to rename variables of interest. This could be updated for variable names of other sensors and
integrated into cleanCGM() function. Final variable names should be id, timestampfp ,fingerprickglucose, timestamp, sensorglucose
defined as below.

Table: Definitions of the final variables

variable definition

id Patient ID or sensor ID

timstampfp Finger stick SMBG timestamp (optional and sensor dependent)

fingerprickglucose Finger stick SMBG value

timestamp Sensor glucose timestamp

sensorglucose Sensor glucose value

Table: Dictionary for renaming old variables in raw CGM data files, edit as required

old_vars new_vars

id id

date_and_time_event_4 timestampfp

date_and_time_event_5 timestampfp

finger_prick_glucose fingerprickglucose

date_and_time_event_7 timestamp

cgms_glucose_reading sensorglucose

displaytime timestampfp

value fingerprickglucose

displaytime3 timestamp

value4 sensorglucose

glucosedisplaytime timestamp

glucosevalue sensorglucose

meterdisplaytime timestampfp

metervalue fingerprickglucose

serial.number id

meter.timestamp timestamp

record.type recordtype

historic.glucose.mmol.l. sensorglucose

Scan.Glucose.mmol.L. scanglucose

Files from preprocessing are outputted with changed CGM variable names already and reformatted slightly (conversion of HI/LO etc.)
compared to raw data as below:

Table: Preprocess script output

id timestampfp fingerprickglucose timestamp sensorglucose

10013 14/06/2013 13:24 8.88 14/06/2013 13:54 10.88

10013 14/06/2013 13:50 12.49 14/06/2013 13:59 11.27

10013 14/06/2013 18:18 8.32 14/06/2013 14:04 11.32

10013 15/06/2013 17:42 6.22 14/06/2013 14:09 11.43

10013 14/06/2013 14:14 11.54

10013 14/06/2013 14:19 11.6

10013 14/06/2013 14:24 11.76

Files are named as ID_timepoint.csv based on the excel sheet name

❗

Important: **Glucose readings must be in mmmol/l. Manually change files in raw excel files. More information on conversion found here

❗

cleanCGM

Functionality: cleanCGM() is a function written to clean CGM data for simpler file outputs and perform (optional) calibration against fingerstick
SMBG values developed of Dexcom G4 data. ___ - Function can take raw files from Dexcom, Libre or previosuly preprocessed from an input
folder directory. Files can be of any format, csv is preferred.

❗

 Important: Files should be named as ID_optional.ext 

❗

Text Low/High are in filled with the min/max limits depending on the inputted sensor type

Calibration is performed againsted logged fingerstick SMBG readings and nearest 15 min later sensor reading. Calibration excluded 1)
whole traces if 2 blood glucose calibrations were not completed at the start of the sensor wear, 2) a day of wear if the MARD of the sensor
glucose and blood glucose calibration on that day is >20% or if <2 blood glucose calibrations were completes on that day. This can be set
to false for CGM.

-If calibration check is TRUE then the calibration table of fingerstick SMBG matched to nearest 15 min later sensor glucose with the correlation
(checking there were 2 fingersticks per day) and the MARD between the sensor and fingerstick with be output to the specified calibrationoutput
directory

"

 ♀ FOR DEVELOPMENT

"

 :Libre sensors store
glucose every 15 mins, in order for analyseCGM to
work based consensus CGM analysis here we must
make the 15 min intervaltimeseries data into 5 min
interval data. Currently cleanCGM() handles this with
the line below, adding dummy 5 min data by adding 2
rows after every original row that is the same as the
original row :

r table<-slice(table,rep(1:n(), each = 3))

Each file outputed should look like the below table:

Table: Cleaned CGM output

id timestamp sensorglucose Date percent_cgm_wear percentage_expected_wear percenageexpectedwear_7daycut

1010 20/09/2018
15:20

8.27 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:25

8.38 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:30

8.1 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:35

8.16 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:40

8.38 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:45

8.44 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:50

7.88 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:55

7.94 20/09/2018 92.2418107 98.4580026 98.4580026

analyseCGM

Functionality: analyseCGM() is a function written to create concensus glycemic metrics based off definitions outlined here. Fuction takes files
from the data-clean folder where the output of cleanCGM() is stored. ___

$

 NOTE: There is an paramater for exercise analysis specified in this function specific to in house Exeter/Liverpool processing of data. This
additional option is used to analyse specific files of exercise aligned glucose that were not ran through the cleanCGM() function. Keep parameter
as FALSE.

$

For calculation of time spent variables data is checked to be consecutive. If timestamps are >20 min apart a missing row is added to the
table to prevent events from runnning on if the time gap is >20 min.

Time spent variables are created for: - Above 10, 13.9, 16 - Below 3, - Range 3-<3.9, 3.9-10 - Hyperglycemia (at levels >10 and >13.9) -
Hypoglycemia

Hyper/hypoglycemia are defined as excursions. The start of an excursion is going above/below the specified value for 15 mins. If this
doesn’t happpen it is not defined as an excursion and isn’t included in the hyper/hypo time spent, but will be included in the general time
spent for the defined time spent variables.

$

 NOTE:

In this function Hypoglycemia is defined as:

Beginning of a CGM event: readings below 3 mmol/l for 15 min defines a clinically significant hypoglycemic event. Code checks if 4 consecuative
rows are below 3 (4 rows in total: row 1 detected below 3mmol/l the next 3 rows = 15 mins with 1 row being assumed as a 5 min reading). If this
is the case then the first isantace of dropping below 3 is marked as the start row of a true hypoglycemia event

End of a CGM event: readings for 15 min at ≥ 3.9 mmol/l. From the start row of the true hypoglycemic event defined above the code checks if the
glucose in consecutive rows is ≥ 3.9 mmol/l and marks these values as hypoglycemia. At the row glucose becomes > 3.9 the code checks if the
next 3 rows remain > 3.9 mmol/l (4 rows in total: row 1 detected > 3.9 mmol/l the next 3 rows = 15 mins with 1 row being assumed as a 5 min
reading). If glucose dips below 3.9 again within these 4 rows then the event does not end. If the glucose stays above 3.9 for these 4 rows the
event ends at the end of the last row ie. including the 15 min of remaining above 3.9 mmol/l in the hypoglycemia time.

If a missing row is present (inserted because the consecuative timestamps had a gap >20 min) the hypoglycemic event has to end at this point).

$

 ___

All CGM variables generated by analyseCGM() are detailed below:

Table: CGM metrics generated for each individual

Output variable Description

subject_id Patient ID

totaltime_mins Total time in the table, this is caluclted from the number of rows present, assuming each
row is 5 min reading NOT max and min as this would not be accurate if there were gaps
in the data

start_cgm_analysis min datetime in table

end_cgm_analysis max datetime in table

interval Most common interval in the data, for CGM this is 300 seconds (5min) for libre this is put
to 900 seconds (15 min)

num_days_good_data Total time / (246060))

num_hrs_good_data Total time / 3600

total_sensor_readings Total number of rows in the table

percent_cgm_wear Calculated in cleanCGM() this is the amount of data left post calibration (ie. When dates
may have been removed)

percentage_expected_wear Calculated in cleanCGM() Before cutting data at 7 days this is the amount of data we
have vs what we expected based on expected 7 days of wear (before calibration)

percentage_expected_wear_aftersensorlifetimecutoff Calculated in cleanCGM() When we have cut data off at 7 days. This is the amount of
data we have vs what we expected based on expected 7 days of wear (before
calibration)

average_sensor Average sensor glucise

estimated_a1c Estimated Hba1C based on hba1c equation and mean glucose

gmi Glucose Management Indicator inndicates the average Hba1C level that would be
expected based on mean. gmi and estimated Hba1C should therefore be similar

q1_sensor Lower quartile sensor glucose

median_sensor Median sensor glucose

q3_sensor upper quartile sensor glucose

standard_deviation Standard deviation of sensor glucose

cv Coefficient of variation. NOTE: SD is highly influenced by the mean glucose – someone
with a higher mean glucose will have a higher SD. The CV divides the SD/mean x100.
This division helps “correct” and normalize glucose variability, allowing us to set a single
variability goal that applies to people with different mean glucose levels.

min_sensor Minimum sensor glucose

max_sensor Maximum sensor glucose

excursions_over_10 Count of number of times glucose went above 10 mmol/l for 15 mins (excursion start
defined as above threshold fpr 15 mins)

min_spent_excursion_over_10 Time in mins spent in excursions above 10 mmol/l (excursion start defined as above
threshold fpr 15 mins)

percent_time_excursion_over_10 Percentage of time spent in excursions above 10 mmol/l in relation to total time of the
sensor calculated previously (excursion defined as above threshold fpr 15 mins)

excursions_over_13 Count of number of times glucose went above 13.9 mmol/l for 15 mins (excursion start
defined as above threshold fpr 15 mins)

min_spent_excursion_over_13 Time in mins spent in excursions above 13.9 mmol/l (excursion start defined as above
threshold fpr 15 mins)

percent_time_excursion_over_13 Percentage of time spent in excursions above 13.9 mmol/l in relation to total time of the
sensor calculated previously (excursion defined as above threshold fpr 15 mins)

excursions_over_16 Count of number of times glucose went above 16 mmol/l for 15 mins (excursion start
defined as above threshold fpr 15 mins)

min_spent_excursion_over_16 Time in mins spent in excursions above 16 mmol/l (excursion start defined as above
threshold fpr 15 mins)

percent_time_excursion_over_16 Percentage of time spent in excursions above 16 mmol/l in relation to total time of the
sensor calculated previously (excursion defined as above threshold fpr 15 mins)

hypo_under_3_prolonged Count of number of times hypoglycemic episode (as defined see below) was > 2 hours

hypo_under_3 Count of number of hypoglycemic episodes. Clinically significant hypoglycemic event
excursion begins as readings below 3 mmol/l for 15 min, ending when readings for 15
min at ≥ 3.9 mmol/l. See below NOTE for more information.

min_spent_under_hypo3 Time in mins spent in hypoglycemia episode

percent_time_under_hypo3 Percentage of time spent in hypoglycemic episodes in relation to total time of the sensor
calculated previously

min_spent_<3 Time in mins spent below 3 mmol/l

percent_time_<3 Percentage of time spent below 3 mmol/l in relation in relation to total time of the sensor
calculated previously

min_spent_3_3.8 Time in mins spent between 3-3.9 mmol/l

percent_time_3_3.8 Percentage of time spent between 3-3.9 mmol/l in relation in relation to total time of the
sensor calculated previously

min_spent_3.9_10 Time in mins spent between 3.9-10 mmol/l

percent_time_3.9_10 Percentage of time spent between 3.9-10 mmol/l in relation in relation to total time of the
sensor calculated previously

min_spent_3.9_7.8 Time in mins spent between 3.9-7.8 mmol/l

percent_time_3.9_7.8 Percentage of time spent between 3.9-7.8 mmol/l in relation in relation to total time of the
sensor calculated previously

min_spent_over10 Time in mins spent above 10 mmol/l

percent_time_over10 Percentage of time spent above 10 mmol/l in relation in relation to total time of the sensor
calculated previously

min_spent_over13 Time in mins spent above 13.9 mmol/l

percent_time_over13 Percentage of time spent above 13.9 mmol/l in relation in relation to total time of the
sensor calculated previously

total_auc Total area under the glucose curve

r_mage Mean Amplitude Glycemic Excursion. Option to asses average of the differences greater
than either entire dataset SD, 2SD, etc

j_index Combination of information from mean and SD of all glucose values doi: 10.1055/s-2007-
979906.

conga_1 Continuous overlapping net glycemic action, with _n appended as the indicated number
of hours being assessed (in this case 1 hour)

modd Mean of daily difference

lbgi Low Blood Glucose Index, equation is for glucose in mmol/l (dc1386 appendix)

hbgi High Blood Glucose Index, equation is for glucose in mmol/l (dc1386 appendix)

timepoint The RCT timepoint (specifc to the filenanes given to Exeter inhouse data, comment this
out of code if not necessary)
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CGMProcessing
The goal of {CGMprocessing} is to provide functions for preparing, cleaning and analysing Continuous Glucose Monitoring (CGM) data. The
functions in the package were developed from Dexcom G4 data with 5 minute intervals and was specifically developed to enable processing and
analysing of data from the 2 separate EXTOD Randomised Control Trials (RCT) lead by Professor Rob Andrews and Dr Parth Narendran See here
for published information about the EXTOD Education program and here for the published EXTOD RCT.

Glycemic variables and definitions are based off the International Concensus on Use of Continuous Gucose Monitoring.

This code was developed based off work by T. Vigers

File Structure
/data-raw: raw data from sensor
/data-preprocessed: Exeter specific preprocessed data from sensor
/data-clean: data ran through cleanCGM() function
/CGMupload: Output csv of glycemic metrics generated from analysedCGM() function

❗

Important: As this was developed for analysis of RCT data files preprocessed are outputted with the filename formatted as ID_timepoint.csv
based on the excel sheet name. If dealing with RCT data please ensure files are named in this way before running through cleanCGM() and
analyseCGM() pipeline. Edit scripts if neccesary if not dealing with RCT data

❗

Pre-processing of CGM files (Relevent to Exeter in house data)

Functionality: The script prepare_spitsheets.R is a rough script pipeline (non-function) that prepares files from EXTOD and EXTOD education
for further processing with functions part of {CGMprocessing}. Chunks of traces with non-consecutive dates are separated with wrongstart
appended to traces prior to the final consecutive chunk. The final chunk with consecutive dates is outputted to /data-preprocessed. Manual
inpection is recommended at this point to inspect and remove any wrongstart files from this folder. ___

cgmvariable_dictionary.xlsx is used to rename variables of interest. This could be updated for variable names of other sensors and
integrated into cleanCGM() function. Final variable names should be id, timestampfp ,fingerprickglucose, timestamp, sensorglucose
defined as below.

Table: Definitions of the final variables

variable definition

id Patient ID or sensor ID

timstampfp Finger stick SMBG timestamp (optional and sensor dependent)

fingerprickglucose Finger stick SMBG value

timestamp Sensor glucose timestamp

sensorglucose Sensor glucose value

Table: Dictionary for renaming old variables in raw CGM data files, edit as required

old_vars new_vars

id id

date_and_time_event_4 timestampfp

date_and_time_event_5 timestampfp

finger_prick_glucose fingerprickglucose

date_and_time_event_7 timestamp

cgms_glucose_reading sensorglucose

displaytime timestampfp

value fingerprickglucose

displaytime3 timestamp

value4 sensorglucose

glucosedisplaytime timestamp

glucosevalue sensorglucose

meterdisplaytime timestampfp

metervalue fingerprickglucose

serial.number id

meter.timestamp timestamp

record.type recordtype

historic.glucose.mmol.l. sensorglucose

Scan.Glucose.mmol.L. scanglucose

Files from preprocessing are outputted with changed CGM variable names already and reformatted slightly (conversion of HI/LO etc.)
compared to raw data as below:

Table: Preprocess script output

id timestampfp fingerprickglucose timestamp sensorglucose

10013 14/06/2013 13:24 8.88 14/06/2013 13:54 10.88

10013 14/06/2013 13:50 12.49 14/06/2013 13:59 11.27

10013 14/06/2013 18:18 8.32 14/06/2013 14:04 11.32

10013 15/06/2013 17:42 6.22 14/06/2013 14:09 11.43

10013 14/06/2013 14:14 11.54

10013 14/06/2013 14:19 11.6

10013 14/06/2013 14:24 11.76

Files are named as ID_timepoint.csv based on the excel sheet name

❗

Important: **Glucose readings must be in mmmol/l. Manually change files in raw excel files. More information on conversion found here

❗

cleanCGM

Functionality: cleanCGM() is a function written to clean CGM data for simpler file outputs and perform (optional) calibration against fingerstick
SMBG values developed of Dexcom G4 data. ___ - Function can take raw files from Dexcom, Libre or previosuly preprocessed from an input
folder directory. Files can be of any format, csv is preferred.

❗

 Important: Files should be named as ID_optional.ext 

❗

Text Low/High are in filled with the min/max limits depending on the inputted sensor type

Calibration is performed againsted logged fingerstick SMBG readings and nearest 15 min later sensor reading. Calibration excluded 1)
whole traces if 2 blood glucose calibrations were not completed at the start of the sensor wear, 2) a day of wear if the MARD of the sensor
glucose and blood glucose calibration on that day is >20% or if <2 blood glucose calibrations were completes on that day. This can be set
to false for CGM.

-If calibration check is TRUE then the calibration table of fingerstick SMBG matched to nearest 15 min later sensor glucose with the correlation
(checking there were 2 fingersticks per day) and the MARD between the sensor and fingerstick with be output to the specified calibrationoutput
directory

"

 ♀ FOR DEVELOPMENT

"

 :Libre sensors store
glucose every 15 mins, in order for analyseCGM to
work based consensus CGM analysis here we must
make the 15 min intervaltimeseries data into 5 min
interval data. Currently cleanCGM() handles this with
the line below, adding dummy 5 min data by adding 2
rows after every original row that is the same as the
original row :

r table<-slice(table,rep(1:n(), each = 3))

Each file outputed should look like the below table:

Table: Cleaned CGM output

id timestamp sensorglucose Date percent_cgm_wear percentage_expected_wear percenageexpectedwear_7daycut

1010 20/09/2018
15:20

8.27 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:25

8.38 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:30

8.1 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:35

8.16 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:40

8.38 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:45

8.44 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:50

7.88 20/09/2018 92.2418107 98.4580026 98.4580026

1010 20/09/2018
15:55

7.94 20/09/2018 92.2418107 98.4580026 98.4580026

analyseCGM

Functionality: analyseCGM() is a function written to create concensus glycemic metrics based off definitions outlined here. Fuction takes files
from the data-clean folder where the output of cleanCGM() is stored. ___

$

 NOTE: There is an paramater for exercise analysis specified in this function specific to in house Exeter/Liverpool processing of data. This
additional option is used to analyse specific files of exercise aligned glucose that were not ran through the cleanCGM() function. Keep parameter
as FALSE.

$

For calculation of time spent variables data is checked to be consecutive. If timestamps are >20 min apart a missing row is added to the
table to prevent events from runnning on if the time gap is >20 min.

Time spent variables are created for: - Above 10, 13.9, 16 - Below 3, - Range 3-<3.9, 3.9-10 - Hyperglycemia (at levels >10 and >13.9) -
Hypoglycemia

Hyper/hypoglycemia are defined as excursions. The start of an excursion is going above/below the specified value for 15 mins. If this
doesn’t happpen it is not defined as an excursion and isn’t included in the hyper/hypo time spent, but will be included in the general time
spent for the defined time spent variables.

$

 NOTE:

In this function Hypoglycemia is defined as:

Beginning of a CGM event: readings below 3 mmol/l for 15 min defines a clinically significant hypoglycemic event. Code checks if 4 consecuative
rows are below 3 (4 rows in total: row 1 detected below 3mmol/l the next 3 rows = 15 mins with 1 row being assumed as a 5 min reading). If this
is the case then the first isantace of dropping below 3 is marked as the start row of a true hypoglycemia event

End of a CGM event: readings for 15 min at ≥ 3.9 mmol/l. From the start row of the true hypoglycemic event defined above the code checks if the
glucose in consecutive rows is ≥ 3.9 mmol/l and marks these values as hypoglycemia. At the row glucose becomes > 3.9 the code checks if the
next 3 rows remain > 3.9 mmol/l (4 rows in total: row 1 detected > 3.9 mmol/l the next 3 rows = 15 mins with 1 row being assumed as a 5 min
reading). If glucose dips below 3.9 again within these 4 rows then the event does not end. If the glucose stays above 3.9 for these 4 rows the
event ends at the end of the last row ie. including the 15 min of remaining above 3.9 mmol/l in the hypoglycemia time.

If a missing row is present (inserted because the consecuative timestamps had a gap >20 min) the hypoglycemic event has to end at this point).

$

 ___

All CGM variables generated by analyseCGM() are detailed below:

Table: CGM metrics generated for each individual

Output variable Description

subject_id Patient ID

totaltime_mins Total time in the table, this is caluclted from the number of rows present, assuming each
row is 5 min reading NOT max and min as this would not be accurate if there were gaps
in the data

start_cgm_analysis min datetime in table

end_cgm_analysis max datetime in table

interval Most common interval in the data, for CGM this is 300 seconds (5min) for libre this is put
to 900 seconds (15 min)

num_days_good_data Total time / (246060))

num_hrs_good_data Total time / 3600

total_sensor_readings Total number of rows in the table

percent_cgm_wear Calculated in cleanCGM() this is the amount of data left post calibration (ie. When dates
may have been removed)

percentage_expected_wear Calculated in cleanCGM() Before cutting data at 7 days this is the amount of data we
have vs what we expected based on expected 7 days of wear (before calibration)

percentage_expected_wear_aftersensorlifetimecutoff Calculated in cleanCGM() When we have cut data off at 7 days. This is the amount of
data we have vs what we expected based on expected 7 days of wear (before
calibration)

average_sensor Average sensor glucise

estimated_a1c Estimated Hba1C based on hba1c equation and mean glucose

gmi Glucose Management Indicator inndicates the average Hba1C level that would be
expected based on mean. gmi and estimated Hba1C should therefore be similar

q1_sensor Lower quartile sensor glucose

median_sensor Median sensor glucose

q3_sensor upper quartile sensor glucose

standard_deviation Standard deviation of sensor glucose

cv Coefficient of variation. NOTE: SD is highly influenced by the mean glucose – someone
with a higher mean glucose will have a higher SD. The CV divides the SD/mean x100.
This division helps “correct” and normalize glucose variability, allowing us to set a single
variability goal that applies to people with different mean glucose levels.

min_sensor Minimum sensor glucose

max_sensor Maximum sensor glucose

excursions_over_10 Count of number of times glucose went above 10 mmol/l for 15 mins (excursion start
defined as above threshold fpr 15 mins)

min_spent_excursion_over_10 Time in mins spent in excursions above 10 mmol/l (excursion start defined as above
threshold fpr 15 mins)

percent_time_excursion_over_10 Percentage of time spent in excursions above 10 mmol/l in relation to total time of the
sensor calculated previously (excursion defined as above threshold fpr 15 mins)

excursions_over_13 Count of number of times glucose went above 13.9 mmol/l for 15 mins (excursion start
defined as above threshold fpr 15 mins)

min_spent_excursion_over_13 Time in mins spent in excursions above 13.9 mmol/l (excursion start defined as above
threshold fpr 15 mins)

percent_time_excursion_over_13 Percentage of time spent in excursions above 13.9 mmol/l in relation to total time of the
sensor calculated previously (excursion defined as above threshold fpr 15 mins)

excursions_over_16 Count of number of times glucose went above 16 mmol/l for 15 mins (excursion start
defined as above threshold fpr 15 mins)

min_spent_excursion_over_16 Time in mins spent in excursions above 16 mmol/l (excursion start defined as above
threshold fpr 15 mins)

percent_time_excursion_over_16 Percentage of time spent in excursions above 16 mmol/l in relation to total time of the
sensor calculated previously (excursion defined as above threshold fpr 15 mins)

hypo_under_3_prolonged Count of number of times hypoglycemic episode (as defined see below) was > 2 hours

hypo_under_3 Count of number of hypoglycemic episodes. Clinically significant hypoglycemic event
excursion begins as readings below 3 mmol/l for 15 min, ending when readings for 15
min at ≥ 3.9 mmol/l. See below NOTE for more information.

min_spent_under_hypo3 Time in mins spent in hypoglycemia episode

percent_time_under_hypo3 Percentage of time spent in hypoglycemic episodes in relation to total time of the sensor
calculated previously

min_spent_<3 Time in mins spent below 3 mmol/l

percent_time_<3 Percentage of time spent below 3 mmol/l in relation in relation to total time of the sensor
calculated previously

min_spent_3_3.8 Time in mins spent between 3-3.9 mmol/l

percent_time_3_3.8 Percentage of time spent between 3-3.9 mmol/l in relation in relation to total time of the
sensor calculated previously

min_spent_3.9_10 Time in mins spent between 3.9-10 mmol/l

percent_time_3.9_10 Percentage of time spent between 3.9-10 mmol/l in relation in relation to total time of the
sensor calculated previously

min_spent_3.9_7.8 Time in mins spent between 3.9-7.8 mmol/l

percent_time_3.9_7.8 Percentage of time spent between 3.9-7.8 mmol/l in relation in relation to total time of the
sensor calculated previously

min_spent_over10 Time in mins spent above 10 mmol/l

percent_time_over10 Percentage of time spent above 10 mmol/l in relation in relation to total time of the sensor
calculated previously

min_spent_over13 Time in mins spent above 13.9 mmol/l

percent_time_over13 Percentage of time spent above 13.9 mmol/l in relation in relation to total time of the
sensor calculated previously

total_auc Total area under the glucose curve

r_mage Mean Amplitude Glycemic Excursion. Option to asses average of the differences greater
than either entire dataset SD, 2SD, etc

j_index Combination of information from mean and SD of all glucose values doi: 10.1055/s-2007-
979906.

conga_1 Continuous overlapping net glycemic action, with _n appended as the indicated number
of hours being assessed (in this case 1 hour)

modd Mean of daily difference

lbgi Low Blood Glucose Index, equation is for glucose in mmol/l (dc1386 appendix)

hbgi High Blood Glucose Index, equation is for glucose in mmol/l (dc1386 appendix)

timepoint The RCT timepoint (specifc to the filenanes given to Exeter inhouse data, comment this
out of code if not necessary)
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Appendix 3 – chapter supplementary material  

 

Appendix 3.1- Chapter 2: Histological validation of a type 1 diabetes clinical 

diagnostic model for classification of diabetes 
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Figure S1. The comparative discriminative ability of diagnostic model variations 1,2 
and 3 to identify type 1 diabetes cases. Receiver operating characteristic (ROC) curve 
and corresponding area under the curve (AUC) statistics and boxplot of predicted 
probabilities of type 1 diabetes are shown for model 1 (A-B), model 2 (C-D) and model 
3 (E-F). 
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Figure S2: Calibration plots for 4 variations of a clinical diagnostic model 1-4 (A-D 
respectively). Dashed line represents the line of perfect calibration.  Points represent 
observed proportion against mean predicted probability for deciles. Error bars 
represent standard error. 
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Figure S3: The comparative discriminative ability for all variations of the diagnostic 
model to identify type 1 diabetes cases in a White European subset diagnosed 18-50 
years of age. Receiver operating characteristic (ROC) curve and corresponding area 
under the curve (AUC) statistics and boxplot of predicted probabilities of type 1 
diabetes are shown for model 1 (A-B), model 2 (C-D), model 3 (E-F) and model 4 (G-
H). 
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TABLE S1: Table of regression equations from a combined prediction model 
developed in a separate clinical cohort as previously described (17). Table adapted 
from (17).  *To convert to probability use exp(lp)/(1+exp(lp)). †Dummy variable: 
negative = 0, positive = 1 ‡Dummy variables: false = 0, true = 1, AntiStatus1 = GADA 
positive only, AntiStatus2 = IA-2 positive only, AntiStatus3 = Both GADA and IA-2 
positive. 
 

 
  

Model Linear predictor (lp) regression equation* 
Clinical features 37.94 + (-5.09 * log(age)) + (-6.34 * log(BMI)) 
Clinical features + T1D 
GRS 

24.46138054 + (-4.443506884 * Log(Age)) + ( -5.534741384 
*Log(BMI)) + (33.93968 * T1D GRS) 

Clinical features + GADA 
+ IA-2 

33.49649577 + (-4.665598345 * Log(Age)) + (-5.81137397 * 
Log(BMI)) + (3.082366 * AntiStatus1‡) + (3.494462 * 
AntiStatus2‡) + (4.350717 * AntiStatus3‡) 

Clinical features + GADA 
+ IA-2 + T1D GRS 

21.57649882 + (-4.086215772 * Log(Age)) + (-5.096252172 
* Log(BMI)) + (2.702010666 * AntiStatus1‡) + (3.063255174 
* AntiStatus2‡) + (3.813850704 * AntiStatus3‡) + (30.11052 * 
T1D GRS) 
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TABLE S2: Characteristics of White European subset diagnosed 18-50 years of age 
of histologically defined T1D cohort 
  Non-T1D 

N=12 
T1D 
N=19 

BMI (kg/m2), Median [25th;75th] 29.0 [25.7;33.2] 25.5 [23.5;27.2] 

Age at diagnosis (yrs), Median [25th;75th] 36 [30;42] 26 [21;29] 

Diabetes duration (yrs), Median [25th;75th] 11 [5;18] 11 [6;19] 

Age of death (yrs), Median [25th;75th] 48 [43;56] 39 [29;48] 

Sex, N (%):                                   
    Female 6 (50%) 7 (37%) 
    Male 6 (50%) 12 (63%) 
GRS, Median [25th;75th] 0.22 [0.19;0.24] 0.27 [0.25;0.28] 

C-peptide (pmol/l), Median [25th;75th] 432 [169;694] <17* [<17*;22] 

Islet autoantibodies†, N (%):                                   
   0 11 (92%) 9 (47%) 
   1 1 (8.3%) 9 (47%) 
  2 0 (0.0%) 0 (0.0%) 
   3 0 (0.0%) 1 (5.3%) 
Race, N (%): White Europeans 12 (100%) 19 (100%) 
*Limit of detection  
† Islet autoantibodies counted include GADA, IA-2A and ZnT8A. mIAA is not included 
in this count as it is not a reliable marker of autoimmunity in persons receiving 
exogenous insulin. 
 
  



 208 

TABLE S3: Comparison of calibration statistics for clinical diagnostic model, model 
combinations 1-4.  
 

 

Model  C Statistic (AUC) Brier score (B) Spiegelhalter z-statistics (Z) mean P [CI 95%] 

1 0.95 0.08  1.76 (p=0.08) 74% [68%, 80]% 

2 0.96 0.07  1.03 (p=0.30) 72% [66%, 79%] 

3 0.97 0.06 1.71 (p=0.08) 73% [67%, 79%] 

4 0.97 0.06 0.95 (p=0.34) 72% [65%, 78%] 
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TABLE S4: Characteristics of cases with discordant model 4 prediction and histological classification 
 

 *Limit of detection  
† Islet autoantibodies counted include GADA, IA-2A and ZnT8A. mIAA is not included in this count as it is not a reliable marker of 
autoimmunity in persons receiving exogenous insulin

nPOD 
Case ID 

Probability 
of T1D from 
model 4 

BMI 
(kg/m2) 

Age at 
diagnosis 
(yrs) 

Diabetes 
duration 
(yrs) 

Age of 
death 
(yrs) 

Sex GRS C-peptide 
(pmol/l) 

Islet 
autoantibodies
† 

Race Histology nPOD Status 

6040 0.083 31.6 30 20 50 Female 0.250 <17* 0 
White 
European T1D T1D 

6127 0.227 30.4 34 10 44 Female 0.302 27 0 
White 
European T1D T2D 

6175 0.956 19.8 30 12 42 Male 0.263 1160 1 
White 
European Non-T1D T1D 

6263 0.985 23.5 13 21 34 Male 0.304 1060 0 
Hispanic/ 
Latino Non-T1D T1D 

6308 0.874 34.1 12 1 13 Female 0.282 1733 0 
White 
European Non-T1D T2D 
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Appendix 3.2- Chapter 3: Circulating C-peptide levels in living children and 
young people and pancreatic beta cell loss in pancreas donors across type 1 
diabetes disease duration 
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ESM Table 1 Breakdown of characteristics for the EADB and nPOD biobanks (N=235) 
from people with type 1 diabetes diagnosed < 18 years. 
  

EADB 
n=124 (53%) 

nPOD 
n=111 (47%) 

Age (years), Median [25th;75th] 11.0 
[6.9;15.0] 

22.0 
[16.3;32.5] 

Diabetes Duration (years), Median [25th;75th] 0.2 [0.03;3.0] 12.0 [6.0;23.0] 

Age-at-diagnosis (years), Median [25th;75th] 8.0 [4.0;13.0] 8.0 [5.0;12.8] 

Sex, Male, N (%): 46 (37%) 56 (50%) 

Donors with islets containing insulin+ beta cells, 
N (%): 

  

    None 40 (32%) 75 (68%) 

    Present 84 (68%) 36 (32%) 
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ESM Table 2 Summary break down of proportions of donors from the UK GRID cohort 
(N=4079) with detectable C-peptide and pancreas donors from EADB and nPOD 
cohorts (N=235) with islets containing insulin+ beta cells within age-at-diagnosis (< 7, 
7-12, ≥ 13 years) and diabetes duration (< 1,1-5,5-10, ≥ 10 years) groups. 
 
 

  UK GRID (N=4079) EADB and nPOD (N=235) 

Duration 
(years) 

Age-at-
diagnosis 

(years) 

Total number 
of donors  

(N) 

Number of 
donors with 

detectable C-
peptide 
(n (%)) 

Total number 
of donors  

(N) 

Number of donors 
with islets 

containing insulin+ 
beta cells  

(n (%)) 

<1 <7 20 18 (90%) 26 23 (88%) 

<1 7-12 110 107 (97%) 33 32 (97%) 

<1 ≥13 61 58 (95%) 25 22 (88%) 

1-5 <7 522 172 (33%) 12 1 (8.3%) 

1-5 7-12 995 604 (61%) 13 7 (54%) 

1-5 ≥13 289 225 (78%) 8 7 (88%) 

5-10 <7 635 43 (6.8%) 14 3 (21%) 

5-10 7-12 533 102 (19%) 17 7 (41%) 

5-10 ≥13 69 30 (43%) 14 9 (64%) 

≥10 <7 489 21 (4.3%) 34 3(8.8%) 

≥10 7-12 249 25 (10%) 26 4 (15%) 

≥10 ≥13 107 12 (11%) 13 2 (15%) 
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ESM Table 3 Summary of pancreas donors from EADB and nPOD cohorts with islets 
containing insulin+ beta cells (n=120) and the donors of which beta cell area data was 
available (n=100) within age-at-diagnosis (< 7, 7-12, ≥ 13 years) and diabetes duration 
(< 1,1-5,5-10, ≥ 10 years) groups. 

 
 

Duration 
 (years) 

Age-at-
diagnosis 
 (years) 

Total number 
of donors, 

N=235 
 

(N) 

Number of 
donors with islets 

containing 
insulin+ beta 
cells, n=120 

(N(%)) 

Number of 
donors with 

islets containing 
insulin+ beta 

cells 
and beta cell 

area data, 
n=100 

(N) 

Beta cell area, 
n=100 

 (Median % 
[IQR]) 

 

<1 <7 26 23 (88%) 22 15 [6.7,27] 

<1 7-12 33 32 (97%) 27 21 [11,38] 

<1 ≥13 25 22 (88%) 17 31 [15,42] 

1-5 <7 12 1 (8.3%) 1 2.0 [2.0,2.0] 

1-5 7-12 13 7 (54%) 6 12 [7.5,25] 

1-5 ≥13 8 7 (88%) 6 14 [5.9,17] 

5-10 <7 14 3 (21%) 3 5.3 [3.7,15] 

5-10 7-12 17 7 (41%) 4 20 [14.5,26] 

5-10 ≥13 14 9 (64%) 7 4.6 [2.4,20] 

≥10 <7 34 3(8.8%) 1 53 [53,53] 

≥10 7-12 26 4 (15%) 4 5.6 [3.1,9.3] 

≥10 ≥13 13 2 (15%) 2 26 [13,38] 
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ESM Table 4 C-peptide in entire GRID cohort (N=4079) by age-at-diagnosis (< 7, 7-12, ≥ 13 years) and diabetes duration (< 1,1-5,5-
10, ≥ 10 years). 
 

 
*Limit of detection

Age-at-
diagnosis, 
years (N) 

<7 (1666) 7-12 (1887) ≥13 (526) 

Duration, 
years (N) 

<1 
(20) 

1-5 
(522) 

5-10 
(635) 

≥10 
(489) 

<1 
(110) 

1-5 
(995) 

5-10 
(533) 

≥10 
(249) 

<1 
(61) 

1-5 
(289) 

5-10 
(69) 

≥10 
(107) 

C-peptide 
(pmol/l), 
Median 
[IQR] 

54 
[29-
111] 

<9* 

[<9*-21] 
<9* 

[<9*-<9*] 
<9* 

[<9*-<9*] 
156 

[65-233] 
24 

[<9*-88] 
<9* 

[<9*-<9*] 
<9* 

[<9*-<9*] 

189 
[102-
282] 

79 
[14-
209] 

<9* 

[<9*-41] 
<9* 

[<9*-<9*] 
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ESM Table 5 Two by two table of C-peptide detectability and presence of islets 
containing insulin+ beta cells, in a subset of nPOD donors diagnosed <18 years 
without renal disease/failure (n=95), (p=2.1x10-6) 
 

 With islets containing 
insulin+ beta cells 

Without islets containing 
insulin+ beta cells 

Detectable C-peptide 
(≥16.4pmol/L) 

17 4 

Un-detectable C-peptide 
(<16.4pmol/L) 

17 57 
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ESM Table 6 Characteristics, including admission course, of nPOD donors identified as having detectable C-peptide and 0% islets 
containing insulin+ beta cells (n=4). Insulin (Ins) and Glucagon (Gluc) have been abbreviated.  
 

Study 
Number 

Donor 
Type Sex 

BMI 
(Kg/m2) 

Age 
(years) 

Duration 
of 

diabetes 
(years) 

Age-at-
diagnosi
s (years) 

Islets 
containing 

insulin+ 
beta cells  

(%) 

C-
peptide 
(pmol/l) 

Transport 
Duration 
(Minutes) 

nPOD Histopathology 
Notes 

6074 T1D F 19.5 66 73 7 0 70 NA 

Ins-/Gluc+ islets, 
numerous. Occ. insulin+ 
cell in acinar regions or 
within 1 islet. Few CD3+ 
cells in acinar and 
parenchyma regions. 
Moderate arteriosclerosis. 

6145 T1D M 23.1 11 18 7 0 20 849 
Ins-/Gluc+ islets, atrophic. 
No infiltrates. 

6244 T1D M 23.8 28 34 6 0 16.7 981 

Ins-/Gluc+ islets. Exocrine 
atrophy moderate. Low 
Ki67. IHC- some may be 
repeated due to 
background. 

6268 T1D F 26.6 3 12 9 0 16.7 1050 

Ins+ (very rare)/Gluc+ 
islets, possibly reduced 
islet numbers but 
increased glucagon+ 
single cells. Insulitis 
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present at insulin+ and 
insulin- islets. Ki67+ cells 
moderate numbers in 
acinar region, also in 
occasional islet and duct. 
Moderate acinar atrophy 
with prominent nerve 
fibres. 
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Appendix 3.3- Chapter 5: Glycemic variability and hypoglycemia is increased 
the day after free-living exercise in people with type 1 diabetes 
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Supplementary Table 1 Summary of all isCGM derived glycemic metrics based on the order each 14-day intervention periods were 
completed 
 

Characteristic 1, N = 101 2, N = 101 3, N = 101 p value2 
Percentage expected wear 99 (98, 100) 100 (99, 100) 100 (100, 100) 0.7 
Number of CGM hours per person 317 (305, 322) 320 (302, 327) 304 (291, 320) 0.3 
Percentage data attained 94 (91, 96) 95 (90, 97) 90 (86, 95) 0.3 
Average glucose (mmol/L) 9.2 (8.0, 10.1) 9.1 (8.6, 9.6) 9.6 (8.0, 10.6) 0.5 
SD (mmol/L) 3.4 (3.2, 3.7) 3.5 (3.1, 4.2) 3.7 (3.1, 4.2) 0.3 
CV (%) 38 (33, 40) 38 (33, 45) 37 (33, 42) 0.4 
MAGE 6.8 (6.1, 7.5) 6.9 (6.0, 7.9) 7.4 (5.5, 8.2) 0.3 
Estimated  HbA1c (mmol/mol) 57 (49, 64) 57 (53, 60) 60 (49, 67) 0.5 
Time spent >10 mmol/L, level 1 elevated, (%) 34 (26, 47) 39 (31, 39) 42 (26, 52) 0.4 

Time spent level 1 hyperglycemia, >10 mmol/L ≥15 min, (%) 31 (22, 42) 35 (28, 36) 39 (23, 48) 0.5 

Time spent >13.9 mmol/L, level 2 elevated, (%) 10 (3.0, 17) 8.0 (6.0, 19) 14 (4.0, 18) 0.5 

Time spent level 2 hyperglycemia, >13.9 mmol/L ≥15 min, (%) 9 (2.0, 14) 6.0 (6.0, 17) 12 (3.0, 16) 0.3 

HBGI 9.8 (8.0, 13.7) 9.7 (9.4, 14.2) 12.5 (7.9, 14.7) 0.06 
Time spent 3.9-10 mmol/L, (%) 60 (50, 69) 60 (54, 62) 51 (46, 65) 0.7 
Time spent 3-<3.9 mmol/L, level 1 low, (%) 2.4 (1.4, 4.5) 2.1 (0.9, 4.2) 1.8 (1.4, 4.1) 0.7 
Time spent <3 mmol/L, level 2 low, (%)  0.6 (0.1, 1.6) 1.2 (0.02, 2.8) 0.2 (0.2, 1.9) 0.7 
Time spent in hypoglycemia, (%) 1.3 (0.10, 3.4) 1.7 (0.0, 4.1) 1.0 (0.1, 3.3) 0.8 
LBGI 4.7 (2.9, 6.3) 4.3 (2.3, 7.2) 3.2 (2.3, 6.9) 0.7 
1Median (IQR); 2Friedman rank sum test 
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Supplementary Table 2 Summary of all isCGM derived glycemic metrics for participants at each 14-day intervention period 
 

Characteristic CON, 
N = 101 

HIIE, 
N = 101 

MICE, 
N = 101 p-value2   

Expected wear (%) 100 (100, 100) 100 (100, 100) 100 (100, 100) 0.7   
Number of CGM hours per person (hours) 313 (299, 322) 317 (302, 324) 318 (292, 322) 0.7   
Data attained (%) 93 (89, 96) 94 (90, 96) 95 (87, 96) 0.7   
Average glucose (mmol/L) 9.4 (8.7, 9.7) 9.6 (7.9, 9.8) 9.1 (8.0, 10.6) 0.9   
SD (mmol/L) 3.5 (3.1, 3.9) 3.3 (3.1, 4.3) 3.6 (3.2, 4.0) 0.4   
CV (%) 38 (32, 40) 40 (34, 42) 37 (34, 46) 0.3   
MAGE 6.8 (6.0, 7.7) 6.6 (5.5, 8.0) 7.0 (6.3, 8.0) 0.5   
Estimated HbA1c (mmol/mol) 58 (54, 61) 60 (49, 61) 56 (50, 67) 0.8   
Time spent level 1 elevated, >10 mmol/L, (%) 40 (34, 45) 40 (26, 43) 35 (26, 53) 0.5   
Time spent level 1 hyperglycemia, >10 mmol/L ≥15 min, (%) 36 (30, 41) 37 (22, 40) 32 (24, 50) 0.4   
Time spent level 2 elevated >13.9 mmol/L, (%) 11 (7.0, 17) 9.0 (3.0, 18) 12 (4.0, 20) 0.2   
Time spent level 2 hyperglycemia, >13.9 mmol/L ≥15 min, (%) 9.0 (6.0, 14) 8.0 (2.0, 16) 11 (3.0, 18) 0.06   
HBGI 11.0 (9.4, 14) 11 (8.0, 14) 11 (7.7, 16) 0.5   
Time spent 3.9-10 mmol/L, (%) 55 (49, 62) 58 (51, 64) 58 (42, 68) 0.3   
Time spent level 1 hypoglycemia 3-<3.9 mmol/L, (%) 2.1 (0.9, 3.6) 2.7 (1.6, 5.0) 1.9 (0.8, 4.7) 0.9   
Time spent level 2 hypoglycemia <3 mmol/L, (%) 0.9 (0.1, 2.3) 0.6 (0.1, 2.0) 0.2 (0.02, 2.1) 0.8   
Time spent clinically significant hypoglycemia, (%) 1.3 (0.1, 3.9) 1.6 (0.4, 3.3) 0.2 (0.0, 3.7) 0.9   
LBGI 4.7 (2.3, 7.1) 4.5 (2.5, 6.5) 3.1 (2.5, 6.6) 0.9   
1Median (IQR); 2Friedman rank sum test 
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Supplementary Table 3 Summary of insulin dose and dietary intake between intervention periods  
 
 Characteristic CON, 

N = 101 
HIIE, 

N = 101 
MICE, 

N = 101 p-value2 

Valid diet days 14 (12, 14) 14 (12, 14) 13 (12, 14) 0.6 
Mean Daily insulin dose (unit/kg) 0.5 (0.5, 0.6) 0.4 (0.4, 0.5) 0.4 (0.4, 0.5) 0.5 
   Unknown 3 3 4  
Mean Daily Calories (kcal) 1,484 (1,414, 1,805) 1,567 (1,390, 1,808) 1,472 (1,326, 1,830) 0.6 
   Unknown 1 1 2  
Mean Daily CHO (g) 178 (176, 203) 176 (165, 198) 181 (153, 205) 0.6 
   Unknown 1 1 2  
Mean Daily Fat (g) 55 (48, 76) 51 (46, 73) 54 (43, 66) 0.7 
   Unknown 1 1 2  
Mean Daily Sugar (g 38 (31, 50) 49 (38, 51) 49 (35, 59) 0.6 
   Unknown 1 1 2  
1Median (IQR); 2Friedman rank sum test 
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Supplementary Table 4 Summary of all isCGM derived glycemic metrics for participants 0-4 hours home-base hours post high-
intensity interval exercise (HIIE) and moderate-intensity interval exercise (MICE) session, as compared to the respective matched 
control (CON) periods at same time of day, on the same day of the week. 
 

Characteristic HIIE,  
N = 101 

HIIE CON,  
N = 101 p-value2 MICE,  

N = 101 
MICE CON,  

N = 101 p-value2 

Average glucose (mmol/L) 9.3 (7.2, 10.2) 9.5 (9.1, 10.2) 0.8 9.3 (8.2, 11.2) 9.3 (8.4, 10) 0.4 
SD (mmol/L) 3.6 (2.6, 4.0) 2.3 (2.1, 2.8) 0.002 3.2 (2.7, 3.9) 2.4 (2.1, 2.8) 0.01 
CV (%) 37 (30, 41) 25 (22, 26) 0.006 34 (31, 37) 26 (24, 28) 0.02 
MAGE 6.6 (5.2, 7.9) 5.5 (4.0, 6.7) 0.020 6.4 (4.7, 7.5) 5.4 (4.2, 6.0) 0.2 
Estimated HbA1c (mmol/mol) 59 (43, 64) 60 (57, 65) 0.8 59 (51, 71) 59 (52, 64) 0.4 
Time spent >10 mmol/L, level 1 elevated, (%) 31 (14, 52) 42 (31, 57) 0.3 41 (18, 50) 33 (27, 61) 0.6 
Time spent level 1 hyperglycemia, >10 mmol/L ≥15 min, (%) 26 (10, 45) 38 (26, 51) 0.4 33 (13, 40) 29 (19, 52) 0.6 
Time spent >13.9 mmol/L, level 2 elevated, (%) 12 (2.2, 16) 2.2 (0.0, 13) 0.06 13 (2.1, 22) 2.9 (0.0, 6.5) 0.3 
Time spent level 2 hyperglycemia, >13.9 mmol/L ≥15 min, (%) 9.1 (1.6, 14) 1.1 (0.0, 10) 0.05 9.2 (1.2, 18) 1.7 (0.0, 4.2) 0.2 
HBGI 11 (5.6, 12) 8.4 (6.6, 11.6) 0.2 11 (6.1, 15) 7.5 (5.2, 12) >0.9 
Time spent 3.9-10 mmol/L, (%) 60 (46, 69) 57 (42, 69) 0.7 55 (49, 74) 64 (39, 73) 0.8 
Time spent 3-<3.9 mmol/L, level 1 low, (%) 3.0 (0.5, 3.9) 0.0 (0.0, 0.0) 0.02 1.4 (0.9, 2.6) 0.0 (0.0, 0.0) 0.01 
Time spent <3 mmol/L, level 2 low, (%) 0.0 (0.0, 0.7) 0.0 (0.0, 0.0) 0.2 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) 0.4 
Time spent in hypoglycemia, (%) 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) 0.4 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) 0.4 
LBGI 3.1 (1.3, 4.3) 0.5 (0.4, 1.2) 0.002 2.5 (1.7, 3.9) 1.0 (0.4, 1.7) 0.03 
1Median (IQR) 
2Wilcoxon signed rank exact test; Wilcoxon signed rank test with continuity correction 
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Supplementary Table 5 Summary of all isCGM derived glycemic metrics for participants during overnight sleep periods (00:00-06:00) 
post home-based hours post high-intensity interval exercise (HIIE) and moderate-intensity interval exercise (MICE) session, as 
compared to the respective matched control (CON) periods at same time of day, on the same day of the week. 
 

Characteristic HIIE,  
N = 101 

HIIE CON,  
N = 101 p-value2 MICE,  

N = 101 
MICE CON,  

N = 101 p-value2 

Average glucose (mmol/L) 7.9 (7.2, 10.0) 9.5 (7.9, 10.4) 0.6 9.0 (6.9, 11.5) 9.8 (8.7, 10.7) >0.9 
SD (mmol/L) 2.6 (2.0, 3.6) 2.0 (1.1, 2.9) 0.08 3.1 (1.7, 3.4) 1.6 (1.2, 2.2) 0.2 
CV (%) 30 (24, 43) 22 (13, 33) 0.07 31 (21, 36) 16 (14, 23) 0.03 
MAGE 7.3 (4.4, 12) 4.2 (2.6, 5.3) 0.02 5.8 (3.1, 7.6) 3.3 (2.5, 5.2) 0.2 
   Unknown 1 1  2 2  

Estimated HbA1c (mmol/mol) 49 (44, 62) 59 (49, 65) 0.6 56 (42, 73) 62 (54, 68) >0.9 
Time spent >10 mmol/L, level 1 elevated, (%) 29 (17, 44) 37 (31, 60) 0.2 37 (7.6, 63) 44 (29, 59) 0.6 
Time spent level 1 hyperglycemia, >10 mmol/L ≥15 min, (%) 27 (12, 41) 32 (27, 47) 0.2 30 (6.2, 57) 40 (23, 52) 0.8 
Time spent >13.9 mmol/L, level 2 elevated, (%) 1.7 (0.0, 6.3) 0.0 (0.0, 5.0) 0.7 5.8 (0.0, 22.4) 0.0 (0.0, 11.3) 0.4 
Time spent level 2 hyperglycemia, >13.9 mmol/L ≥15 min, (%) 0.0 (0.0, 5.4) 0.0 (0.0, 3.8) 0.7 4.3 (0.0, 20.7) 0.0 (0.0, 9.3) 0.4 
HBGI 9.1 (6.1, 10) 8.9 (7.6, 10) >0.9 10.1 (3.5, 15.0) 8.9 (6.8, 11.0) 0.4 
Time spent 3.9-10 mmol/L, (%) 53 (40, 77) 49 (40, 61) 0.6 52 (37, 79) 45 (40, 71) 0.8 
Time spent 3-<3.9 mmol/L, level 1 low, (%) 1.2 (0.0, 9.3) 0.0 (0.0, 5.3) 0.7 0.0 (0.0, 1.4) 0.0 (0.0, 0.0) >0.9 
Time spent <3 mmol/L, level 2 low, (%) 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) 0.4 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) >0.9 
Time spent in hypoglycemia, (%) 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) 0.4 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) >0.9 
LBGI 2.3 (0.5, 6.2) 0.7 (0.0, 4.7) 0.6 1.1 (0.0, 2.3) 0.0 (0.0, 0.5) 0.04 
1Median (IQR) 
2Wilcoxon signed rank exact test; Wilcoxon signed rank test with continuity correction 
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Supplementary Table 6 Summary of all isCGM derived glycemic metrics for participants during the next day (06:00-24:00) post high-
intensity interval exercise (HIIE) and moderate-intensity interval exercise (MICE) session, as compared to the respective matched 
control (CON) periods at same time of day, on the same day of the week. 
 

Characteristic HIIE,  
N = 101 

HIIE CON,  
N = 101 p-value2 MICE,  

N = 101 
MICE CON,  

N = 101 p-value2 

Average glucose (mmol/L) 8.5 (7.8, 9.1) 8.9 (8.4, 9.7) 0.03 9.1 (8.5, 10.1) 9.1 (8.7, 9.8) 0.8 
SD (mmol/L) 3.2 (2.9, 3.6) 2.5 (2.1, 3.0) 0.01 3.8 (2.8, 4.0) 2.5 (2.0, 2.9) 0.002 
CV (%) 39 (34, 41) 28 (25, 30) 0.002 36 (33, 44) 28 (22, 31) 0.006 
MAGE 6 (5.2, 7.1) 5.2 (3.7, 5.9) 0.02 7.2 (5.2, 8.5) 5.2 (3.8, 5.7) 0.002 
Estimated HbA1c (mmol/mol) 53 (48, 57) 55 (51, 61) 0.06 56 (53, 63) 57 (54, 62) 0.6 
Time spent >10 mmol/L, level 1 elevated, (%) 28 (24, 33) 30 (25, 40) 0.4 36 (30, 49) 31.7 (28, 40) 0.2 
Time spent level 1 hyperglycemia, >10 mmol/L ≥15 min, (%) 25 (20, 28) 25 (20, 36) 0.4 32 (26, 43) 26 (23, 36) 0.06 
Time spent >13.9 mmol/L, level 2 elevated, (%) 7.7 (1.3, 10) 2.2 (1.3, 8.3) 0.3 12 (5.2, 23) 2.8 (0.3, 9.8) 0.04 
Time spent level 2 hyperglycemia, >13.9 mmol/L ≥15 min, (%) 6.4 (0.9, 8.1) 1.5 (0.4, 6.8) 0.2 10 (4.4, 20) 2.2 (0.2, 8.0) 0.04 
HBGI 8.9 (7.2, 11) 7.3 (6.2, 8.9) 0.11 11.0 (8.5, 17) 7.0 (6.6, 9.2) 0.01 
Time spent 3.9-10 mmol/L, (%) 64 (61, 72) 66 (59, 73) 0.8 60 (47, 67) 66 (59, 69) 0.06 
Time spent 3-<3.9 mmol/L, level 1 low, (%) 3.3 (1.3, 5.3) 0.0 (0.0, 1.1) 0.002 1.8 (0.7, 5.4) 0.0 (0.0, 0.0) 0.01 
Time spent <3 mmol/L, level 2 low, (%) 0.0 (0.0, 0.5) 0.0 (0.0, 0.0) 0.3 0.0 (0.0, 0.4) 0.0 (0.0, 0.0) 0.2 
Time spent in hypoglycemia, (%) 0.0 (0.0, 0.7) 0.0 (0.0, 0.0) 0.6 0.0 (0.0, 0.7) 0.0 (0.0, 0.0) 0.2 
LBGI 3.7 (2.4, 4.7) 1.6 (1.1, 2.1) 0.004 2.7 (1.7, 4.3) 1.4 (0.4, 2.5) 0.05 
1Median (IQR) 
2Wilcoxon signed rank exact test; Wilcoxon signed rank test with continuity correction 
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Supplementary Table 7 The absolute difference between isCGM glycemic derived metrics 0-4h post high-intensity interval exercise 
(HIIE) and moderate-intensity interval exercise (MICE) session, and the respective matched control (CON) periods at same time of 
day, on the same day of the week. 
 

Absolute difference in characteristic from control HIIE, 
N = 101 

MICE, 
N = 101 p-value2 

Average glucose (mmol/L) 0.01 (-2.0, 0.7) -0.3 (-0.8, -0.2) 0.9 
SD (mmol/L) 1.1 (0.6, 1.5) 0.9 (0.3, 1.2) 0.3 
CV (%) 14 (9.0, 18) 8.0 (5.5, 15) 0.4 
MAGE 1.9 (0.8, 2.4) 1.5 (-1.1, 3.0) 0.5 
Estimated HbA1c (mmol/mol) 0.0 (-14, 5.2) -2.2 (-5.5, -1.4) 0.9 
Time spent level 1 elevated, >10 mmol/L, (%) -9.2 (-22, 11) -3.7 (-19, 2.1) 0.7 
Time spent level 1 hyperglycemia, >10 mmol/L ≥15 min, (%) -5.6 (-20.7, 9.5) -5.9 (-18, 1.2) >0.9 
Time spent level 2 elevated >13.9 mmol/L, (%) 2.9 (0.0, 11.2) 1.7 (0.0, 12.3) >0.9 
Time spent level 2 hyperglycemia, >13.9 mmol/L ≥15 min, (%) 3.6 (0.0, 10) 2.2 (0.0, 10) 0.8 
HBGI 1.6 (-0.6, 4.5) -0.3 (-2.2, 1.6) 0.4 
Time spent 3.9-10 mmol/L, (%) 0.5 (-8.9, 13) 2.0 (-2.5, 14) 0.8 
Time spent level 1 hypoglycemia 3-<3.9 mmol/L, (%) 2.6 (0.5, 3.9) 1.4 (0.9, 2.6) 0.4 
Time spent level 2 hypoglycemia <3 mmol/L, (%) 0.0 (0.0, 0.7) 0.0 (0.0, 0.0) 0.6 
Time spent clinically significant hypoglycemia, (%) 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) 0.9 
LBGI 1.8 (0.6, 3.7) 1.7 (0.8, 2.3) 0.5 
1Median (IQR) 
2Wilcoxon rank sum exact test; Wilcoxon rank sum test 



 226 

Supplementary Table 8 The absolute difference between isCGM glycemic derived metrics during overnight sleep periods (00:00-
06:00)  post high-intensity interval exercise (HIIE) and moderate-intensity interval exercise (MICE) session, and the respective 
matched control (CON) periods at same time of day, on the same day of the week. 
 

Absolute difference in characteristic from control Home-HIIT, 
N = 101 

Home-MICT, 
N = 101 p-value2 

Average glucose (mmol/L) -0.3 (-1.7, 0.6) -0.6 (-1.2, 1.4) >0.9 
SD (mmol/L) 1.0 (0.2, 1.5) 0.5 (-0.08, 1.7) >0.9 
CV (%) 8.0 (1.5, 21) 5.5 (-3.0, 21) 0.8 
MAGE 5.4 (1.4, 8.1) 3.4 (-0.2, 5.6) 0.4 
   Unknown 1 3  
Estimated HbA1c (mmol/mol) -2.2 (-11, 4.4) -4.9 (-7.7, 9.3) >0.9 
Time spent >10 mmol/L, level 1 elevated, (%) -11 (-24.3, 10) -1.3 (-24, 14) 0.8 
Time spent level 1 hyperglycemia, >10 mmol/L ≥15 min, (%) -9.6 (-23.3, 11) 1.3 (-23.7, 9.6) >0.9 
Time spent >13.9 mmol/L, level 2 elevated, (%) 0.0 (0.0, 4.0) 0.5 (0.0, 19) 0.7 
Time spent level 2 hyperglycemia, >13.9 mmol/L ≥15 min, 
(%) 0.0 (0.0, 2.8) 0.0 (0.0, 18) 0.8 

HBGI -0.7 (-2.9, 4.6) 1.5 (-2.9, 6.2) 0.7 
Time spent 3.9-10 mmol/L, (%) 3.7 (-7.2, 22) 2.1 (-14, 22) >0.9 
Time spent 3-<3.9 mmol/L, level 1 low, (%) 0.0 (-3.9, 8.8) 0.0 (0.0, 0.0) >0.9 
Time spent <3 mmol/L, level 2 low, (%) 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) 0.7 
Time spent in clinically significant hypoglycemia, (%) 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) 0.6 
LBGI 0.0 (-2.2, 3.7) 0.7 (0.0, 1.8) 0.4 
1Median (IQR) 
2Wilcoxon rank sum exact test; Wilcoxon rank sum test 
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Supplementary Table 9 The absolute difference in isCGM glycemic derived metrics during the next day (06:00-24:00) post home-
based HIIE and MICE sessions and their respective matched CON periods at same time of day, on the same day of the week. 
 

Absolute difference in characteristic from control Home-HIIT, 
N = 101 

Home-MICT, 
N = 101 p-value2 

Average glucose (mmol/L) -0.5 (-0.8, -0.1) -0.1 (-0.4, 1.1) 0.2 
SD (mmol/L) 0.6 (0.3, 1.2) 1.2 (0.5, 1.4) 0.1 
CV (%) 9.5 (5.5, 14.3) 10 (6.5, 12) >0.9 
MAGE 1.1 (0.3, 2.0) 1.5 (1.2, 2.8) 0.3 
Estimated HbA1c (mmol/mol) -2.7 (-5.5, -0.3) -0.6 (-3.0, 7.4) 0.2 
Time spent >10 mmol/L, level 1 elevated, (%) -2.3 (-9.6, 2.9) 8.8 (-1.4, 19) 0.1 
Time spent level 1 hyperglycemia, >10 mmol/L ≥15 min, (%) -1.9 (-9.4, 3.3) 9.3 (0.6, 18) 0.1 
Time spent >13.9 mmol/L, level 2 elevated, (%) 3.8 (0.0, 5.6) 5.8 (0.6, 16.6) 0.3 
Time spent level 2 hyperglycemia, >13.9 mmol/L ≥15 min, (%) 3.9 (0.2, 4.9) 4.9 (0.5, 15.3) 0.4 
HBGI 1.3 (0.03, 3.0) 3.9 (1.7, 6.8) 0.05 
Time spent 3.9-10 mmol/L, (%) 0.9 (-4.3, 5.5) -8.6 (-19, -0.8) 0.1 
Time spent 3-<3.9 mmol/L, level 1 low, (%) 1.8 (0.8, 3.9) 1.7 (0.7, 4.7) 0.8 
Time spent <3 mmol/L, level 2 low, (%) 0.0 (0.0, 0.5) 0.0 (0.0, 0.4) 0.8 
Time spent in clinically significant hypoglycemia, (%) 0.0 (0.0, 0.7) 0.0 (0.0, 0.7) >0.9 
LBGI 1.2 (0.8, 2.4) 1.6 (1.2, 2.0) >0.9 
1Median (IQR) 
2Wilcoxon rank sum exact test; Wilcoxon rank sum test 
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Supplementary Figure 1 Each individual’s loess regression estimation of ambulatory 
glucose profile (colour) and overall loess regression estimate (black) of ambulatory 
glucose profile in the time 0-4 hours post-exercise session for high-intensity interval 
exercise (HIIE) (A) and moderate-intensity continuous exercise (MICE) (C), compared 
respectively matched control (CON) (B,D). Horizonal dashed red line represents 3 
mmol/L. Vertical dashed lines represents the average start (green) and end (red) of 
an exercise session. Shaded ribbon represents standard error.  
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Appendix 4 – other published papers 

 

Appendix 4.1- Time to death and risk factors associated with mortality among 

COVID-19 cases in countries within the WHO African region in the early stages 

of the COVID-19 pandemic 

Published in Epidemiology and Infection 2022  

 

This work was completed during my time in an emergency consulting role for the WHO 

African Regional Office as a junior data sciences expert (October 2020 – May 2021). 

This was undertaken independently and alongside my PhD.  This work has also led to 

me working with AppliedEpi, the organisation behind Epidemiologist R Handbook, 

developing functional R packages for outfield epidemiological analysis for Médecins 

Sans Frontières.  
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Abstract

This study describes risk factors associated with mortality among COVID-19 cases reported in
the WHO African region between 21 March and 31 October 2020. Average hazard ratios of
death were calculated using weighted Cox regression as well as median time to death for key
risk factors. We included 46 870 confirmed cases reported by eight Member States in the
region. The overall incidence was 20.06 per 100 000, with a total of 803 deaths and a
total observation time of 3 959 874 person-days. Male sex (aHR 1.54 (95% CI 1.31–1.81);
P < 0.001), older age (aHR 1.08 (95% CI 1.07–1.08); P < 0.001), persons who lived in a capital
city (aHR 1.42 (95% CI 1.22–1.65); P < 0.001) and those with one or more comorbidity (aHR
36.37 (95% CI 20.26–65.27); P < 0.001) had a higher hazard of death. Being a healthcare
worker reduced the average hazard of death by 40% (aHR 0.59 (95% CI 0.37–0.93);
P = 0.024). Time to death was significantly less for persons ≥60 years (P = 0.038) and persons
residing in capital cities (P < 0.001). The African region has COVID-19-related mortality simi-
lar to that of other regions, and is likely underestimated. Similar risk factors contribute to
COVID-19-associated mortality as identified in other regions.

Introduction

In late December 2019, a novel coronavirus identified as severe acute respiratory syndrome
coronavirus-2 (SARS-CoV-2) was detected in several cases of pneumonia in Wuhan City,
Hubei Province, China [1]. Within a month several countries were reporting cases of the dis-
ease, named by the World Health Organisation (WHO) as coronavirus disease 2019
(COVID-19), with the deployment of testing resources demonstrating the rapid spread across
international borders.

Although mortality from SARS-CoV-2 is lower, transmission is higher when compared to
other emerging coronaviruses causing severe acute respiratory syndrome (SARS) epidemics
over the last two decades [2–4]. As of February 2021, the global case fatality ratio (CFR)
for SARS-CoV-2 was estimated at 2.3% [5], compared to 9.7% for SARS-CoV which emerged
in late 2002 [3], and 34% for Middle East respiratory syndrome coronavirus (MERS-CoV)
which emerged in 2012 [4]. The basic reproductive rate (R0) for SARS-CoV-2 is 2.5 compared
to 2.4 for SARS-CoV and 0.69 for MERS-CoV [2, 6]. Although of similar R0 to SARS-CoV
based on available data, SARS-CoV-2 has spread rapidly to all continents.

Initial cases of COVID-19 were detected in Africa in February 2020, introduced by travel-
lers from Europe into Egypt and Algeria [7]. The outbreak in the WHO African region evolved
rapidly, and by 13 May 2020, all 47 countries had been affected [8]. Confirmed case numbers
began to increase from April 2020, reaching a peak by the end of July 2020, which then
declined through August and September 2020, before increasing again during November
and December 2020 [5].
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As of 24 February 2021, 12 months after the notification of the
first laboratory-confirmed COVID-19 case, a cumulative total of
2 811 106 confirmed cases and 71 159 deaths have been reported
in the African region, with the CFR estimated at 2.5% [5]. This
represents 2.5% of cases globally and 2.8% of deaths [5]. This pro-
portion of cases is low when compared to the Americas (45%)
and Europe (34%) [5]. The reason for this disparity may be due
to low testing performance within the African region. As of 24
February 2021, 25904273 SARS-CoV-2 tests (molecular and anti-
gen) across 43 African region countries were performed, repre-
senting 241.5 tests per 10 000 population. Only 41.8% (18 out
of 43) of the countries assessed surpassed the effective testing
rate (10 tests per 10 000 population per week) between 28
January and 24 February 2021 (data unpublished). Other factors
contributing to this disparity have been suggested including
early implementation of travel restrictions, border closures, lock-
down measures including curfews and school closures, a younger
population, genetics, lower comorbidities rates, possible trained
immunity or immunomodulation, suboptimal testing, and favour-
able climate [9–11].

While several studies documented the occurrence of deaths in
COVID-19-confirmed patients, there are limited studies in the
WHO African region addressing mortality burden and the risk
factors associated with COVID-19 [10, 12]. The purpose of this
study is to describe the risk factors associated with mortality
among COVID-19 cases reported in the WHO African region
in the early stages of the COVID-19 pandemic between 21
March and 31 October 2020, to understand if these differ from
other regions, and to inform future measures that should be
taken by public health authorities to address and mitigate the
impact in the WHO African region.

Methods

Study design

We conducted a retrospective cohort study of deaths associated
with confirmed COVID-19 cases reported by Member States in
the WHO African region between 21 March and 31 October
2020. The time period was chosen to maximise the number of
countries with complete reports.

Case definitions

A confirmed case of COVID-19 was defined as a person with a
positive Nucleic Acid Amplification Test (NAAT) or a person
with a positive SARS-CoV-2 Ag-RDT and meeting either the
probable case definition or suspected criteria as per the
WHO guideline, or an asymptomatic person with a
positive SARS-CoV-2 Ag-RDT and who is a contact of a probable
or confirmed case [13]. A COVID-19 death is defined as a death
resulting from a clinically compatible illness in a probable or
confirmed COVID-19 case, unless there is a clear alternative
cause of death that cannot be related to COVID-19 disease
(e.g. trauma) [13].

Data source

The primary data source was the regional linelist of confirmed
COVID-19 cases, a database containing key information about
each confirmed case reported to the WHO Regional Office for
Africa (WHO AFRO) by its Member States per the reporting

requirements of the International Health Regulations (2005) [14].
Variables captured include unique identification, date of reporting,
age, sex, location (administrative levels 1 and 2), case classification,
occupation, health worker status, date of symptom onset, presence
of symptoms, laboratory test result, date of sample collection, date
of laboratory result, date of death, date of discharge, patient out-
come, current inpatient status, and presence and description of
comorbidity.

Exclusion criteria

All countries’ cases in the WHO AFRO regional linelist were eli-
gible for inclusion. We excluded cases reported before 21 March
or after 31 October 2020 as well as cases missing information
on patient outcome, key dates (e.g. outcome date if died or labora-
tory result date), age or sex. Cases with laboratory result dates
after outcome dates were also excluded.

Data cleaning

We identified confirmed cases using the case classification vari-
able. Where this was unavailable, we used the laboratory test
result. Start dates were defined for individuals as the date of con-
firmed laboratory result; where this was unavailable the sample
collection date was used. This was deemed to be more complete
and reliable than either symptom onset or sample collection
date in isolation. End dates for individuals were defined as the
earliest occurring date where the individual was reported dead
or recovered; in the absence of recovery date, the maximum
date of observation was used (31 October 2020). Observation
time was calculated as the difference between start and end
dates in days. Patients were identified as recovered if the patient
outcome variable contained prespecified words related to recov-
ery. Where patient outcome was unavailable, we used current
inpatient status. Patient outcome was dichotomised to ‘alive’ or
‘dead’.

We coded the following exposure variables: healthcare worker
status, residence in capital city status and comorbidity status and
types. Healthcare worker status was identified if the free-text
occupation variable contained prespecified key words related to
healthcare. Healthcare worker status was defined as ‘Not
Reported’ in the absence of the occupation variable. Capital city
residence was identified if the free-text location variable (admin-
istrative level 2) contained the country’s capital city. Capital city
residence was defined as ‘Not Reported’ in the absence of the free-
text location variable. Comorbidity types were identified if the
comorbidity free-text variables contained prespecified key words
for each comorbidity type of interest (diabetes, asthma, hyperten-
sion, cancer, renal disease, cardiovascular disease, obesity, tuber-
culosis, sickle cell disease, chronic pulmonary or other).
Comorbidity type was defined as ‘Not Specified’ if presence was
indicated with ‘Yes’ but no further description was provided.
Comorbidity presence was categorised as ‘Yes’ if a defined
comorbidity type was detected in the previous step, ‘No’ if indi-
cated so in free-text description or if the free-text description con-
tained non-comorbidities and ‘Not reported’ in the absence of the
comorbidity free-text variables. These exposure variables were
dichotomised as ‘Yes’ and ‘No/Not Reported’.

Based on age at reporting, we created a dichotomous age vari-
able (⩾60 years) and an age group variable in years as follows:
≤10, 11–20, 21–30, 31–40, 41–50, 51–60, 61–70 and 70+.

2 Benido Impouma et al.
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Data analysis

Incidence and case fatality ratios
We calculated the incidence per 100 000 population as the num-
ber of confirmed cases divided by the population multiplied by
100 000. We sourced population data for each country in 2020
from the United Nations World Population Prospects [15] and
summed these to calculate the overall.

We calculated the CFR, the proportion of confirmed cases that
died due to the consequences of COVID-19 [16], by dividing the
cumulative number of deaths by the cumulative number of con-
firmed cases. We stratified results by country, age group, sex,
comorbidity (and number of comorbidities), residence and
healthcare worker status to ascertain the most affected categories.

Age and sex distributions
To determine the distribution of cases and deaths stratified by age
group and sex, we calculated the proportion in each group of the
total number, and plotted this in an age-sex pyramid. We add-
itionally plotted the CFR by age group and sex.

Comorbidities
In addition to describing CFR by individual comorbidities, we
conducted a combination analysis for the comorbidities/condition
of interest (as defined in data cleaning). This investigated the most
frequently occurring combinations of comorbidities among all
confirmed cases and among those who died. We also investigated
the exposure–response relationship between increasing number of
comorbidities and mortality compared to those without
comorbidity using weighted Cox regression (see regression details
in risk factors for death section).

Risk factors for death
We used Cox regression to compute hazard ratios and corre-
sponding 95% confidence intervals to investigate associations
between mortality and several dichotomous exposure variables
(healthcare worker status, residence in capital city status,
comorbidity status) and age as a continuous variable. These vari-
ables were chosen based on associations with increased mortality
identified in previous literature.

Given the low number of variables included in the univariate
analysis, we decided a priori to include all variables in the multi-
variable analysis regardless of significance level in univariate ana-
lyses. We excluded pregnancy status from multivariable analysis,
given that this is only relevant to females, leading to data
separation.

We investigated all variables for confounding and effect modi-
fication using Mantel–Haenszel statistics and associated Woolf’s
tests, in order to identify necessary interaction terms.

The model proportional hazards assumption was tested using
scaled Schoenfeld residuals, with non-linearity assumptions
assessed visually. As the hazards were found to be non-
proportional, we present the average hazard ratio and correspond-
ing 95% CI calculated using weighted Cox regression [17].

Time to death
At a population level, the case fatality was not above 50%, thus it
was not possible to calculate median survival times using Cox
regression. Instead, we calculated the medians and interquartile
ranges of observation time in days among those who died, strati-
fied by exposure variables and compared the distribution of these
times using Kruskal–Wallis tests.

All analyses were two-tailed, with a significance level of 0.05,
and carried out using R statistical software version 3.6.1
(Foundation for Statistical Computing, Vienna, Austria).

Results

Inclusion

Of the 194 777 COVID-19 cases reported in 20 countries of the
WHO African region from 21 March to 31 October 2020, we
selected 46 870 cases (24%) for the study with a total observation
time of 3 959 874 person-days. The cases meeting our selection
criteria were reported from eight WHO Member States in the
WHO African region. Cases from WHO Member States who
stopped reporting before 31 October 2020 (n = 47 416 from
nine countries) and who did not report outcome dates (n = 31
678 from two countries) were excluded. Reported cases with nega-
tive results (n = 13 173), missing outcomes and incomplete dates
(n = 54 596) and missing age and sex information (n = 1044)
were also excluded (Fig. 1). Characteristics and missingness for
variables of interest among confirmed cases are outlined in
Supplementary Table S1.

A comparative summary for 116 304 COVID-19 cases
reported between 21 March and 31 October 2020, for 11 WHO
Member States reporting up until and including 31 October,
prior to exclusion due to covariate data availability, is outlined
in Supplementary Table S2.

Incidence and case fatality ratio

The overall incidence among the eight WHO Member States
included in this analysis was 20.06 per 100 000. Namibia had
the highest incidence (49.43 per 100 000), followed by Sao
Tome and Principe (42.02 per 100 000) and Eswatini (11.21 per
100 000). Uganda (n = 12 126) and the Democratic Republic of
Congo (n = 10 274) reported high numbers of cases, but had a
relatively low incidence (9.25 and 1.15 per 100 000, respectively)
(Table 1).

A total of 803 deaths of confirmed COVID-19 cases included
in our analysis were reported from the eight WHO Member
States. Kenya reported the largest proportion of these (70%, n =
554) and also had the highest CFR (7.47%). Niger was the only
other member state to have CFR >1% (4.36%), with all others hav-
ing CFR <1% (Table 1). The overall CFR among the eight WHO
Member States was 1.71%. Among the 116 304 COVID-19 cases
from 11 WHO Member States, prior to exclusion due to covariate
data availability, the incidence was 43.25 per 100 000. The number
of deaths totalled 2166 with the overall CFR at 1.86%
(Supplementary Table S2).

Healthcare workers made up 2.9% (n = 1381) of included cases
and had a lower CFR at 1.38%. Namibia reported the highest
absolute number among healthcare workers (n = 532), but Niger
had the highest proportion at 15.2% (n = 178). CFR among
healthcare workers varied by country (min: 0%, max: 4.09%)
with the highest CFR reported by Kenya (Table 1).

Age and sex distribution

Among confirmed COVID-19 cases included in our study, 52%
occurred in the ages between 21 and 40 years, with the majority
of deaths occurring in persons aged over 40 years (84%). There
were a higher proportion of male cases compared to females
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overall (1.7:1) and also within all age groups over 20 years
(Fig. 2a). Similarly, deaths were reported twice as often in
males, with a notably increased proportion of deaths in all age
groups over 30 years of age (Fig. 2b). In the age groups under
50 years, CFR was approximately equal for males and females
and remained stable. In the age groups older than 50 years how-
ever, the CFR was approximately 0.7 times higher with every 10
years of age in both males and females, and was higher in
males in each of the age groups (Fig. 3). For both males and
females, the lowest CFR occurred between 11 and 20 years
(males: 0.3%, females: 0.2%) with the highest occurring in persons
aged 70 years and over (males: 17.7%, females: 13.7%).

Among 1381 healthcare worker cases, 56.6% were female (N =
783), with a higher proportion occurring in the age groups below
30 years (33% vs. 25% for males). Male healthcare workers had a
higher overall CFR (2.17% vs. 0.77%) (Supplementary Table S3).

Comorbidities

Cardiovascular disease was the most commonly reported
comorbidity among confirmed COVID-19 cases included in our
analysis, both overall (n = 951) and as a single comorbidity (n =
694) (Fig. 4a). This means, among those reporting cardiovascular
disease, 73% had no other comorbidities. Diabetes (n = 585) and
hypertension (n = 535) were also commonly reported among
cases (Fig. 4a); 52% (n = 312) and 64% (n = 343), respectively,
were reported as single comorbidities. While 39 deaths (CFR
4.1%) occurred among those with cardiovascular disease, only
nine deaths (CFR 1.3%) occurred in those with isolated cardiovas-
cular disease (Supplementary Table S4).

The highest number of deaths were reported in cases with only
hypertension (n = 112, CFR 33%) (Fig. 4b). The overall CFR

among all cases with hypertension (singularly or in combination)
was 34.4% (Supplementary Table S4). Cases with only diabetes
reported had the second highest number of deaths (n = 50, CFR
= 16%) (Fig. 4b) with an overall CFR 20.2% for all cases with dia-
betes (Supplementary Table S4).

Cases with renal disease had the overall highest CFR (45%),
with 27 dead out of a total of 60 (Supplementary Table S4).
However, 70% of these deaths occurred in cases with other
comorbidities, including renal disease with hypertension (n = 6,
20%) and renal disease with diabetes (n = 3, 10%) (Fig. 4b). The
overall CFR for a further six common comorbidities is outlined
in Supplementary Table S4, as well as comorbidities categorised
as other, non-specified comorbidities and pregnancy.

The hazard of death significantly increased with increasing
number of comorbidities. Cases with one comorbidity from the
specified list (excluding those only listed as ‘other’ or non-
specified) had 12 times greater hazard of death than those without
comorbidities (aHR 11.6 (95% CI 9.87–13.73); P < 0.001)
(Table 2). The maximum number of comorbidities specified
was four, and cases in this group had a 66 times higher hazard
of death compared to those without comorbidities (aHR 66.01
(95% CI 28.50–152.42); P < 0.001), although this is likely a prob-
lem of low numbers, which will give an unrealistically high ratio
(Table 2).

Risk factors for death

In univariate regression, males (aHR 1.46 (95% CI 1.27–1.74); P <
0.001), increasing age (aHR 1.08 (95% CI 1.07–1.08); P < 0.001),
persons who lived in a capital city (aHR 1.88 (95% CI 1.63–
2.16); P < 0.001) and those with one or more comorbidity (aHR
11.89 (95% CI 10.33–13.69); P < 0.001) had a higher hazard of

Fig. 1. Flowchart of inclusion pathway for cases.
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death. Healthcare worker status in women (aHR 0.76 (95% CI
0.46–1.21); P = 0.248) and pregnancy (aHR 1.06 (95% CI 0.26–
4.28); P > 0.9) was not significantly associated with hazard of
death (Table 3).

While controlling for other covariates and their interaction in
multivariable analysis, males (aHR 1.54 (95% CI 1.31–1.81); P <
0.001), increasing age (aHR 1.08 (95% CI 1.07–1.08); P < 0.001),
persons who lived in a capital city (aHR 1.42 (95% CI 1.22–
1.65); P < 0.001) and those with one or more comorbidity (aHR
36.37 (95% CI 20.26–65.27); P < 0.001) had a higher hazard of
death. Being a healthcare worker reduced the average hazard of
death by 40% (aHR 0.59 (95% CI 0.37–0.93); P = 0.024)
(Table 3). For comparison, unweighted hazard ratios for univari-
ate and multivariable Cox regression are outlined in
Supplementary Table S5, but should not be interpreted due to vio-
lation of the proportional hazards assumption.

Time to death

The time to death in those that died (N = 803) was significantly
less for persons aged 60 and over (<60 years, median (IQR): 4
(2, 9) days vs. ≥60 years, median (IQR): 5 (2, 10) days; P =
0.038) and for those not reporting residing in a capital city (resi-
dence in capital, median (IQR): 4 (2, 9) days vs. residence outside
of capital/not reported, median (IQR): 6 (2, 11) days; P < 0.001)
(Table 4). Sex, healthcare worker status and comorbidity status
did not significantly impact time to death for confirmed
COVID-19 cases (Table 4). Median time to death varied by coun-
try with a range between 1 and 10.5 days (data not shown).

Discussion

Our study reports a total of 46 870 confirmed COVID-19 and 803
deaths from eight countries in the WHO African region during
the period 21 March to 31 October 2020. The key risk factors
identified for mortality were male sex, older age, presence of
one or more comorbidities and residence in capital cities. Of all
reported confirmed cases, 2.9% were among healthcare workers,
with a higher proportion of these cases being female (56.6%),
with, however, an increased CFR in male healthcare workers.
Being a healthcare worker was not attributed as a risk factor for
mortality or time to death.

Monitoring the occurrence of deaths during a pandemic, and
factors influencing this mortality, not only helps track the evolu-
tion of the pandemic but also helps decision makers target, priori-
tise and monitor the effectiveness of prevention and response
strategies [18]. Although the African region accounts for <2.5%
of COVID-19-associated deaths reported globally, it is crucial to
understand the patterns of these deaths, the areas and populations
affected, and identify the risk factors for death, in order to guide
decision makers at national and regional levels.

Our observed overall incidence and CFR were on the lower end
of the scale compared to several regions reporting hundreds of
cases per 100 000 population and CFRs several times higher
[11, 19]. The highest incidence observed in Sao Tome and
Principe (42.02 per 100 000) and Eswatini (11.21 per 100 000)
could be explained by the small size and high density population
[20, 21]. The overall low case fatality observed in our study makes
the region among the least affected. Studies in the early stages of
the pandemic suggest that lockdown may have delayed epidemics
by about 3 months [22]. It is important to note that the crude
(total cases prior to inclusion criteria) estimate of incidenceTa
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Fig. 2. (a) Age-sex pyramid of confirmed cases (a) and of deaths among confirmed cases (b) reported in eight Member States of the WHO African region included in
analysis between 21 March and 31 October 2020 (N = 46 870, N = 803 respectively).

Fig. 3. Age and sex-specific case fatality ratio among confirmed cases reported in eight Member States of the WHO African region included in analysis between 21
March and 31 October 2020 (N = 46 870).

6 Benido Impouma et al.
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presented here for the same time period is double what we report,
with the overall CFR also being slightly higher. This suggests that
our observations may be underestimating the true state of the
COVID-19 situation in the region. It should also be considered
that CFRs can be influenced by the bias from possible discrepan-
cies in per capita testing rates between the African countries
included in this study.

Three key risk factors have stood out to date with relation to
COVID-19-associated deaths, namely age, sex and the presence
of comorbidities. Our observed incidence and CFR by age and
sex aligned with other studies, with older age and being male
being widely documented as key risk factors, with higher mortal-
ity among older males [23, 24]. Persons over the age of 65 years
have been shown to have a 62 times higher mortality rate than

Fig. 4. (a) Combination analysis of comorbidities of interest – demonstrating the 40 most common combinations among confirmed cases (a) and confirmed cases
that died (b) with comorbidities of interest in eight Member States of the WHO African region included in analysis between 21 March and 31 October 2020 (N = 2227,
N = 310 respectively).

Table 2. Univariate weighted cox regression for exposure–response relationship comparing increasing number of comorbidities of interest to those without, among
confirmed cases with comorbidities of interest in eight Member States of the WHO African region between 21 March and 31 October 2020 (N = 46 236)

Number of comorbiditiesa CFR N Dead (N ) Time (days) aHR 95% CI P-value

No/not reported 1.05 44 009 463 3 732 259

1 11.59 1786 207 137 250 11.64 9.87–13.73 <0.001

2 23.16 367 85 28 719 24.14 19.22–30.33 <0.001

3 20.90 67 14 5543 22.30 13.11–37.91 <0.001

4 57.14 7 4 308 66.01 28.59–152.42 <0.001

aHR, average hazard ratio; CI, confidence interval.
aSpecific comorbidities identified included diabetes, asthma, hypertension, obesity, cardiovascular disease, tuberculosis, renal disease, drepanocytosis, chronic pulmonary disease and
cancer. Other/not specified comorbidity was not included in this analysis.
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those under 55 years [25]. In our data, we find that those over 60
have a CFR 10 times greater than those 60 and under and 15
times greater than those under 50, demonstrating that the same
dynamics hold true despite the different population age structure
of countries in the WHO African region. However, it is possible
that new variants, arising in later stages of the pandemic, could
result in the shifting of this age demographic, and should be
investigated in further studies

Persons with non-communicable diseases, such as cardiovas-
cular disease and diabetes, have also been identified as having
greater risk of COVID-19-associated mortality, with the risk of

death increasing with the number of comorbidities [26, 27]. In
a study of causes of deaths in South Africa during the first 99
days of the pandemic, individuals with two or more comorbidities
accounted for 58.6% of these deaths, with hypertension and dia-
betes the most commonly reported diseases [28].

Our study found that cardiovascular disease, diabetes and
hypertension were the most commonly reported comorbidities
among cases in the countries studied in the WHO African region.
Having any comorbidity increased the hazard of death 12-fold,
reaching a maximum of 66-fold for cases with four comorbidities
(the maximum reported). This is again in keeping with the globally
identified mortality risk COVID-19 poses to those with comorbid-
ities [29]. With the absolute burden of non-communicable diseases
in Africa being comparable to other regions [30], our findings
suggest that we should not disregard the impact of COVID-19
on people with non-communicable diseases, and vice versa, in
the WHO African region. It is key for public health authorities
in the WHO African region to address the growing burden of
non-communicable diseases as part of the COVID-19 response,
as suggested previously by the WHO [31]. Affordable and proven
cost-effective interventions should be made available to countries
to prevent and manage non-communicable diseases in the context
of COVID-19. Critically, interruptions in non-communicable
disease services that have occurred as a result of diversion of
resources to COVID-19 responses must be addressed. Some
countries have already started, with alternative strategies such as
triaging and telemedicine, while continuity of non-communicable
diseases services has been ensured by others in their list of essential
health services [31].

Several studies have reported higher COVID-19 incidence
among healthcare workers, however few have reported on differ-
ences in mortality [32, 33]. Healthcare workers have a lower haz-
ard in our study, which may be explained by the fact that there
were more young female healthcare workers captured in our
data. It should be noted however, that our measures involving
healthcare workers may be subject to potential bias, possibly
due to ease of testing access within this setting.

Spatial disparities have been reported as an independent risk
factor for infection-related mortality when comparing
metropolitan and non-metropolitan areas [20]. The reasoning
behind this is linked to high-population density and opportunities
for increased transmission through more socio-economic

Table 3. Weighted cox regression for mortality by various characteristics among confirmed cases reported in eight Member States of the WHO African region
between 21 March and 31 October 2020 (N = 46 870)

Univariate Multivariate

Characteristic N Dead (Na) Time (daysa) aHR 95% CI P-value aaHR 95% CI P-value

Sex (male) 46 870 582 2 565 154 1.49 1.27–1.74 <0.001 1.54 1.31–1.81 <0.001

Age (continuous) 46 870 1.08 1.07–1.08 <0.001 1.08 1.07–1.08 <0.001

Health care worker status 46 870 19 149 076 0.76 0.49–1.21 0.248 0.59 0.37–0.93 0.024

Residence in capital city status 46 870 347 1 662 749 1.88 1.63–2.16 <0.001 1.42 1.22–1.65 <0.001

Comorbidity status 46 870 340 227 615 11.89 10.33–13.69 <0.001 36.37 20.26–65.27 <0.001

Pregnancy 17 012b 584 10 910 1.06 0.26–4.28 0.935

Comorbidity status×age (continuous) 0.97 0.96–0.98 <0.001

aHR, average hazard ratio; CI, confidence interval; aaHR, average adjusted hazard ratio.
aUnweighted counts.
bFemales only.

Table 4. Time to death by various characteristics among confirmed cases
reported in eight countries between 21 March and 31 October 2020 (N = 803)

Characteristic
Dead (N =

803)
Time to death

(days)a P-valueb

Sex 0.565

Female 221 4 (2, 10)

Male 582 5 (2, 9)

Age 0.038

<60 428 5 (2, 10)

≥60 375 4 (2, 9)

Health care worker 0.200

No/not reported 784 5 (2, 9.25)

Yes 19 7 (4, 11.5)

Residence in
capital city

<0.001

No/not reported 456 4 (2, 9)

Yes 347 6 (2, 11)

Presence of
comorbidity

0.085

No/not reported 463 4 (2, 9)

Yes 340 5 (2, 11)

aStatistics presented: median (IQR).
bStatistical test: Kruskal–Wallis rank-sum test.
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interactions. Some studies have found that COVID-19 deaths are
concentrated in large cities and surrounding metropolitan areas.
However, small cities or rural communities were also found to
have equivalently high rates when opportunities for large gather-
ings, such as funerals, presented themselves and there was an
infected individual(s) in attendance [21]. Our findings reflect
the latter, and in addition our data suggest that living outside a
capital city significantly decreases time to death.

The time to death for COVID-19 has been shown to vary
widely across studies and has been linked to age and presence of
comorbidities [34, 35]. To our knowledge, no other studies report
on time from having a positive test to death. Several studies report
on the (more clinically useful) time from hospital admission of
COVID-19 patients to death [36, 37], which could have impacted
the lack of association found with time to death and comorbidity
presence. Though not directly comparable, our median times
being lower than the studies mentioned may be suggestive of
limited critical resources and access to early supportive care in
some countries which may lead to accelerated deterioration [38].

Study limitations

Several important limitations to this analysis should be noted,
most importantly the generalisability of these results. The low
number of countries included (8 of 47 countries in the WHO
African region) means that our results are not representative of
the whole African region. In addition, it is not possible to make
valid comparisons between countries due to likely differences in
testing and reporting of cases and associated deaths. Most coun-
tries, despite reporting up until the 31 October, did not report
confirmed cases right up to that date. This means that for those
countries we may be underestimating CFR for the period, and
thereby also for the overall CFR estimate. We must also note
the weaknesses of the civil registration system, with death report-
ing universally adopted in only eight countries of the African con-
tinent [39].

Cases dropped due to missing or incorrect date variables, as
well as those missing information on age and sex, may have fur-
ther contributed to CFR inaccuracy (under or overdepending on
whether/how systematically missing). Beyond the issues in data
collection, the choice to interpret ‘not reported’ as ‘no’ for expos-
ure variables may have led to inaccurate stratified CFRs and may
also have resulted in inaccurate aHR estimates again depending
on the pattern of missingness.

Our regressions only include information on a few variables,
meaning that we are likely missing a multitude of important con-
founders and effect modifiers; thus the results of multivariable
regressions should be interpreted with caution.

We acknowledge the association with comorbidities in our
study may be due to reporting bias, because those who are the
most ill will be more likely to be in hospital and thereby more
likely to be captured, tested and reported. However, when consid-
ering that we included specific comorbidities of interest, it is pos-
sible that the association with non-communicable disease
comorbidities would be even higher had this information been
systematically collected. It should also be considered that differ-
ences in disease burden between countries within the African
region may influence our findings. It is also possible that our
observations on those residing in capital cities are due to report-
ing bias, as there will be higher clinical, testing and public health
capacity in capital cities. However, this could also mean our
observation for time to death is valid due to the disparities in

healthcare availability and capacity in rural and urban areas. In
addition, selection bias may also influence measures surrounding
healthcare workers, due to ease of testing access within this set-
ting. This may result in an over-representation of healthcare
workers in our sample.

Finally, our analysis has only captured people who have a con-
firmed positive test, and so are only informative at the population
level hazard of death associated with a positive diagnosis of
COVID-19. This is an important limitation for both clinical
and public health decisions making. Future studies that either
have more complete data (in terms of both countries included,
cases captured and information collected), or are designed to
investigate specific risk factors in clinical settings and within the
specific African region countries, may provide more comprehen-
sive information for the region.

Conclusion

This study is, to our knowledge, the only study of its size that
investigates the mortality burden and risk factors for COVID-19
in the WHO African region. The utility of analysing observational
data for decision making, as opposed to relying solely on
assumption-based mathematical models, cannot be understated.
Our study found that the overall incidence and CFR were on
the lower end of the scale compared to several regions reporting
hundreds of cases per 100 000 population and CFRs several
times higher, but this may be due to under-reporting. Four key
risk factors were associated with mortality, namely male sex,
older age, presence of one or more comorbidities and residence
in capital cities.

Mortality from COVID-19 in Africa is likely to be comparable
with that elsewhere, although under-reported, with many of the
same risk factors for this present in these populations. The inci-
dence of non-communicable diseases across the region is also
comparable to other, perhaps better studied, regions. This
makes it important to consider these diseases in future studies
and in health system and future pandemic planning.

Supplementary material. The supplementary material for this article can
be found at https://doi.org/10.1017/S095026882100251X.

Data availability statement. The data that support the findings of this
study are available on request from the corresponding author (BI). Some of
the data are publicly available through situation reports produced by
Ministries of Health and WHO/AFRO on their respective websites.
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In 2021, the world celebrates the 100th anniversary of the dis-
covery of insulin, a treatment that transformed type 1 diabetes 
from a once-fatal diagnosis into a chronic, medically manage-

able condition. Beyond its immediate therapeutic impact, insulin 
has served as the centerpiece for incredible advances in the fields 
of crystallography, molecular biology, prohormone processing, 
autoimmunity, physiology, and precision health and genetics, while 
forming the basis for four Nobel Prizes. In honor of this centennial, 
we commemorate the unlikely scientific journey that led to insu-
lin’s discovery, chronicle the subsequent molecular characterization 
of the insulin molecule, which has permitted new insulin-based 
therapeutics, and describe the parallel clinical discoveries that have 
forged our contemporary understanding of diabetes classification 
and etiology.

The discovery of insulin
The events surrounding the discovery of insulin are well chronicled. 
Michael Bliss summarized it perfectly in his 1982 history describing 
them as “richly dramatic”, both for the “medical miracle” of resur-
recting people near death by a “magical elixir of life” and for the 
incredible scientific journey that ended with the successful extrac-
tion of pancreatic insulin and its rapid clinical use1,2. The story’s 
dramatic arc is one woven together by stubborn determination, 
numerous experimental failures, recurrent serendipity and, ulti-
mately, disputed academic credit. At its center is a pair of unlikely 
protagonists, Frederick Banting, a surgeon with no apparent formal 
research experience, and Charles Best, a medical student who won 
a coin toss for the assignment to work with Banting on a summer 
research project. After reading an article on the pancreas, Banting 
appealed to and ultimately received support and advice from J. J. 
R. Macleod, a Professor of Physiology at the University of Toronto, 
to begin a project with a simple premise. He proposed to perform 
surgical ligation of the canine pancreatic duct to isolate the organ’s 

internal secretions3–8. He aimed to use these secretions for the treat-
ment of diabetes.

At the time Banting and Best began their experiments in May 
1921, diabetes was understood to be a disease of the pancreas. 
The name ‘diabetes’ was coined by Demetrius of Apamea around 
the first century bc based on the Greek term diabainein meaning 
‘siphon’ due to the symptoms of polyuria and polydipsia9. In the 
1600s, ‘mellitus’ was added to indicate that urine sweetness dif-
ferentiated this condition from other causes of polyuria, with the 
idea that this sweetness might be linked to a similar finding in the 
blood10. However, it took nearly another century to link the polyuria 
and polydipsia of diabetes mellitus with excessive glucose in both 
the blood and urine11. The first working evidence that the pancreas 
controlled carbohydrate metabolism would not come until 1889, 
when German scientists Oskar Minkowski and Joseph von Mering 
performed pancreatectomies on dogs who then developed hyper-
glycemia and diabetes12. Almost 20 years before Minkowski and 
von Mering’s seminal work, the first detailed histologic studies of 
the pancreas were published by Paul Langerhans, as a medical stu-
dent. His meticulous work described nine different cell types that 
formed numerous “cell heaps” scattered throughout the gland13. The 
French scientist G. E. Laguesse would revisit pancreas histology in 
1893 and name these collections the “îlots de Langerhans”14,15. The 
term ‘insulin’ was subsequently coined in 1909 by the Belgian sci-
entist J. de Meyer to describe the still-speculative internal secretion 
of the pancreas thought to be capable of regulating blood glucose16. 
At the time experiments were beginning in Toronto in the summer 
of 1921, a handful of other scientists throughout the world were 
already pursuing the goal of harnessing this mysterious substance 
for therapeutic use4.

Whereas others failed or, in the case of the Romanian scientist 
N. C. Paulesco, would have their work interrupted by World War I 
(ref. 4), the Toronto group in a mere 9 months successfully isolated 
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insulin from the pancreas. They would go on to prove that the pan-
creatic extract regulated blood glucose levels and urinary glucose 
excretion by reinjecting it into pancreatectomized dogs, while keep-
ing the longest living of these dogs, Marjorie, alive for more than 70 
days. James Collip, a biochemist from the University of Alberta, on 
sabbatical at the University of Toronto, joined the team late in the 
fall of 1921 and played a critical role in developing methods to reli-
ably isolate insulin from the pancreas using alcohol extraction. The 
first documented patient to receive insulin was 14-year-old Leonard 
Thompson. He received his first injection in January 1922, at a time 
when he, by all accounts, was near death. As reports of his treatment 
spread throughout North America, the team in Toronto received a 
growing number of desperate appeals from patients and their physi-
cians for the new therapy. They struggled to scale up the production 
to reach this growing demand. Ultimately this problem was solved 
through a partnership with the pharmaceutical corporation Eli Lilly 
and Company in Indianapolis, Indiana. Scientists at Lilly optimized 
methods of isoelectric precipitation enabling the extraction of large 
quantities of insulin from porcine pancreata, allowing it to be puri-
fied for commercial distribution.

The capability for insulin purification quickly spread to physi-
cians and scientists beyond North America. At a private dinner in 
1922, Elliot Joslin shared the news with the Nobel Prize-winning 
Danish scientist August Krogh and his wife Marie Krogh, who had 
recently been diagnosed with adult-onset diabetes. The Kroghs 
extended their trip by several days to visit Macleod in Toronto, 
obtained a license to bring the team’s insulin purification protocol 
to Europe, and immediately began production of insulin following 
their return to Copenhagen (serving as the starting foundation for 
what eventually became Novo Nordisk)17.

By the end of this incredible journey, the team in Toronto would 
be deeply fractured by conflict over who deserved scientific credit 
for the discovery of insulin. However, to ensure access of this life-
saving drug to patients with diabetes, the team agreed to sell their 
patents back to the University of Toronto for the price of CAN$1. 
Ultimately Banting and Macleod were awarded the 1923 Nobel 
Prize in Physiology or Medicine, with Banting sharing his portion 
of the award with Best, and Macleod doing the same with Collip4,18.

Advances in the understanding of diabetes pathophysiology. The 
transformative discovery of insulin, in part, represented an inevi-
table culmination of a body of work performed by many investiga-
tors over many years (Fig. 1). The evolution of our understanding 
of diabetes pathophysiology has similarly occurred due to the col-
lective observations of numerous clinicians and researchers. Before 
the clinical availability of insulin, astute observers delineated sub-
groups of affected individuals based on age of presentation, body 
habitus and survival on low-carbohydrate diets19. Once insulin 
therapy was available, clinicians related these differences to insulin 
requirements, with insulin-insensitive patients usually presenting 
with symptoms later in life, in association with obesity and a more 
insidious presentation20,21. Those who were more sensitive to insulin 
often presented at younger ages and required smaller doses of insu-
lin to suppress urine glucose and become hypoglycemic22. Direct 
comparison of forearm arteriovenous glucose gradients after simul-
taneous glucose and insulin administration showed differences in 
lean, young patients with diabetes compared to older, overweight 
patients23. These findings suggested that differences in glucose gra-
dients may be related to forearm muscle resistance to insulin action 
and that those with diabetes could be separated into distinct sub-
groups—the first with disease resulting from insulin insufficiency 
and the second with disease occurring due to insulin insensitivity23.

In the 1950s, the ability to quantify circulating insulin allowed 
for confirmation of insulin deficiency in certain groups of patients. 
Initial work used bioassays demonstrating that compared to human 
plasma from older obese females with nonketotic hyperglycemia, 

human plasma from young, ketotic patients with diabetes was 
unable to lower blood glucose values when injected into diabetic 
rats24. Similarly, the extractable insulin content of pancreata was 
tested for its ability to induce mouse seizures. These experiments 
showed that pancreatic insulin was almost undetectable in young 
people with diabetes. This was in contrast to the nearly ~50% reduc-
tion observed in older people with diabetes relative to nondiabetic 
controls25. Rosalyn Yalow and Solomon Berson’s development of 
a reliable radioimmunoassay allowed for direct measurement of 
insulin levels, allowing for the separation of insulin-deficient versus 
insulin-insensitive diabetes based on measurement of circulating 
insulin26. Yalow was awarded the 1977 Nobel Prize in Physiology or 
Medicine for this seminal work, becoming only the second woman 
to earn this award.

In search of a simple binary classification system, multiple nam-
ing iterations would be trialed, including groups I and II; types I 
and II; insulin sensitive and insensitive; insulin dependent and 
noninsulin dependent; and diabetes gras (fat) and diabetes maigre 
(thin)3,27,28. Still the actual etiologic basis for these different disease 
types remained unclear. Not until the 1950s, following the discovery 
of an autoimmune basis for other endocrine diseases, did researchers 
begin to consider autoimmunity as an etiology of insulin-deficient 
diabetes29–31. Patients with diabetes and an insulin-deficient phe-
notype were noted to frequently have detectable autoantibodies 
associated with other autoimmune diseases, including thyroid and 
gastric antibodies32,33. In animals, injections of anti-insulin serum, 
or homogenized pancreatic or islet tissues, resulted in development 
of islet immune lesions, supporting the idea that islets could gener-
ate an immune response34–36. Early reports examining small num-
bers of pancreatic sections from individuals with diabetes had only 
rarely identified examples of immune cell infiltration into the islet 
(that is, insulitis)37. However, in 1965, Willy Gepts analyzed a larger 
number of pancreatic samples obtained from children who died 
near the time of clinical diagnosis and showed islets with lympho-
cytic infiltrates in the majority of autopsy specimens, suggesting a 
clearer link to an immunologic origin of disease38. These findings in 
postmortem tissue were ultimately validated by key studies showing 
autoimmunity using blood samples from living donors. Leukocyte 
migration assays demonstrated that individuals with type 1 diabetes 
exhibited evidence of anti-pancreatic cell-mediated immunity2. In a 
now famous ‘eureka’ moment, in 1974, Franco Bottazzo, a research 
fellow in Deborah Doniach’s laboratory in London, was the first to 
successfully visualize islet cell antibodies using indirect immuno-
fluorescence, thereby confirming the presence of antibodies reac-
tive to the islet. During experiments originally designed to support 
his thesis work on Addison’s disease, he observed that pancreatic 
islets “lit up” after incubation with sera from some patients with 
polyendocrine autoimmunity, most of whom had or would go on to 
develop diabetes3,5. These findings would quickly be confirmed by 
multiple groups around the world3.

By the end of the 1970s, this work led to the recognition that 
immune-mediated loss of insulin-secreting cells was the cause of 
insulin-dependent diabetes3. In parallel, development of tech-
niques to measure insulin-mediated glucose disposal allowed for 
direct confirmation of insulin resistance in individuals matching 
a noninsulin-dependent diabetes phenotype39–41. Based on these 
findings, in 1979 the National Diabetes Data Group proposed clas-
sifying diabetes using the terms employed today: type 1 (insulin 
dependent), type 2 (noninsulin dependent), and ‘other’ denoting 
forms of disease not fitting into either of these two categories42.

Human cohorts provide a contemporary understanding of diabetes 
pathophysiology. New animal models of spontaneous disease43,44 and 
improvements in immunologic, metabolic and genetic phenotyping 
in human cohorts have continued to shape our understanding of 
type 1 and type 2 diabetes over the past half-century. The widely 
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adopted 1986 Eisenbarth model suggested that type 1 diabetes was a 
chronic autoimmune disease, with genetically predisposed individ-
uals encountering a hypothetical triggering event that activated islet 
autoimmunity, yielding progressive beta cell destruction and insulin 
deficiency45. Although a genetic contribution to diabetes was clear 
based on increased prevalence among family members, analyses of 
kindreds were limited by lack of a reliable biomarker for ‘pre-diabetes’, 
as well as a confusing picture based on different inheritance  

patterns, disease presentations and phenotypes, which also pointed 
to environmental exposures as contributors6,43–45. A theme of early 
twin studies indicated >90% concordance of diabetes in those diag-
nosed at older ages (that is, type 2 diabetes) and approximately 50% 
concordance of diabetes occurring in children and young adults 
(that is, type 1 diabetes)8,46,47. The description of the critical role of 
human leukocyte antigen (HLA) antigen-presentation genes in the 
transplantation setting48 was followed with the association of these 

Insulin as an underlying pathologic contributor 
to the development of diabetes 

Autoimmune destruction of insulin-producing cells
as an underlying etiology of type 1 diabetes 

Altered insulin secretion and action as the
underlying etiology of type 2 diabetes

1674
‘mellitus’ added to diabetes classification based
on sweetness of urine10

1867
Paul Langerhans publishes first detailed histologic 
studies describing islets13 
1890s
Pancreatic origin of diabetes shown in 
pancreatectomized dogs12 

Early 1900s
Understanding of relationship between diabetes, 
pancreatic islets and insulin secreted by the islets143,144

1920s
Banting, Best, Collip and Macleod show the 
central role of insulin in glucose metabolism. In 1922, 
Leonard Thompson is the first human to receive an 
insulin injection as treatment for diabetes18

1920s and 1930s
Clinical observations regarding insulin-sensitive 
and -insensitive diabetes based on clinical features19–22

1950s
Assays allowing for quantification of
insulin developed24–26

1979
National Diabetes Data Group proposes
classification of: type 1 and type 2 diabetes42 
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1950s
Autoimmune basis identified for Hashimoto’s thyroiditis and
Addison’s disease29–31

1960s and 1970s
Recognition that immune-mediated destruction of insulin-secreting
cells leads to insulin-deficient diabetes2,3,5–8,34–38

1970s and 1980s
Development and availability to research community of 
spontaneous rodent models of type 1 diabetes43,44

1980s
Cyclosporin treatment in new-onset type 1 diabetes prolongs clinical 
remission and endogenous insulin secretion65,66

1986
Eisenbarth publishes type 1 diabetes natural history paradigm45

1990s–2000s
Large-scale immunotherapy intervention studies set the 
stage for natural history cohorts of at-risk individuals that 
allow for much of the improved understanding of human 
disease pathophysiology over the next decades148. More 
recently, establishment of tissue repositories has allowed 
for key insights into human type 1 diabetes pathology149,150 

2015
Staging system for presymptomatic type 1 diabetes proposed based 
on aggregate data from natural history birth cohorts64

2019
Teplizumab Prevention Study shows 2-year delay in 
stage 3 disease onset with immunomodulation126,127

1930s
Early tools for assessment of insulin sensitivity 
are described22,23

1970s
Recognition of strong genetic contribution to
later-onset diabetes46,47

Late 1970s and 1980s
Techniques to measure glucose disposal by insulin 
allowed for direct quantification of insulin resistance39–41

1985
First description of homeostasis model assessment 
for steady-state estimation of insulin resistance and 
beta cell function145

1980s and 1990s
Multiple natural history studies identify a hyperbolic 
relationship between insulin sensitivity and normal 
beta cell function, and the timing of insulin resistance 
and abnormal insulin secretion relative to development 
of type 2 diabetes47,72–75

2000s
• Natural history data identify glucose disposition 
  indices, rather than insulin resistance in isolation, 
  as the key predictor of type 2 diabetes146,147

• Genome-wide association studies begin to identify 
  numerous contributing loci, the majority of which are 
  linked to beta cells80

Fig. 1 | A timeline of key discoveries in our understanding of insulin and diabetes pathophysiology. Shown in the main branch of the timeline are key  
discoveries in our understanding of insulin as a central contributor to diabetes pathophysiology10,12,13,18–22,24–26,42,143,144. Included in the left branch of the timeline are 
important milestones that have enabled the understanding of type 2 diabetes as a disease of impaired insulin secretion and action22,23,39–41,46,47,67,72–75,80,145–147.  
The right branch highlights notable discoveries that have led to the understanding of type 1 diabetes as an autoimmune disease2,3,5–8,29–31,34–38,43–45,64–66,126,127,148–150.
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Fig. 2 | The evolution of improvements in insulin pharmacokinetics. a, The native structure of human proinsulin. b, Representative pharmacokinetic 
profiles of available insulins administered subcutaneously. c, Structural changes of insulin analogs and years of introduction in the USA including 
rapid-acting insulin analogs (green boxes) and long-acting insulin analogs (red boxes)96,106,151–154.
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genes with autoimmune diseases including ankylosing spondylitis, 
multiple sclerosis and type 1 diabetes in the early 1970s (ref. 6). To 
this day, a standout feature of many autoimmune diseases including 
type 1 diabetes is that a small number of HLA class 2 alleles, criti-
cal for antigen presentation by the immune system, explain a large 
proportion of disease heritability.

In the 1990s, linkage analysis of sibling pairs affected by type 1 
diabetes identified an area on chromosome 11p15 (ref. 49) that was 
subsequently mapped to a region upstream of the insulin gene50–52 
as associated with type 1 diabetes. Subsequent genome-wide link-
age and then genome-wide association studies of cases and controls 
have described more than 60 loci outside the HLA region that also 
contribute to type 1 diabetes genetic risk53. The majority of vari-
ants point towards the role of inflammation and the immune sys-
tem in type 1 diabetes pathogenesis. More recently, there has been 
increased focus on whether many of these variants may influence 
beta cell interactions with the immune system, with over 40% of 
genes associated with type 1 diabetes being expressed in the islet 
or beta cell. Coupled with molecular studies in human islets and 
mouse models of disease, these genetic associations highlight an 
ongoing dialogue as to whether beta cell or immune system abnor-
malities are the key driving factor in the pathogenesis of type 1 dia-
betes54–59, a juxtaposition first described by Bottazzo as the notion of 
“beta cell homicide or suicide”60.

Contemporary and large natural history studies assembled 
based on HLA genotypes and family history have shown that type 
1 diabetes is a heterogenous disorder and that features beyond 
autoimmunity, including metabolic factors, exocrine function and 
environmental exposures, impact progression to clinical disease61. 
In addition, birth cohort studies have shed light on the timing of 
autoantibody development, describing a wide range but a surpris-
ing peak incidence of islet autoantibody development at 9 months 
of age62, particularly focused on insulin autoimmunity. A seminal 
analysis of four different birth cohorts from the USA, Finland and 
Germany demonstrated that the presence of a single islet autoanti-
body is associated with a 13% risk of developing type 1 diabetes over 
15 years. In contrast, having two or more antibodies is associated 
with a 70% risk over 10 years of observation and an 84% risk over 
15 years63. These and other data led to a proposed modified staging 
system in 2015. Here, stage 1 diabetes is defined by two or more 
autoantibodies, while stage 2 diabetes is defined as the presence of 
multiple autoantibodies and dysglycemia. Stage 3 type 1 diabetes is 
defined by the progression to overt diabetes based on the American 
Diabetes Association standards, which include a fasting blood 
glucose of greater than 7.0 mmol l−1 (1.26 g l−1), a random glucose 
of >11.1 mmol l−1 (2 g l−1) with symptoms, an abnormal oral glu-
cose tolerance test or a hemoglobin A1C level of >48 mmol mol−1 
(6.5%)64. This staging paradigm has provided a regulatory and con-
ceptual framework for efforts focused on disease prevention65,66 and 
for mechanistic studies focused on developing stage-specific meta-
bolic and immune signatures.

In parallel, beautifully detailed physiologic studies using intra-
venous and oral glucose tolerance tests and hyperglycemic clamps 
have provided further insight into the metabolic underpinnings of 
type 2 diabetes. These studies have demonstrated that to maintain 
glucose homeostasis, a feedback loop exists in which decreased 
insulin sensitivity is tightly associated with increased insulin secre-
tion from the beta cell, with this hyperbolic relationship between 
beta cell responsivity and insulin sensitivity termed the disposition 
index67,68. Natural history studies of cohorts progressing to type 2 
diabetes have demonstrated early impairments in insulin sensitiv-
ity, which are evident more than 10 years in advance of diabetes 
development. Initially, beta cell function is increased, maintaining 
glucose levels at higher but still normal levels and below the diag-
nostic threshold for diabetes. However, the ability of the beta cell to 
maintain this response is finite in some individuals. As the beta cells 

undergo a process of failure that has been linked with a number of 
molecular processes, including oxidative and endoplasmic reticu-
lum stress, lipotoxicity and dedifferentiation69–71, beginning around 
3 years before the onset of diabetes, decreasing insulin secretion 
and an accelerated rise in blood glucose levels are observed72–75. 
However, the temporal relationship between changes in insulin 
secretion and insulin sensitivity continue to be elucidated, as insulin 
hypersecretion may also contribute to or exacerbate insulin resis-
tance, and has even been documented before insulin resistance in 
some individuals76.

Despite the high heritability observed in twin studies46,47, it took 
longer to begin to identify the genetic loci responsible for the high 
concordance observed in twin studies of type 2 diabetes. The first 
associated loci, in genes including TCF7L2, INSR, IRS1, GCK and 
KCNJ11 (refs. 77,78), were originally identified by linkage or candidate 
gene studies, and since the turn of the century, increasing size and 
depth of genome-wide association studies have rapidly expanded 
the list of associated loci in type 2 diabetes to more than 250 with 
400 independent signals79. The majority of associated loci are linked 
to beta cells, supporting the idea that impaired beta cell function is 
critical to type 2 diabetes pathogenesis78,80. Despite the large number 
of associated loci, their individual contributions to overall risk are 
moderate, explaining just under 20% of heritability and highlight-
ing the proportion of ‘missing heritability’ that is still to be fully 
elucidated. Whereas type 1 diabetes seems to be a discrete entity 
defined by islet autoimmunity, beta cell destruction and a relatively 
small group of genes, an outstanding question is whether type 2 
diabetes will be resolved into multiple subtypes/clusters defined by 
genetic associations, mechanisms and phenotype81–83 and whether 
this approach will improve precision intervention and treatment.

Advances in the molecular characterization of insulin. Soon after 
the discovery of insulin and in parallel to its application in clinical 
medicine, there was a steady march to shed light on the molecular 
characteristics of the insulin molecule. In 1935, a research fellow, 
Dorothy Crowfoot Hodgkins, took the first diffraction images of 
insulin crystals84. She would continue her work on the insulin mole-
cule on and off throughout her career, ultimately solving the crystal 
structure in 1969 and showing that insulin was a hexamer com-
posed of three heterodimers85. Hodgkins earned the Nobel Prize in 
Chemistry in 1964 for her pioneering work in crystallography, all 
while battling her own autoimmune condition, rheumatoid arthri-
tis86. In the early 1950s, Frederick Sanger determined the amino acid 
sequences of the A and B chains of insulin87–90. By 1955, he would 
demonstrate the position of the two disulfide bonds linking the A 
and B chains and the intrachain disulfide bond within the A chain, 
and in 1958, he was awarded the Nobel Prize in Chemistry91–93. In 
addition to being the first protein that was successfully sequenced, 
insulin was the first molecule to be characterized as a prohor-
mone. In another moment of serendipity, Donald Steiner had the 
opportunity to study an insulinoma tumor removed from a patient 
at the University of Chicago in 1965. While analyzing extracts of 
the tumor and in subsequent experiments, Steiner identified pro-
insulin as the larger single-chain precursor of insulin, established 
proinsulin as the origin of C-peptide, and showed that insulin and 
C-peptide were secreted from the beta cell in equimolar ratios94,95. In 
1968, Ronald Chance at Lilly Research Laboratories in Indianapolis 
published the porcine sequence of the proinsulin molecule96.

These structural accomplishments would pave the way for stud-
ies describing the interaction of insulin with the insulin receptor97, 
and would serve as a precursor to our understanding of mono-
genic forms of diabetes resulting from mutations in the insulin 
gene, which yield distinct phenotypes based on structural impacts. 
Altered interaction of structurally abnormal insulin with the insu-
lin receptor leads to altered insulin action, hyperinsulinemia and 
adult-onset diabetes with autosomal dominant inheritance98. In 
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contrast, recessive mutations impacting insulin biosynthesis result 
in neonatal diabetes99. Heterozygous mutations can also impair the 
normal folding of insulin precursors, yielding abnormal molecules 
that act in a dominant-negative fashion to impair the exit of all 
proinsulin from the endoplasmic reticulum100. This initially causes 
insulin deficiency, followed by severe beta cell endoplasmic reticu-
lum stress and apoptosis100,101. Molecular studies defining the bio-
logic impact of mutant INS gene-induced diabetes of youth (MIDY) 
mutations have also yielded valuable insights into the normal 
molecular pathways of insulin biosynthesis, precursor processing 
and transit through the secretory pathway101, recently highlighting 
how certain conserved residues are critical for normal insulin fold-
ing102. Finally, decades after Steiner’s original identification of pro-
insulin as insulin’s precursor, increased proinsulin secretion relative 
to insulin or C-peptide is accepted as a serum proxy for beta cell 
stress and dysfunction and a predictive biomarker for both type 1 
and type 2 diabetes103,104.

Advances in the clinical use of insulin. The molecular character-
ization of insulin would also dramatically shape diabetes therapy. 

After the first clinical use of ‘regular’ insulin for patients, the pan-
creatic extract was further purified, the source of insulin moved to 
pork and later beef pancreas, and the concentration was increased 
from the original commercially available U-5 insulin (for example, 
5 units ml−1) to U-10, U-20, U-40 and U-80 preparations105. Later, 
in the early 1970s, the most common insulin preparation became 
U-100. More concentrated insulins also became available, and were 
employed for people with severe insulin resistance (U-200, U-300 
and U-500); the first was U-500 beef regular insulin, which was 
developed in 1952.

Although exogenously administered regular insulin was life-
saving, its pharmacokinetics did not mirror that of endoge-
nously produced human insulin. Administered insulin molecules 
self-associate into hexamers, which must dissociate into dimers 
and then monomers before entering the circulation, with typical 
delays of 60–90 min from injection to peak action. This contrasts 
with the circulating endogenous insulin peak action of approxi-
mately 15–30 min after the start of food ingestion. In addition to the 
delay in action, these first insulins were all short acting (Fig. 2) and 
required multiple injections per day.

1920s 1930s 1940s 1950s

2000s 1990s 1980s 1970s 1960s

“...My treatment was a near starvation
diet. Insulin was available at this 

time, but looking back I am convinced
 that the average physician in those days
 did not feel sufficiently confident to use 

this comparatively new treatment…”
K.R., diagnosed 1929

“…I was instructed in the ‘Line Ration 
Diet’, in which one black portion of

carbohydrate food, added to one red 
portion of protein or fat, equalled

 one ‘line’.” 
G.P., diagnosed 1934

“….Everything was weighed and 
measured. I was allowed to eat 

unlimited greens but had to 
measure a quarter of a carrot!...”

J.W., diagnosed 1948 

“…Unlike the razor-sharp, micro needles 
used today, we used thick needles with a 
heavy glass and metal syringe… At home,

patients were advised to sharpen their 
needles on a fine razor stone …”

C.C., diagnosed 1955

“…I was diagnosed when newer 
insulins, meter, and pump technology 

really started taking off. I started
pumping insulin just a year after

I was diagnosed…”
K.H., diagnosed 2002

“…I was put on Lantus long-acting 
insulin and Humalog insulin pens 

that was really convenient for 
keeping up with a diverse diet

in college…”
 J.S., diagnosed 1995

“…I started straight into home blood 
glucose testing 4 times per day. The lancet 

device was brutal. The glucometer 
took a big drop of blood and two minutes 

to work. You sprayed the blood off after
one minute and then put the strip in  for 

colorimetric reading…”
 P.A.F., diagnosed 1984

“…I spent 5 days in the hospital learning
to test my urine for glucose, give insulin 

injections, a very restrictive diet, and
a new and unwanted lifestyle…”

D.A.I., diagnosed 1977

…When I was first diagnosed 
we didn’t have sterile disposable 

insulin syringes and needles - 
they used to be glass and had to 

be boiled between use to 
sterilize them…

J.C.G., diagnosed 1965

Fig. 3 | Advances in diabetes management viewed through the lens of individuals with type 1 diabetes. The full names of contributing individuals for the  
years 1965–2006 are included in the Acknowledgements. The quotes from K.R. (diagnosed 1929) and G.P. (diagnosed 1934) are from ref.!155. The quote  
from J.W. (diagnosed 1948) is from ref.!156. The quote from C.C. (diagnosed 1955) is from ref.!157.
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An ultrarapid-acting version of insulin aspart was subsequently 
developed by adding nicotinamide and l-arginine as excipients that 
improve the insulin’s stability and rate of absorption116. An ultra-
rapid insulin lispro has also been developed by using a prostacy-
clin analog to enhance vasodilation and absorption and citrate to 
enhance local vascular permeability.

The first long-acting once-daily basal insulin, glargine, was 
approved in 2000 (ref. 117). It was designed to have an extended dura-
tion of action through amino acid modifications in both chains (A 
chain A21 asparagine substituted by glycine and B chain elongated 
by adding two arginines). These changes achieved a prolonged dura-
tion by shifting the isoelectric point to make the insulin soluble at an 
acidic pH but precipitate at the injection site at a pH of 7.4, allowing 
for slow dissociation. The next long-acting basal insulin, detemir, 
was approved in 2005 (ref. 118). Detemir has a fatty-acid (myristic 
acid) side chain bound to position B29 that facilities self-association 
and an affinity for albumin allowing for prolonged duration of 
action without peaks. Insulin degludec followed a decade later; 
degludec forms a depot of soluble multihexamers at the injection 
site giving it an ultralong (>42 h) glucose-lowering effect119.

Improvements in insulin therapy have also been realized by 
changes in the method of delivery. Initially, insulin was available 
only through administration via vials and syringes. In 1985 the 
first insulin pen was launched by Novo Nordisk120. More recently 
developed ‘smart’ insulin pens allow for tracking of insulin dosing, 
and integration with smartphone applications to provide reminders, 
integrate with blood glucose data and provide dosing recommenda-
tions120. Advances in insulin delivery have also included the devel-
opment of inhaled insulin with a faster onset of action and offset of 
effect than any of the injected insulins121. The first, Exubera, came 
to market in 2006, but was rapidly withdrawn due to poor market 
uptake. Inhaled technosphere insulin, Afrezza, was launched com-
mercially in the next decade by Mannkind, although cost, limited 
dosing flexibility and continued concern about pulmonary effects 
have limited its clinical uptake and use.

Arguably, the most impactful technology-driven advances in 
insulin delivery have revolved around the technology of continu-
ous subcutaneous insulin infusion using insulin pumps122. The 
first closed-loop insulin pump that incorporated automatic blood 
glucose sensing was designed by Arnold Kadish in 1963 (ref. 123). 
It was large (like an “army backpack”) and impractical for daily 
use. The first bedside computer-controlled closed-loop system, the 
Biostator, was invented by Miles Laboratory (Elkhart IN) in 1974 
(ref. 124). During the late 1970s, rigorous testing of insulin pumps 
began in earnest—leading to the first wearable systems, including 
the ‘big blue brick.’ By the 1980s, continuous subcutaneous insulin 
infusion had become a viable alternative means of delivering insu-
lin122. In 1983, MiniMed brought the first commercial pump to mar-
ket. Improvements over the next several decades have included the 
emergence of new pump models by multiple manufacturers, includ-
ing tubeless patch pump models, the ability to modify the timing/
duration of insulin bolus delivery and improvements in device 
usability. The development of reliable and accurate continuous glu-
cose monitors allowed for the possibility of integration of glucose 
data with pump insulin delivery and sparked a flurry of interest 
to develop safe and effective algorithms for closed-loop systems, 
notably championed by do-it-yourself movements from the diabe-
tes community itself122,125. Now, increasingly, many pumps employ 
hybrid closed-loop technologies with automatic insulin dosing by 
the pump based on continuous glucose readings and trends.

What does the future hold? In the 100 years since the discovery of 
insulin, there has been remarkable progress in our ability to treat 
type 1 and type 2 diabetes, facilitated by an improved understanding 
of the pathophysiology of the disease and improvements in insulin 
formulation and delivery. This progress is captured in an impres-

sive series of scientific accomplishments summarized in this Review 
and shown in Fig. 1, several of them recognized by the most presti-
gious awards in Medicine, Physiology and Chemistry. However, the 
true impact of these achievements is best illustrated by the voices 
of patients who have seen dramatic changes in the management of 
their type 1 diabetes (Fig. 3).

What do the next 100 years hold for insulin and those who 
depend on it (Fig. 4)? Furthermore and importantly, will treatment 
with exogenous insulin therapy become another note in the history 
books? For type 1 diabetes, this goal is a centerpiece of clinical tri-
als testing disease-modifying interventions, including work that is 
ongoing in several large networks such as Type 1 Diabetes TrialNet, 
the Immune Tolerance Network and INNODIA. In 2019, following 
a nearly three-decade search for successful disease prevention, the 
Type 1 Diabetes TrialNet study of the anti-CD3 antibody teplizumab 
showed that a single 14-day course of drug could delay the onset 
of clinical diabetes (that is, stage 3 type 1 diabetes) by a median of 
32.5 months in high-risk multiple-autoantibody-positive individu-
als with dysglycemia (that is, stage 2 type 1 diabetes)126,127. Results 
from this seminal study have underscored the importance of identi-
fying the correct therapeutic window for intervention, but have also 
raised the practical question of how to identify at-risk individuals 
outside a research setting. In this regard, population-based screen-
ing is now being increasingly performed in several countries and 
regions, and is based on autoantibody measurement and, in some 
cases, assessment of genetic risk. Genetic risk stratification has 
focused on assessment of HLA risk or more recently calculation of 
polygenic genetic risk scores that sum the effects of a large number 
of variants128. The education and anticipatory guidance provided 
as part of these programs have been shown to significantly reduce 
the risk of ketoacidosis at the onset of stage 3 type 1 diabetes129. 
However, additional research will be needed to identify the ideal 
timing and frequency of screening and how to prioritize at-risk 
individuals for interventions. For type 2 diabetes, complementary 
disease-modifying therapies that may reduce or eliminate the need 
for insulin administration have also represented a rapidly expand-
ing field of interest130–132.

In addition to efforts focused on disease modification, there are 
continuing efforts to improve insulin therapies and there is still 
much to be refined in our approach to exogenous insulin deliv-
ery. There is a hope for development of better insulins including: 
insulins with even faster pharmacokinetics, once-weekly insu-
lin, oral insulin and, ultimately, glucose-responsive ‘smart’ insu-
lins that increase circulating concentrations under conditions of 
hyperglycemia. Additional technological advancements on the 
horizon include improved algorithms for automated insulin deliv-
ery devices, implantable devices and dual-hormonal systems that 
combine automated delivery of insulin and glucagon133,134. Finally, 
there is also considerable interest in developing renewable, cellu-
lar sources of insulin through the generation of beta-like cells from 
either induced pluripotent stem cells or embryonic stem cells. While 
a beta-like cell with behavior that fully recapitulates the physiology 
of a normal beta cell is yet to be realized, there has been a steady 
series of improvements to directed differentiation strategies over 
the past 20 years135–138. In parallel, a large body of work has focused 
on developing the ideal cellular niche and encapsulation strategies 
to support normal patterns of hormone secretion while also pro-
tecting these cellular implants from autoimmune destruction139,140. 
Improvements in insulin delivery and monitoring and alternative 
cell-based sources of insulin have the potential to broadly impact 
diabetes management and will benefit individuals with type 1 and 
type 2 diabetes, as well as rarer forms of the disease.

Closing. In the 1920s, having developed a transformative and life-
saving therapy, the Toronto team faced an almost impossible chal-
lenge, and they struggled at the outset to produce enough insulin 
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to meet a rapidly growing demand and to distribute insulin in a 
fashion that was equitable1. As we celebrate this remarkable centen-
nial anniversary and the subsequent discoveries that have improved 
life expectancy and quality of life for those with diabetes (Fig. 3), 
there are continued challenges with accessibility and equity, which 
have only been exacerbated by advances in diabetes care technol-
ogy. In a recent analysis of children and adults with type 1 diabetes 
in the USA, the average cost associated with diabetes totaled nearly 
US$800 per month, with nearly 50% driven by pharmacy costs141. 
Even the most basic component of diabetes management, insulin 
itself, has become unaffordable for many142. From 2012 to 2016, the 
average list price of insulins increased by 14–17% per year in the 
USA. These increases are often driven by gaps between the list price 
and the net price ultimately received by manufacturers, which have 
been largely attributed to rebates and discounts negotiated between 
stakeholders in a supply chain with poor transparency143. As mem-
bers of the Toronto team arranged to sell their patents for insulin 
back to the University of Toronto for CAN$1, Banting is reported 
to have remarked, “Insulin belongs to the world, not to me.” Thus, 
while we envision a future of possibilities for those who require insu-
lin to survive, it is important that we not forget Banting’s altruism 
and become complacent to this most basic and fundamental chal-
lenge of the present. Only once equal access for patients around the 
globe is established will the remarkable achievements surrounding 
insulin over the past century truly realize their greatest impact144–150.
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ABSTRACT
Introduction People living with diabetes in low- 
resource settings may be at increased hypoglycemia 
risk due to food insecurity and limited access to 
glucose monitoring. We aimed to assess hypoglycemia 
risk associated with sulphonylurea (SU) and insulin 
therapy in people living with type 2 diabetes in a low- 
resource sub- Saharan African setting.
Research design and methods This study was 
conducted in the outpatients’ diabetes clinics of two 
hospitals (one rural and one urban) in Uganda. We 
used blinded continuous glucose monitoring (CGM) 
and self- report to compare hypoglycemia rates and 
duration in 179 type 2 diabetes patients treated 
with sulphonylureas (n=100) and insulin (n=51) in 
comparison with those treated with metformin only 
(n=28). CGM- assessed hypoglycemia was de!ned 
as minutes per week below 3mmol/L (54mg/dL) and 
number of hypoglycemic events below 3.0 mmol/L (54 
mg/dL) for at least 15 minutes.
Results CGM recorded hypoglycemia was infrequent in 
SU- treated participants and did not differ from metformin: 
median minutes/week of glucose <3 mmol/L were 
39.2, 17.0 and 127.5 for metformin, sulphonylurea and 
insulin, respectively (metformin vs sulphonylurea, p=0.6). 
Hypoglycemia risk was strongly related to glycated 
haemoglobin (HbA1c) and fasting glucose, with most 
episodes occurring in those with tight glycemic control. 
After adjusting for HbA1c, time <3 mmol/L was 2.1 
(95% CI 0.9 to 4.7) and 5.5 (95% CI 2.4 to 12.6) times 
greater with sulphonylurea and insulin, respectively, than 
metformin alone.
Conclusions In a low- resource sub- Saharan African 
setting, hypoglycemia is infrequent among people with 
type 2 diabetes receiving sulphonylurea treatment, and the 
modest excess occurs predominantly in those with tight 
glycemic control.

Significance of this study

What is already known about this subject?
 ► Evidence from high- income countries suggest that 
severe hypoglycemia is rare in patients taking sul-
phonylureas, but in those with well- controlled dia-
betes, non- severe hypoglycemia may be common.

 ► People treated with sulphonylureas in low- income 
countries may be at increased of hypoglycemia be-
cause of food insecurity, lack of access to glucose 
monitoring, and use of older sulphonylurea agents 
that have higher hypoglycemia risk; however, the 
risk of hypoglycemia with these agents in low- 
income populations is unclear.

What are the new !ndings?
 ► Both continuous glucose monitoring assessed and 
self- reported hypoglycemia were infrequent in par-
ticipants with sulphonylurea- treated diabetes and 
did not differ from metformin.

 ► Hypoglycemia risk was strongly associated with gly-
cemic control, with most episodes occurring in those 
with tight glycemic control.

 ► After adjusting for glycemic control (HbA1c), partic-
ipants receiving sulphonylurea or insulin treatment 
experienced two and !ve times more continuous 
glucose monitoring assessed hypoglycemia, respec-
tively, than those receiving metformin.

How might these results change the focus of 
research or clinical practice?

 ► The high rates of poor glycemic control in type 2 
diabetes patients and relatively low hypoglyce-
mic events among patients taking sulphonylureas 
suggest that there is room for optimizing glycemic 
control using these cheap, readily available and ef-
fective agents in low- resource settings.

 on April 25, 2022 by guest. Protected by copyright.
http://drc.bm

j.com
/

BM
J O

pen Diab Res Care: first published as 10.1136/bm
jdrc-2021-002714 on 21 April 2022. Downloaded from

 



 254 

2 BMJ Open Diab Res Care 2022;10:e002714. doi:10.1136/bmjdrc-2021-002714

Clinical care/Education/Nutrition

INTRODUCTION
The prevalence of type 2 diabetes is rapidly increasing 
especially in low- income and middle- income countries 
(LMICs) where the majority of people living with type 2 
diabetes reside.1 While complications of type 2 diabetes 
can be reduced by maintaining glucose control,2 3 
glycemic control for people living with type 2 diabetes 
in LMICs is often poor.4 A key barrier to intensifying 
glucose- lowering therapy in low- resource healthcare 
settings is fear of hypoglycemia.5 6 Sulphonylureas (SUs) 
and insulin remain the most available treatments after 
metformin for people living with diabetes in LMICs.7 8 
Because of limited resources, treatments with lower risk 
of hypoglycemia, such as the newer classes of SUs (eg, 
gliclazide and glimepiride) and analog insulins, are not 
readily available in LMICs,8 and robust glucose moni-
toring is often unaffordable, even for those treated with 
insulin.9 Concerns about hypoglycemia mean that SUs 
may be started at far higher glycemic thresholds than 
recommended in international guidance.10 11

It is not clear whether this fear of hypoglycemia among 
type 2 diabetes patients in low- resource settings is justi-
fied. Previous studies investigating the burden of hypo-
glycemia among type 2 diabetes patients in low- resource 
settings are limited, with available data predominantly 
from high- income countries.12 Observational and trial 
data from high- income countries suggest that severe 
hypoglycemia is rare in patients taking SUs, but in those 
with well- controlled diabetes, non- severe hypoglycemia 
may be common.13 14 Studies in high- income countries 
suggest substantially higher rates of hypoglycemia with 
insulin than SUs.15 16 However, these data may not apply 
in resource poor settings where use of older SUs, with 
higher hypoglycemia risk compared with newer gener-
ation SUs (eg, gliclazide and glimepiride) and food 
insecurity (and therefore missed meals) are common. 
In addition, due to resource constraints, the majority of 
those receiving treatment associated with hypoglycemia 
will not be able to access capillary glucose monitoring.

We therefore aimed to assess hypoglycemia risk with 
SUs and insulin therapy (in comparison with metformin) 
in people living with type 2 diabetes in a low- resource 
sub- Saharan African setting.

METHODS
We compared continuous glucose monitoring (CGM) 
and self- reported hypoglycemia in people treated with 
metformin, sulfonylureas or insulin attending diabetes 
clinics in Uganda. CGM was used to obtain an objective 
assessment of hypoglycemia.

Study population
People living with type 2 diabetes attending a routinely 
scheduled diabetes clinic in a rural- based hospital 
(Masaka regional referral hospital) and urban- based 
hospital (St. Francis Hospital Nsambya) were invited 
consecutively. Eligible individuals were aged 18 years 

and above and treated with metformin, SU or insulin. All 
participants provided written informed consent before 
entering the study.

Patient and public involvement (PPI)
Patients were involved in prioritization of the research 
question. Patients were not involved in the design and 
conduct of the study. However, they were central to 
dissemination of the results by choosing to have some 
of the results sent to their respective clinicians and will 
continue to be involved in ongoing study dissemination.

Study procedures
We used questionnaires to record baseline patient char-
acteristics including sociodemographic, diabetes medical 
history, current treatment information, and history of 
severe hypoglycemia in the previous 12 months.

We assessed glucose levels over a 14- day period from 
the baseline visit using the blinded Freestyle Libre Pro 
Glucose Monitoring System (Abbott Laboratories, Illi-
nois, USA) as previously described.17

Hypoglycemia assessment
CGM- assessed hypoglycemia was defined according to the 
international consensus on use of CGM guidelines as the 
number of hypoglycemic events that occur over the given 
CGM reporting period.18 Clinically significant hypogly-
cemic events were defined as readings below the 3.0 
mmol/L (54 mg/dL) threshold for at least 15 minutes. 
The end of a CGM hypoglycemic event was defined at 
the point where glucose was at least 3.9 mmol/L (70 mg/
dL) for 15 min. Hypoglycemia rate and duration below 
3 mmol/mol were standardized to events/week and 
minutes/week per week, respectively, to account for vari-
ation in duration of CGM measurement. Self- reported 
hypoglycemia data were collected using a questionnaire 
that captured the history of hypoglycemia requiring assis-
tance of another person, history and number of times the 
participant was hospitalized due to hypoglycemia in the 
previous 12 months.

Statistical analysis
Statistical analysis was performed using Stata V.16.1 
(StataCorp LLC).

Medians and IQrs are reported for descriptive data due 
to skewed nature of most variables. We compared median 
hypoglycemia event rate per week and the median 
minutes below 3 mmol/L per week across treatment 
classes using the non- parametric Wilcoxon rank- sum test. 
Frequency of self- reported hypoglycemia and hospital 
admission due to hypoglycemia was assessed, and propor-
tions were compared across the three treatment groups 
using χ2 or Fischer’s exact tests.

Hypoglycemia rate and minutes below 3 mmol/L per 
week results were positively skewed following a Poisson 
distribution. We therefore assessed whether the differ-
ences in hypoglycemia rates between the three treatment 
groups were due to confounding by differences in clin-
ical features associated with hypoglycemia using Poisson 
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regression models. To ensure model assumptions of 
variance, we fitted Poisson regression with robust SEs.19 
The differences in minutes below 3 mmol/L were also 
assessed using Poisson regression; the Poisson regres-
sion with robust SEs (Huber- White- Sandwich linear-
ized estimator of variance) was preferred to log- linear 
regressions for easy interpretation of results and due to 
the presence of numerous natural zeros in the outcome 
of interest (minutes below 3 mmol/L) and overdisper-
sion.20 We assessed the rates and the minutes below 3 
mmol/L, with and without adjustment for glycemic 
control (glycated haemoglobin (HbA1c) or fasting 
plasma glucose (FPG)), age, sex, diabetes duration and 
body mass index (BMI). We then visually assessed the 
relationship between FPG and HbA1c using scatter plots 
and compared rate and duration at different HbA1c and 
FPG values.

The adjusted means of hypoglycemia rates and 
minutes below 3 mmol/L per week were then esti-
mated using the margins command for each treatment 
class (ie, metformin only, SUs and insulin) holding 
HbA1c or FPG (or other adjusted covariates) at the 
sample population mean. We also estimated adjusted 
mean rates of hypoglycemia and minutes per week 
below glucose levels of 3 mmol/L at clinically relevant 
HbA1c and FPG thresholds.

RESULTS
Baseline characteristics
One hundred and seventy- nine participants met analysis 
inclusion criteria (online supplemental figure 1). Twenty- 
eight participants were treated with metformin only, 100 
were treated with SUs (with or without metformin) and 
51 were treated with insulin (with or without metformin 
and/or SU) (online supplemental figure 1). Of the 100 
participants treated with SUs, 67 patients (67%) were 
prescribed glibenclamide, 26 (26%) were prescribed 
glimepiride and 7 (7%) were prescribed gliclazide. 
Forty- two of 51 (78.8%) of the patients taking insulin 
were on mixtard insulin. The median duration of CGM 
was 14 (IQR: 13–14) days. Baseline characteristics are 
shown in table 1. Participants treated with SU and insulin 
had substantially higher glycemia than those treaded 
with metformin: median HbA1c (mmol/mol) of 66 
(IQR: 2–83), 84 (IQR: 67–102) and 46 (IQR: 39.5–63.5) 
respectively.

Metformin group includes patients being treated with 
metformin only, SU group includes patients on SUs and 
metformin, and insulin group includes patients being 
treated with insulin with metformin and/or SUs. Renal 
impairment was defined as an estimated glomerular filtra-
tion rate (eGFR)<60 mL/min/1.73 m2. Per cent time 
spent in optimal range was defined as the percentage 
of readings and time spent between 3.9–10.0 mmol/L 
(70–180 mg/dL).

Hypoglycemia was infrequent in participants with SU-treated 
diabetes and did not differ from metformin
Median minutes and rate below 3 mmol/L per week of 
CGM defined hypoglycemia were low in those treated 
with SUs and similar to rates observed in those treated 
with metformin (figure 1 and table 1). Median (IQR) 
minutes below 3 mmol/L per week were 39.2 (0–174.8), 
17.0 (0–229.3) and 127.5 (0–637.5) with metformin, SU, 
and insulin, respectively. Median hypoglycemic events/
week were 1 (IQR: 0–2.3), 0.5 (0–3.0) and 2 (0–6.0) with 
metformin, SU, and insulin, respectively. Self- reported 
hypoglycemia results were broadly consistent with 
CGM findings, with numerically similar proportions of 
reported hypoglycemia- related hospitalization with SU 
(3.0% (95% CI 0.6 to 8.5) and metformin (3.6% (95% 
CI 0.1 to 18.3)) and higher rates in those treated with 
insulin (11.8% (95% CI 4.4 to 23.9) (table 1).

Hypoglycemia risk was strongly associated with glycemic 
control, with most episodes occurring in tightly controlled 
diabetes
In those treated with SU and insulin, time spent in hypo-
glycemia and hypoglycemic event rate was strongly asso-
ciated with glycemic control, with differences in HbA1c 
explaining 33.1% (p=<0.001) and 20.7% (p=0.005) of 
variation in time below 3 mmol/L for SU and insulin, 
respectively (figure 2). The majority of hypoglycemia 
occurred in those with lower HbA1c or fasting glucose 
(figure 2 (time <3 mmol/L) and online supplemental 
figure 2) (hypoglycemia rate). Participants with HbA1c 
below 53 mmol/mol (7%) spent 2.34% (IQR: 0.60–4.49) 
and 5.61% (0.34–13.80) of their total time per week in 
hypoglycemia (<3 mmol/L), for SU and insulin, respec-
tively. In comparison, those who had an HbA1c ≥53 
mmol/mol on SU spent 0.0% (IQR: 0.00–0.92) and those 
on insulin spent 1.27% (0.00–5.75) of their total time per 
week in hypoglycemia (<3 mmol/L). Participants with 
fasting glucose <7 mmol/L spent 2.40% (IQR: 0.60–4.98) 
and 6.52% (IQR: 1.24– 13.50) of their total time per 
week in hypoglycemia, for SU and insulin, respectively, in 
comparison with only 0.0% (IQR: 0.00–0.46) and 0.67% 
(IQR: 0.00–3.44) for those who had fasting glucose ≥7 
mmol/L (online supplemental table 1).

In analysis adjusted for HbA1c participants receiving SU 
or insulin treatment experienced two and !ve times more 
hypoglycemia, respectively, than those receiving metformin
Table 2 shows mean and rate ratio for minutes in hypogly-
cemia by treatment (relative to metformin), unadjusted 
and with adjustment for HbA1c (model 2) and HbA1c, age, 
diabetes duration, BMI and sex (model 3). In unadjusted 
analysis, the mean number of minutes <3 mmol/L per week 
for SU and metformin treatment did not substantially differ 
(duration ratio SU vs metformin 1.4 (95% CI 0.69 to 2.91), 
p=0.35), but duration in hypoglycemia substantially higher 
with insulin than metformin (duration ratio 2.5 (95% CI 
1.3 to 5.0), p=0.009). After adjusting for HbA1c, differ-
ences between therapies were accentuated, with minutes 
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<3 mmol/mol 2.1 (95% CI 0.9 to 4.7, p value=0.067) and 
5.5 (95% CI 2.4 to 12.6, p value=<0.001) times greater than 
metformin with SU and insulin, respectively. Findings were 
not substantially altered by further adjustment for age, 
BMI, diabetes duration, renal impairment and sex.

When adjusting to HbA1c of 53 mmol/mol (7%), an 
internationally recognized target for glycemic control, 
estimated minutes in hypoglycemia (per week) were 
137.2 (95% CI 49.6 to 224.7), 290.9 (168.8 to 413.0) and 
751.9 (433.9 to 1070.0) with metformin, SU and insulin, 
respectively (online supplemental material 3). Find-
ings were similar for hypoglycemia rates per week, with 
rates approximately two and five times higher with SU 
and insulin than metformin after adjustment for HbA1c 
(table 3). Estimated adjusted mean rates of hypoglycemia 
at a range of clinically relevant HbA1c (and FPG) thresh-
olds are shown in online supplemental figure 4).

Table 1 Characteristics of CGM- assessed and self- reported hypoglycemia in type 2 diabetes according to treatment

Variable

Median (IQR) for continuous variables, n (%) for proportions

Metformin group SU group Insulin group

Number 28 100 51
Female, n (%) 18 (64.3) 57 (57.0) 31 (60.8)

Age, years 56.5 (49.5–61.5) 55.5 (50.0–62.0) 55.0 (49.0–64.0)

Diabetes duration, years 5.0 (2.0–8.0) 6.0 (3.0–9.0) 10.0 (8.0–17.0)

BMI, kg/m2 26.9 (24.2–29.9) 26.7 (23.7–30.1) 25.8 (23.1–30.2)

eGFR 113.4 (96.8–123.7) 112.8 (93.8–121.0) 110.8 (92.3–121.8)

Renal impairment, n (%) 0 (0) 6 (6.0) 4 (7.8)

Glycemic control

CGM duration 14 (13–14) 14 (13–14) 14 (13–14)

Average CGM glucose (mmol/L) 6.8 (5.4–9.9) 8.5 (7.0–12.0) 10.1 (8.2–14.5)

HbA1c (%) 6.4 (5.8–8.0) 8.2 (6.9–9.6) 9.8 (8.2–11.3)

HbA1c (mmol/mol) 46 (40–64) 66 (52–83) 84 (67–102)

Fasting glucose 7.2 (5.5–10.2) 8.2 (6.2–10.7) 9.3 (7.0–12.3)

Glucose variability (cv) 0.29 (0.26–0.33) 0.34 (0.29–0.39) 0.39 (0.33–0.47)

SD 2.06 (1.65–2.93) 3.16 (2.59–3.85) 4.0 (3.3–5.2)

Percent time spent in optimal range 78.1 (55.3–86.4) 60.1 (33.8–73.9) 40.1 (22.2,–55.4)

Percent time above 10 10.9 (1.3–35.3) 31.9 (14.3–66.0) 49.3 (30.8–74.2)

CGM hypoglycemia per week

Episodes <3 mmol/L 1 (0–2.3) 0.5 (0–3.0) 2 (0–6.0)

Total time/week <3 mmol/L, min 39.2 (0–174.8) 17.0 (0–229.3) 127.5 (0–637.5)

Per cent time <3 mmol/L (%) 0.39 (0, 1.74) 0.17 (0, 2.26) 1.27 (0, 6.42)

Self- reported hypoglycemia, n (%)

History of hypoglycemia events, n (%) 7 (25.0) 28 (28.0) 23 (45.1)

Hospitalized for hypoglycemia in the 
previous 12 months, yes

1 (3.6) 3 (3.0) 6 (11.8)

Hospitalized for hypoglycemia in the 
previous 12 months, % (95% CI)

3.6 (0.1 to 18.3) 3.0 (0.6 to 8.5) 11.8 (4.4 to 23.9)

BMI, body mass index; CGM, continuous glucose monitoring; eGFR, estimated glomerular !ltration rate; HbA1c, glycated haemoglobin; SU, 
sulphonylurea.

Figure 1 The distributions of hypoglycemia measured 
by CGM in individuals treated with metformin only, or 
sulphonylureas (SU) (with or without metformin) and insulin 
(with or without metformin and/or sulfonylureas). CGM, 
continuous glucose monitoring.
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DISCUSSION
This study has demonstrated that both CGM assessed and 
self- reported clinically significant hypoglycemia in partic-
ipants treated with SUs in Uganda is infrequent among 
patients who receive SU treatment. While observed hypo-
glycemia rates and duration were similar in those treated 
with metformin and SU, hypoglycemia risk was strongly 
associated with glycemic control, and after adjusting for 

differences in HbA1c, the risk of hypoglycemia doubled 
and quintupled in those treated with SUs and insulin, 
respectively. The modest hypoglycemia excess associ-
ated with SUs in comparison with metformin occurred 
predominantly in those with tight glycemic control. 
Hypoglycemia was more common in insulin treated 
diabetes than those treated with SU, further increasing 
on adjustment for glycemic control.

Figure 2 Comparison of glycemic control and hypoglycemia duration (minutes per week <3 mmol/L). Graphs in the top 
row show the relationship between HbA1c and the number of minutes spent in hypoglycemia per week for metformin 
(A), sulphonylureas (B), and insulin (C) treated participants, respectively. The bottom row shows the relationship between 
fasting glucose and number of minutes spent in hypoglycemia per week for metformin (D), sulphonylurea (E) and insulin 
(F) treated participants, respectively. The long- dashed lines denote glycemic thresholds, HbA1c 6.5% (48 mmol/mol) and 7.0% 
(53 mmol/mol) (top row), fasting glucose 7.0 mmol/L and 8.0 mmol/L (bottom row). HbA1c, glycated haemoglobin.

Table 2 Number of minutes <3 mmol/L per week in type 2 diabetes patients on different glucose- lowering agents before and 
after adjusting for HbA1c and clinical features

Variables
Minutes <3 mmol/L
(95% CI)

Duration ratio
(vs metformin) P value

Model 1
R2=0.05

Metformin (Ref) 146.0 (60.6 to 231.3) 1.0
SU 206.7 (119.2 to 294.2) 1.4 (0.7 to 2.9) 0.345

Insulin 365.9 (229.9 to 501.9) 2.5 (1.3 to 5.0) 0.009

Model 2
R2=0.23

Metformin 74.0 (14.6 to 133.4) 1.0

SU 156.9 (97.6 to 216.3) 2.1 (0.9 to 4.7) 0.067

Insulin 405.7 (262.1 to 549.3) 5.5 (2.4 to 12.6) <0.001

Model 3 Metformin 96.4 (20.2 to 172.6) 1.0

R2=0.30 SU 157.5 (97.6 to 217.4) 1.6 (0.7 to 3.6) 0.230
  Insulin 355.0 (212.7 to 497.2) 3.7 (1.5 to 9.3) 0.006

Model 1: unadjusted; model 2: adjusted for HbA1c; model 3: adjusted for HbA1c, age, diabetes duration, BMI, sex, and renal impairment. 
Adjusted minutes <3 mmol/L are adjusted to the mean value for the covariate for the cohort (mean cohort HbA1c 73.2 mmol/mol). 95% CIs 
are shown in the parentheses. Renal impairment was de"ned as an estimated glomerular "ltration rate <60 mL/min/1.73 m2.
Values shown are mean (95 % CIs) and p- value. Bold values denote statistical signi"cance at the p < 0.005 level.
BMI, body mass index; HbA1c, glycated haemoglobin; SU, sulphonylurea.
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Studies comparing hypoglycemia risk across different 
treatments in type 2 diabetes are limited in LMICs, espe-
cially sub- Saharan Africa. The few hypoglycemia- related 
studies among people with type 2 diabetes patients in 
sub- Saharan Africa that have assessed the incidence and 
prevalence of hypoglycemia have predominantly used 
self- reported hypoglycemia and documented increased 
risk with insulin use.21 The majority of these studies either 
included only patients on insulin and or grouped SUs 
together with other oral glucose- lowering agents.11 21 22 
Our finding that SU treatment is associated with a modest 
risk of clinically significant hypoglycemia among those 
with type 2 diabetes is consistent with studies in other 
popualtions.23 24 However, it should be noted that the SUs 
in these studies are of newer generation, like gliclazide 
and glimepiride, that are known to have a lower hypogly-
cemia risk compared with glibenclamide.7 The present 
study, although not designed to compare intra- SU class 
differences, showed a modest hypoglycemia risk even 
when majority (two out of three) of our patient popu-
lation were taking glibenclamide, an older agent with 
higher hypoglycemia risk.7 Moreover, the modest hypo-
glycemia excess in the SUs group mainly occurred in 
a small proportion of patients with tightly controlled 
diabetes, below international glycemic targets.25–27

A key strength of this study is the objective assessment 
of hypoglycemia through use of blind CGM monitoring. 
This removed potential biases that could arise from 
patient reactivity to glucose measurements, differences 
in glucose testing by treatment, hypoglycemia unaware-
ness and recall bias that may affect studies assessing self- 
reported hypoglycemia or using medical records. An 
additional strength is comparison across therapies. It is 
well known that CGM can report occurrence of hypogly-
cemia in those who do not have diabetes, or are treated 
with medications not associated with hypoglycemia 

risk,28 29 meaning the absolute risk of meaningful hypo-
glycemia by CGM will be overestimated. By including 
a metformin ‘control’ arm in our study, we ensured to 
avoid this overestimation by assessing the excess risk. A 
notable limitation of our study was that routine capillary 
glucose monitoring is not available to the vast majority 
of people with diabetes in Uganda, due to cost. There-
fore, self- reported hypoglycemia is very unlikely to have 
been confirmed by glucose testing and is likely to be inac-
curate in a population like ours where healthy literacy 
including hypoglycemia education is not good. Such 
testing may even be limited in a healthcare setting. Addi-
tionally, the modest number of participants treated with 
only metformin will have impacted our ability to detect 
modest differences in hypoglycemia risk in comparisons 
against metformin, as shown by the large CIs of estimates 
for metformin treated participants. Lastly, the majority 
of participants with SU and insulin treated diabetes had 
poor glycemic control, while this reflects current prac-
tice in this region, given the strong relationship between 
glycemic control and hypoglycemia risk, it is likely 
that hypoglycemia rates would be substantially higher 
were glycemic control improved in this population, as 
suggested by our adjusted analysis.

Glycemic control is the cornerstone of lowering 
microvascular complications among people living with 
diabetes. While there is no doubt that there is an asso-
ciation between SUs (especially the older agents like 
glibenclamide) and insulin treatment and hypoglycemia, 
the high rates of poor glycemic control in type 2 diabetes 
patients and relatively low hypoglycemic events among 
patients taking SUs suggest that there is room for opti-
mizing glycemic control using these cheap, readily avail-
able and effective agents, despite the specific challenges of 
food insecurity and lack of glycemic monitoring in many 
LMIC populations. This supports the recommendations 

Table 3 Hypoglycemia rates in type 2 diabetes patients on different glucose- lowering agents before and after adjusting for 
HbA1c and clinical features

Variables Rates (95% CI) Rate ratio (vs metformin) P value (verses metformin)

Model 1
R2=0.03

Metformin
(reference)

1.3 (0.7 to 1.9) 1.0

SUs 2.1 (1.4 to 2.8) 1.6 (0.9 to 2.7) 0.108

Insulin 3.2 (2.1 to 4.2) 2.4 (1.4 to 4.2) 0.002

Model 2
R2=0.21

Metformin (reference) 0.6 (0.3 to 1.0) 1.0

SUs 1.5 (1.1 to 2.0) 2.4 (1.4 to 4.1) 0.001

Insulin 3.8 (2.3 to 4.6) 5.4 (3.0 to 9.9) <0.001
Model 3
R2=0.24

Metformin (reference) 0.7 (0.3 to 1.1) 1.0

SUs 1.6 (1.1 to 2.0) 2.1 (1.2 to 3.6) 0.006
Insulin 3.2 (2.0 to 4.4) 4.4 (2.2 to 8.7) <0.001

Model 1: unadjusted; model 2: adjusted for HbA1c; model 3: adjusted for HbA1c, age, diabetes duration, BMI, sex and renal impairment. 
Adjusted rates are adjusted to the mean value for the covariate for the cohort (mean cohort HbA1c 73 mmol/mol). Renal impairment was 
de!ned as an estimated glomerular !ltration rate <60 mL/min/1.73 m2.
Values shown are mean (95% CIs) and p- value. Bold values denote statistical signi!cance at the p < 0.05 level.
BMI, body mass index; HbA1c, glycated haemoglobin; SUs, sulphonylureas.
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to optimize glycemic control using these readily available 
and affordable agents including metformin and SUs.8 30 
The modest excess of hypoglycemia was predominantly 
seen in a small proportion of patients taking SUs whose 
fasting glucose was less than 7 mmol/L or HbA1c <7% 
(53mmol/mol) (thresholds often recommended by 
international guidelines) suggesting caution is needed 
when treating below these levels.27

In conclusion in a low resource sub- Saharan African 
setting, clinically significant hypoglycemia is infrequent 
among people with type 2 diabetes receiving SU treat-
ment, and the modest excess occurs predominantly in 
those with tight glycemic control.
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