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Abstract—This article describes the robotic assistive technolo-
gies developed for users of electrically-powered wheelchairs,
within the framework of the European Union’s Interreg ADAPT
project. In particular, special attention is devoted to the inte-
gration of advanced sensing modalities and to the design of
new shared control algorithms. In response to the clinical needs
identified by our medical partners, two novel smart wheelchairs
with complementary capabilities, and a virtual reality-based
wheelchair simulator, have been developed. These systems have
been validated via extensive experimental campaigns in France
and in the United Kingdom.

Index Terms—Assistive robotics, smart wheelchair, rehabilita-
tion system, omnidirectional vision, shared control, virtual reality

I. INTRODUCTION

A. Motivation and original contributions

ASSISTIVE robotics is playing an increasingly important
role in our ageing society. In fact, robotic technologies

are gaining ground in medical applications for the design of
new rehabilitation devices and personal-mobility aids. In par-
ticular, electrically-powered wheelchairs are among the most
popular and powerful personal mobility aids in use today [1].
However, driving a power wheelchair safely requires the use
of residual motor skills, as well as sufficient cognitive and
visuospatial abilities. Unfortunately, a significant number of
people with disabilities are unable to operate a wheelchair on
their own due to unsafe driving.

According to the World Health Organization (WHO),
in 2018, 75 million people worldwide needed a wheelchair,
but only 5% to 15% of those in need had access to one1.
To attain equitable access to assisted mobility, it is therefore
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imperative to design new technical aids, in order to compensate
for any deficiencies, while relying on the skills of each
individual. Robotic assistance for driving a power wheelchair
is hence an indispensable tool for people’s independence.
Based on this observation, scientists and clinicians have jointly
addressed the issue of technical assistance and its place in
the rehabilitation process. The first cause of abandonment of
electric wheelchairs is the risk of collision, which can affect
the user and their environment. A flexible trajectory correction
that can be adapted to the needs and habits of the users,
is then necessary. The design of such a device requires the
implementation of shared control solutions [2]–[4], in order to
both respect the user’s intention and to achieve an acceptable
behaviour. To engage in shared control allows adjustment for
noisy and unpredictable signals as well. Moreover, in the reha-
bilitation process, it is important that the user understands how
the help is provided, so that they can correct their gestures and
behaviour on their own. Assisted driving can therefore itself
be employed to hone the user’s perception of the surrounding
environment and situations encountered, in order to raise
awareness of the level of assistance provided. In this context,
multi-sensory feedback can be usefully coupled with the shared
control system to offload some of the control burden.

Finally, learning to drive a power wheelchair can be a
frustrating experience, which is discouraging for people whose
impairments overly affect their ability to manoeuvre safely:
if the training, despite the aids provided, is not successful,
people may thus be prevented from using the wheelchair.
Conversely, with repeated sessions that tackle progressively
more challenging scenarios, improvements can often be ob-
served. However, healthcare institutions and medical device
companies work under strict time and budgetary constraints,
such that they do not always have the resources to extend
the learning process. In addition, the risks taken during the
driving sessions often dissuade the accompanying teams from
continuing the experience. For all these reasons, virtual reality-
based driving simulators have recently garnered attention as a
viable alternative for offline learning of wheelchair control [5].
For example, a wheelchair user can repeat the same training
circuit, under exactly the same conditions, as many times as
the clinician deems it necessary. This saves time and resources,
whilst maintaining safety and improving objective outcomes.

This article presents the main results of our research
programme contributing to the development of a robotic
wheelchair with built-in assistive features, which responds
to the specific needs of actual users in their everyday life.
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Fig. 1. Functional analysis: Thanks to the collaboration with our medical
partners, user needs and preferences have been translated into a set of
functional requirements. Each parent function has a number of sub-functions,
some of which already have well-known solutions (e.g. “F1a*: positive
obstacle detection”), whereas others remain open research questions, and as
such they have been explored in greater depth within the ADAPT project
(e.g. “F1b: negative obstacle detection”).

All the aspects of this programme are covered: from omni-
directional vision and haptic communication to the design
of a virtual reality-based driving simulator along with a
suite of sensor-fusion and shared control algorithms for two
complementary smart wheelchairs. The research leading to
these results has received funding from the European Union’s
Interreg VA France (Channel) England ADAPT project2.
The original consortium comprised fourteen partners from
French and English research laboratories and medical insti-
tutions. The goal of the project, driven by the real needs
of occupational therapists and specialists in rehabilitation
medicine, was to design, develop and evaluate innovative
assistive technologies. The bottom-up, human-centric and col-
laborative approach advocated in this paper, has the advantage
of providing flexible solutions which adapt to a broad class of
user impairments and types of environment (indoor/outdoor,
structured/unstructured). The preferences and priorities have
been identified by our clinical partners, and they have been
translated into a range of functional requirements and technical
specifications (see Fig. 1, for an excerpt). On this basis, we
have devised five standardised obstacle courses of growing
complexity, which have been used during our clinical trials [6].
They cover a fairly large spectrum of manoeuvres and real-
life situations, such as corridor following, entering and re-
versing out of an elevator, moving up a slope, descending a
curb ramp, etc.

B. Related work and organisation

We are aware that we are not the first to adopt a
co-design principle to guide the development of new assistive
robotic technologies (see e.g. [7], in a recent issue of this
magazine). Over the last decade, numerous smart wheelchairs
have been proposed to target different types of usage [8], [9]
and different categories of patients [10], [11]. However, these
works are mainly concerned with the transfer of sensing
technologies and control algorithms originally developed in

2https://adapt-project.com/english

mobile robotics. Other research groups have dealt with specific
usability [12], ergonomic [13], and safety and accessibility
issues [14]. On the other hand, while virtual reality-based
wheelchair simulators are known to offer new opportunities
for training, thanks to their flexibility, safety and guaranteed
repeatability [15], we are still far from a realistic and com-
fortable experience for the user, with high sense of presence
and low levels of cybersickness.

Hence, to this day, there still exists a significant gap between
the expectations of wheelchair users and off-the-shelf assistive
devices. The ambition of the ADAPT project was to bridge this
gap in the literature, and to take a step forward towards an
ecosystem of modular, strap-on assistive solutions tailored to
meet the individual requirements of the end users. Through the
prism of our personal experience in the field, our aim herein, is
to provide a concise description of these solutions and assess
the progress made so far. For further details on the technical
aspects, the interested reader is referred to our previous
publications in the bibliography and the references therein.

The remainder of this article is organised as follows. Sect. II
describes the power wheelchairs developed by the French
and English partners, and the virtual reality-based simulator.
Sect. III deals with advanced sensing, and Sect. IV introduces
our sensor-based and model-based shared control algorithms.
Sect V presents the results of the clinical trials with healthy
participants and patients with reduced mobility. In Sect. VI,
we deliver discussions, recommendations and prospects for
future research. Finally, Sect. VII concludes the paper with a
summary of our main contributions.

II. INSTRUMENTED POWER WHEELCHAIRS

The hardware architecture put forward in the ADAPT
project, is characterised by diversity in terms of sensing and
on-board computation (different sensor specifications, types
of micro-controllers, etc.). On the other hand, the software
architecture is unified, and it relies on ROS (Robot Operat-
ing System) as middleware. This “lingua franca” allows for the

Fig. 2. Side view of the instrumented wheelchair with added bespoke
electronics, developed at UCL.
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Fig. 3. Schematic of the wheeled platform developed at INSA Rennes
(top view): The ID and location of the 48 ToF sensors mounted on the
wheelchair, are shown. The seven sensor modules are depicted in green.

interchange of multiple hardware and software components,
which can be tested and shared between project partners,
before being integrated during the clinical trials.

In what follows, we will present the wheeled platforms
developed in France and in the United Kingdom, and the
wheelchair simulator.

A. Wheeled platforms

The Aspire Create group at UCL (University College Lon-
don) has developed a smart wheeled platform by instrumenting
a Sunrise Medical Quickie Salsa M2 power wheelchair with
custom-made and off-the-shelf electronics (see Fig. 2). The
mid-wheel drive platform has 6 wheels with independent sus-
pension, it is endowed with a curb-climbing ability for heights
up to 7 cm, measures 61 cm at the widest point, and the 60
Ah batteries can propel it up to 10 km/h. An IMU (SparkFun
9 DoF Razor), which includes a three-axis accelerometer,
gyroscope and magnetometer, has been installed under the
driver’s seat. Industrial wheel encoders (Kubler 500 ppr)
together with 3D printed pulleys, have been placed in the
narrow space between the main drive wheels and the chassis
of the wheelchair, to obtain measurements from odometry.
Twelve ultrasonic sensors (SRF08) have been installed in
four custom-design housings in the corners of the chassis of
the wheelchair. Each housing contains 3 ultrasonic sensors,
covering a theoretical angle of 135◦, where obstacles can be
detected. Electric-current sensors and voltage measurements
are used to monitor the electric power flow through the two
motors. Finally, a single-board computer (Raspberry Pi 3B+)
acts as ROS master, using a publisher-subscriber model. We
refer the reader to [16], for more details on all these compo-
nents, including the schematics of the hardware architecture.

The wheeled platform developed at INSA (Institut Na-
tional des Sciences Appliquées) Rennes also builds upon the
Quickie Salsa M2 wheelchair. It is equipped with 48 Time-
of-Flight (ToF) sensors organised in 7 modules, distributed
along its perimeter: 6 modules of 6 sensors are located on each

side and under the footplates, and 1 module of 12 sensors is
installed behind the backrest (see Fig. 3). The ST VL53L1X
sensors have the following technical specifications: distance
measurement up to 4 m, ranging frequency up to 50 Hz,
typical full field-of-view 27◦, and size 4.9 × 2.5 × 1.56 mm3.
Their measurements have been used to directly detect positive
obstacles (doors, walls, etc.) around the wheelchair, or to infer
the presence of negative obstacles (potholes, inclines, drop-
offs/steps, etc.). The range measurements are also combined
with the visual information coming from an overhead omni-
directional camera (see Sect. III for more details).

B. Wheelchair simulator

INSA Rennes has also been involved in the design of an
immersive wheelchair simulator, which has been manufac-
tured by CL Corp3. The simulator consists of a mechanical
platform equipped with an adjustable wheelchair seat and
wheelchair electronics. The mechanical platform relies on a
D-Box system (5 actuators and associated electronics), and it
has been designed to be as close as possible to the standard
dimensions of a power wheelchair, in order to enhance the
immersive experience. The actuators provide 4 degrees of
freedom, pitch, roll, yaw and heave. The platform can accom-
modate the seat and electronic modules of any commercial

3www.clcorporation.com

(a)

(b)

Fig. 4. Wheelchair simulator tested by a volunteer in immersive conditions.
In (a), the user wears a head-mounted display, and in (b), 3D glasses in
Immersia, a virtual-reality research platform at IRISA/Inria Rennes.
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power wheelchair (in our case, we used those of Quickie
Salsa M2). As a result, the user can control the simulator with
standard interfaces, such as a joystick. Moreover, the same
velocity and acceleration driving profiles as those provided
by the real wheelchair can be delivered. The communication
between the virtual environment and the simulator is ensured
by ROS, which makes it readily compatible with any ex-
isting virtual-reality engine. The simulator provides a first-
person perspective and currently integrates vestibular feedback
to reproduce the motion sensations experienced on a real
wheelchair [17], but it does not take anticipatory action to
predict user’s behaviour (e.g. the platform does not tilt in
advance of when the driver is about to negotiate a curve).

Our 3D test environments comprise an indoor maze-like
obstacle course [18] conceived by our clinical partners, and the
full-scale model of a city square [17]. The two environments
have been created with the Unity Real-Time Development
Platform, and they can be displayed using different interfaces:
a standard monitor, a head-mounted display (as in [5]), and a
pair of 3D glasses in an immersive room4, as shown in Fig. 4.

III. ADVANCED SENSING: OMNIDIRECTIONAL VISION

Twin-fisheye cameras are compact visual sensors which
capture high-resolution 360◦ images and videos. The classical
design (known as “symmetrical dual fisheye lens”), includes
two fisheye lenses pointing in opposite directions, and two
prisms which direct the light rays to two photosensitive ele-
ments (see Fig. 5(a)). The dual-lens panorama design has been
introduced by Ricoh in 2013 (Theta series), and it has been
adopted by several other camera manufacturers over the past
ten years, e.g. in the Insta360, Samsung Gear360, Madventure
360, Nikon KeyMission 360, and Garmin Virb 360.

A twin-fisheye camera (Ricoh Theta S) installed on a mast
overhead behind the user, is the “Swiss Army knife” of sensors
on INSA’s smart wheelchair: in fact, it is used for driving as-
sistance (together with an array of ToF sensors) and 3D scene
reconstruction (for use in the wheelchair simulator, or in an
image-based localisation module). In what follows, we provide
further details on these two functionalities, which are relevant
to navigate unknown, indoor, GPS-denied environments, or to
train novice wheelchair users.

UPJV (University of Picardie Jules Verne) and INSA
Rennes have recently co-developed SpheriCol [19], a new
driving-assistance system for power wheelchairs (see Fig. 6).
Similarly to the parking assistant of modern cars, SpheriCol
improves situation awareness by overlaying colour-coded
range measurements from a ring of ToF sensors (cf. Fig. 3),
on a stream of 360◦ images of the surrounding environment
provided by the Ricoh Theta camera.

The sequence of images captured by the twin-fisheye cam-
era during the displacement of the wheelchair, is also used
for offline 3D scene reconstruction by spherical photogram-
metry. In this way, a digital “twin” of the real environ-
ment (with the same appearance and proportions), can be
easily generated. For spherical photogrammetry, the dual-
fisheye images from the Ricoh Theta are transformed into

4www.irisa.fr/immersia

(a)

(b)

Fig. 5. (a) Dual-fisheye image captured by a Ricoh Theta S camera. (b) Image-
based 3D reconstruction of the obstacle course at Pôle Saint-Hélier (a Physical
Medicine and Rehabilitation Centre in Rennes), obtained with Metashape.
The ceiling has been removed to provide visibility of the room interior.

equirectangular images and fed into Agisoft Metashape, which
yields dense coloured 3D point clouds, with colours of
photographic quality (see Fig. 5(b)).

If the camera pose relative to each image of the sequence
is known, the resulting 3D reconstruction tends to be more
accurate and the computational cost is significantly reduced.
In a classical data processing pipeline, Metashape relies on
GNSS measurements, which are typically available outdoors,
but not indoors. To address this issue in indoor environments,

Fig. 6. Basic system components of SpheriCol. (a) Twin-fisheye camera,
(b) wheelchair equipped with a ring of ToF sensors, and (c) user interface
displaying a panoramic image of the surrounding environment, with coloured
distance markers overlaid.
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we first generated a sparse 3D model with the associated cam-
era poses with OpenVSLAM [20], an off-the-shelf software
package for visual SLAM. These poses are then given as
input to Metashape. The trajectory of the wheelchair estimated
with OpenVSLAM and an external motion capture system
(cf. Sect. V-B), were used to assess the quality of driving
assistance provided by SpheriCol [21].

OpenVSLAM may fail if the inter-frame motion between
successive images in a sequence is large, which might re-
sult, for example, from an abrupt change in joystick po-
sition. Hence, it cannot be directly used online, to assist
the wheelchair users. In [22], we overcame this limitation
by proposing a new accurate direct visual gyroscope, which
copes with large inter-frame motions. Based on the mixture
of photometric potentials, it takes the spherical images from
a twin-fisheye camera as input, and provides an estimate of
its 3D orientation with respect to a reference image (typi-
cally the initial one). In our experiments, we observed no
performance degradation for reference images captured up
to several tens of meters away, and for rotational displace-
ments of a few tens of degrees. To quantitatively evaluate
the performance of our visual gyroscope or other state-of-
the-art vision-based ego-motion estimation algorithms, a data
set of omnidirectional images captured by catadioptric and
twin-fisheye cameras mounted on different robotic platforms,
called PanoraMIS [23], has been made publicly available.
In particular, Sequence 7 of the data set (1.35 km, in whole)
comes with an accurate ground truth provided by an Adept
MobileRobots Seekur Jr robot (integrated and external IMU,
GPS measurements and wheel odometry). This robot was
chosen since its footprint is comparable to that of a standard
power wheelchair.

IV. SHARED CONTROL

Shared control is a concept involving collaboration between
a human and a machine [2], [3]. The human expresses
an intention, which the machine facilitates and implements
in an optimal way. The assist-as-needed paradigm provides
assistance only when required, providing the user with as much
control authority as possible. This concept is a key emerging
technology, with wide applicability in medical robotics.

Fig. 7. General overview of the shared control working principle. Using
information from the environment and driver, restrictions (shaded red area)
are created in the joystick plane, yielding safe linear and angular velocities
(vjoy, ωjoy) to the wheelchair.

Fig. 8. A volunteer wears a vibrotactile armband developed at INSA Rennes
on his right upper arm, while driving UCL’s wheelchair.

Two modular and complementary shared control strategies
have been proposed in the ADAPT project to cater for the wide
variety of user needs: the first strategy is sensor-based and
the second one is model-based, as illustrated in Fig. 7. Both
strategies are compatible with new vibration-based human-
machine interfaces, as detailed in Sect. IV-C.

A. Sensor-based shared control

The sensor-based shared control method developed at INSA
Rennes, relies on a simple geometric algorithm which can
be easily implemented on low-cost embedded devices with
limited computational resources [24]. The algorithm makes
use of measurements from any type of range sensor on the
wheelchair, and leverages the distance constraints to compute
two areas in the velocity space, which correspond to the input
velocities of the wheelchair which are safe (allowed area) or
unsafe (forbidden area). The shared control blends user’s input
and algorithm’s output, to ensure safe and smooth wheelchair
navigation. This obstacle-avoidance solution is robust: the user
has full authority over the wheelchair when the input is safe,
and benefits from a progressive assistance during difficult
manoeuvres (e.g. reversing out of an elevator).

B. Model-based shared control

While the dynamics of a power wheelchair can be precisely
characterised and they have been widely used for control
design in the literature, it is challenging to combine the
capabilities of a machine (as described by its dynamic model),
with the limited unpredictable information coming from:
(i) the environment, and (ii) the human user (e.g. the joystick
interface is a projection of the user’s intention). To compensate
for the limited and incomplete information available from
real-time (online) measurements, recent research has explored
stochastic models.

One way of implementing a stochastic model, is to use
probabilistic shared control [25]. However, this technique
incurs considerable computational cost to generate possible
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wheelchair trajectories, and may preclude its use in real-
time applications. To circumvent this limitation, in [26],
UCL’s group proposed to use Stochastic Dynamic Program-
ming (SDP), which takes all the computation burden offline.
The outcome is a lookup table, that can be readily used
online by the assist-as-needed algorithm. More specifically,
in [26], a model-based control architecture has been introduced
to solve the obstacle avoidance problem. It consists of four
blocks, where some are deterministic and others are stochastic.
First, the wheelchair dynamics block comprises the physical
equations of motion of a two-wheeled differential-drive vehicle
(for the experimental model identification, see [16]). Second,
the environment block is used to model the static obstacles,
with the vehicle having limited knowledge of the global map.
In fact, a local map around the wheelchair is built, based on
the distance measurements coming from an array of sensors
(e.g. ultrasonic or laser sensors). Third, the driver intention
block includes stochastic models of driver intention (e.g. an
expert driver capable of manoeuvring the wheelchair at high
speed yet seldomly hitting obstacles; a “blind” driver for
which the probability of hitting obstacles or avoiding them
is the same; and a naughty child, who intentionally advances
at high speed towards the obstacles with the intention to hit
them, as a learning experience). Fourth, the supervisory control
block computes optimal assist-as-needed actions specifically
tailored to each driver model, which come in the form of
multi-dimensional lookup tables.

C. Human-machine interaction and haptic feedback

The ADAPT project gave the French and English teams,
the great opportunity to design innovative human-machine
interfaces. Among other devices, haptic interfaces have been
conceived to assist the users with wheelchair’s navigation.

Two types of systems have been tested: a haptic joystick [24]
and a vibrotactile armband [27] (see Fig. 8). Both devices can
be easily interfaced with the control system of any consumer-
grade wheelchair. While driving the wheelchair, a reactive
force is applied by the haptic joystick to the hand of the
user. By offering resistance in the direction of an obstacle,
the user is thus indirectly informed about the safe trajectory to
follow. However, the haptic joystick remains a simple decision
support system which does not replace the driver, who is in
full control of the wheelchair at all times. The armband can
be worn anywhere on the upper or lower limbs, depending
on the user’s sensory capabilities. The armband is composed
of four evenly-spaced vibrotactile actuators, powered by a
lithium-ion battery and controlled by an embedded wireless
electronic board. The armband is inexpensive and provides
intuitive commands (information about the path to follow or
about the presence of obstacles, in the form of a direction
with respect to the current orientation of the wheelchair). As a
result, users do not need long training sessions.

The sensor-based shared control algorithm developed at
INSA Rennes is compatible with the haptic feedback provided
by the haptic joystick or the vibrotactile armband. The feed-
back is computed by processing range measurements coming
from the wheelchair, and it supports the user during spatial-
navigation tasks. The haptic feedback can be employed in

(a)

(b)

(c)

Fig. 9. Test circuits considered during the clinical trials at INSA Rennes,
(a) and (b), and at Pôle Saint-Hélier (c).

conjunction with the algorithm in [24] (progressive assistance
while approaching an obstacle), or stand-alone (i.e. the con-
trol is not delegated and the user has full authority over
the wheelchair).

V. FIELD TESTS AND CLINICAL TRIALS

A. Clinical evaluation

Experiments and regular round-table sessions with patients,
robotic experts, occupational therapists and specialists in
rehabilitation medicine, have played a key role throughout
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Fig. 10. UCL’s PAMELA facility: Its modular platform allows to set up slopes
and negative obstacles (see the insets in the bottom-left corner). The main
picture shows the circuit with a volunteer testing the model-based shared
control algorithm proposed in [26].

the ADAPT project. In fact, if the former were necessary
to validate the robotic solutions developed, the latter were
essential to ensure that the specific needs of the patients were
satisfactorily met. The research ethics committee approved
the clinical studies and informed consent was obtained from
all participants. The co-design principle has been a guiding
line through the project, and the comments and suggestions
of the end users have been extremely helpful to improve
their experience (e.g. by adjusting the height of a sensor,
providing additional feedback, or delivering smoother ac-
celeration profiles). The experimental protocols defined by
the clinicians and roboticists, have been adapted to fit the
user’s experience (including novices, expert users, and people
with disabilities who were not allowed to operate a power
wheelchair), and scenarios of growing complexity have been
proposed to the various participants during different sessions.
The clinical trials turned out to be of paramount importance
for mechanical/electronic testing and medical validation.

B. Driving assistance

The driving-assistance solutions developed in
the ADAPT project, have been tested during two
clinical trials: SWADAPT1 (NCT04072536) and SWADAPT2
(NCT04259151), see Fig. 9(a) and Fig. 9(c). Subjects with
neurological disorders participated in these clinical studies.
The main objective was to assess their driving performance
with and without assistance. To this end, we measured the

number of collisions and the total time to completion in three
standardised circuits of increasing difficulty. The SWADAPT1
clinical trial involved 25 users with expert wheelchair-driving
skills. The results of this trial indicate that the proposed
assistance solutions are accurate, risk-averse and safe, with a
high degree of acceptability. Moreover, even if the participants
were already expert drivers, the study has shown that the use
of the assistance module statistically significantly reduced
the number of collisions during complex manoeuvres [6].
The protocol followed during the SWADAPT2 clinical trial
is similar to that of SWADAPT1, but 28 users with driving
difficulties took part in it. The results show a significant
reduction in the number of collisions. Notably, the more
challenging the obstacle courses are, the more useful the
assistance is perceived. The benefits of assistance in terms of
usage and self-confidence have been clearly demonstrated in
SWADAPT2.

SpheriCol (cf. Sect. III) has been successfully tested with
patients with cognitive disorders [19], and with 17 able-bodied
participants [21]. The circuit shown in Fig. 9(b) was built
in a large indoor environment (a gymnasium), and equipped
with an overhead Qualisys motion capture system (8 Miqus
cameras), to track the wheelchair during its displacement
and obtain precise ground-truth measurements for evaluation
purposes. As depicted in Fig. 11, which reports a statistical
analysis of the answers to the questionnaire handed out to the
17 volunteers, SpheriCol received neutral to positive satisfac-
tion and encouraging usability results from the majority of the
participants. In particular, Fig. 11(d) reports the percentage of
time SpheriCol was used by the participants in the test circuit.
In addition, even though the sample size remains relatively
small, 44% of the users engaged in our study stated that the
video stream is one of the major strengths of the driving
assistant, 16% appreciated the distance information provided
by the coloured markers, and 20% of the participants deemed
the system helpful for reversing the wheelchair and for risk
management (collision avoidance).

C. Haptic feedback
The haptic feedback has been evaluated with able-bodied

participants, and the clinical trials with patients were still in
progress at the time of writing. The joystick has been tested
to provide a proof of concept, and the results of this study
have been recently presented in [24]. On the other hand, the
wearable haptic armband has been assessed with healthy par-
ticipants in UCL’s PAMELA (Pedestrian Accessibility Move-
ment Environment LAboratory) facility. PAMELA is equipped
with a modular platform that can be used to replicate gentle
slopes (around 10◦) and negative obstacles (about 30 cm drop).
We constructed the circuit shown in Fig. 10, which consists
of static components (e.g. a door, a narrow passageway, an
elevator) that have been identified as relevant for this case
study by clinicians [6]. The circuit is composed of lightweight
cardboard sheets to ensure participant’s safety in case of
collisions. The absolute position of the moving wheelchair
is estimated with a vision system based on multiple cameras
attached to the ceiling. The encouraging results of these trials,
have been recently presented in [27].
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No
13%

Yes
87%

(a)

No
17%

Yes
83%

(b)

No
37%

Yes
63%

(c) (d)

Fig. 11. Statistical results from the questionnaire used to evaluate SpheriCol [21]. (a) Ease of learning, (b) ease of use, and (c) usefulness of SpheriCol.
(d) Percentage of time that driving assistance was used by the 17 participants in the test circuit (NA stands for “not available”).

D. Training in virtual reality

The wheelchair simulator described in Sect. II-B provides
a high-fidelity 3D immersive environment, and it offers the
possibility to repeat the same circuit multiple times, under
identical experimental conditions. The user gets the impression
of driving a real wheelchair, and safe navigation is guaranteed
at all times. Shorter training sessions are thus necessary, and
a wider array of (indoor/outdoor, obstacle-free/cluttered) en-
vironments and real-life conditions (variable light conditions,
moving pedestrians), can be tested.

Driving a real wheelchair could be dangerous for people
with disabilities, requiring extensive training sessions to ac-
quire the ability to move safely. The goal of the clinical
trial SIMADAPT1 (NCT04171973), was to verify whether
the performance observed on a real circuit was compara-
ble to the one experienced on the wheelchair simulator.
To this end, the wheelchair users were asked to complete
the three obstacle courses considered in SWADAPT1 and
SWADAPT2 (cf. Sect. V-B), in the real world (R), and in the
virtual reality (VR) environment. In total, 29 expert drivers
with neurological degenerative disorders were screened by
clinicians to take part in this study. The results show that
there is no statistically significant difference between the real
world and virtual reality (Kruskal-Wallis test). Participants’
Quality of Experience (QoE) was measured using the USE
questionnaire with 30 questions grouped into 4 criteria and
rated on a seven-point Likert rating scale [28], as reported
in Fig. 12. In addition, if the cognitive load is generally
higher in VR, the VR/R cognitive load ratio decreases as
the difficulty of the circuits tested by the users, increases.
In VR, the patients experienced a high sense of presence,
and the level of cybersickness remained very low in the three
circuits. In particular, the collected data indicate that using
the simulator during a training phase, could drastically reduce
damage to the environment (walls, doors and furniture), and
driving accidents [18].

The objective of the clinical trial SIMADAPT2
(NCT04894981) was to evaluate the impact of the
immersive environment on VR driving performance.
Three different conditions were compared in SIMADAPT2 :
with a Cave Automatic Virtual Environment (Immersia at
IRISA/Inria Rennes), with a head-mounted display, and with a

non-immersive TV screen (cf. Fig. 4). Overall, 18 wheelchair
users with and without driving difficulties participated in
this clinical study, organised in two sessions to comply
with COVID-19 restrictions. Similarly to SIMADAPT1, our
preliminary results consistently show a small sim-to-real gap,
strong acceptability and feeling of safety, and better driving
performances with the immersive displays. Again, our data
support the idea that training with the simulator during a
learning phase, leads to a significant reduction of damage
to property.

VI. DISCUSSION: CHALLENGES AND RECOMMENDATIONS

A. Technical challenges

An open challenge is to guarantee that the ensemble
of assistive technologies developed in the ADAPT project
by the French and English partners, work safely and
harmoniously together.

A possible way forward, is to exploit redundant information.
For instance, nowadays, a growing number of accurate three-
dimensional models of indoor and outdoor environments is
publicly available. These (CAD or point-cloud) models could

Fig. 12. Wheelchair simulator: evaluation of QoE. Mean and standard
deviation of the USE score in the real world (red) and in the virtual reality
environment (blue), according to 4 criteria [18].
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be used in conjunction with spherical photogrammetry (espe-
cially in those areas that the wheelchair user has never visited
before), to underpin real-time vision-based motion estimation
algorithms. A first step in this direction has been taken in [29],
where a new panoramic 3D pose-tracking algorithm has been
shown to provide accurate estimates, even in the presence
of large inter-frame motions (several meters). The algorithm
relies on a representation of catadioptric images as a mixture
of photometric potentials, similar to the one used for the direct
visual gyroscope in [22]. In future work, we plan to adapt the
approach in [29] to dual-fisheye images, in order to have the
largest possible number of algorithms working with the same
hardware onboard the wheelchair.

To guarantee safety, an assistive technology is also ex-
pected to operate as designed, in any circumstances (includ-
ing unfavourable conditions, such as variable lighting, rain,
uneven terrain, etc.). Vision-based driving-assistance systems
like SpheriCol might perform poorly in scenes with a large
range of light intensities, i.e. in scenes where bright sunshine
coexists with dark shadows, as in the transitions between
an indoor and an outdoor environment. Unfortunately, the
price to pay for compactness in consumer-grade twin-fisheye
cameras, is the limited dynamic range. Real-time High Dy-
namic Range (HDR) vision will finally make it possible to
design assistive devices which work in scenes with challenging
illumination conditions. UPJV’s group has recently developed
a new panoramic system (consisting of an orthographic camera
combined with 4 convex mirrors and 3 neutral density filters),
called HDROmni [30], which optically extends the dynamic
range of the images. The preliminary tests on a mobile
robot are promising and plans are afoot to apply the same
optical design to SpheriCol in order to make it more robust
to abrupt illumination changes. Another direction for future
research, pertains to vision-based closed-loop control, and in
particular to heading control, for which a twin-fisheye camera
can be regarded as a valid alternative to conventional MEMS
gyroscopes integrated into the smart wheelchair.

The SDP approach to shared control holds great poten-
tial for matching the assistance to different driving styles.
However, while the computational heavy lifting is carried out
offline, finding an optimal policy using a naive implementation
based on Bellman’s principle of optimality, remains a time-
consuming task. Therefore, if we are to build more granular
driver models which would be able to offer an even better
fit between driving assistance and user’s habits, this process
should be accelerated. To this end, in future versions of
the shared control algorithm, we plan to adopt a policy
iteration approach.

Finally, as far as the wheelchair simulator is concerned, we
are currently considering the possibility of improving the user
experience by explicitly taking the motion cues into account
(i.e. the perceptual mechanisms by which humans sense the
motion of their own body with respect to the surrounding
environment).

B. Functional challenges
Whilst the technologies developed in the ADAPT project

have been very successful in matching the needs of the

real users identified by our clinical partners, a number of
challenging functional requirements are still missing. For
example, the assistance provided by a smart wheelchair should
always be socially acceptable, and in future iterations of our
algorithms, we are going to include an additional layer which
accommodates the social dimension (proxemics).

Moreover, in real-world scenarios, user expectations and
capabilities (e.g. the level of effort or attention) are not fixed,
but subtly vary over time. To address this issue, we are
currently working on new methods which dynamically adapt
the level of assistance to the instantaneous needs of the user.
For that purpose, we intend to take advantage of an eye-tracker
and body sensors to monitor the physiological and biochemical
profile of the driver in the short and long term (in fact,
biomarkers in saliva or sweat, are known to be indicative of
performance and stress).

C. Recommendations
As the five-year term of the ADAPT project comes to

an end, it is certainly worthwhile here to sum up some of the
key findings and lessons learnt, based on our own experience
of the terrain. These guidelines are intended for researchers
in rehabilitation and assistive robotics, and for healthcare
professionals.

• The development of a new smart wheelchair requires the
concerted effort of three actors throughout the process
(“co-design principle”): medical specialists, robotic re-
searchers, and end users. A mere transfer of consolidated
robotic technologies is doomed to failure.

• Simplicity, modularity and ergonomics are fundamental
design principles for smart wheelchairs, which cannot be
sacrificed in the development stage.

• Haptic interfaces are emerging assistive devices for power
wheelchairs: they are minimally invasive and intuitive to
use, but they still have not found their way into main-
stream clinical practice today. Likewise, omnidirectional
vision has not met with widespread acceptance.

• The training programmes of healthcare professionals
in the new assistive technologies (“train-the-trainer”
sessions), are crucial to accelerate deployment towards
full-scale adoption.

• The journey to the market is long and arduous (especially
in the time of COVID-19). For instance, the time elapsed
between the submission of the experimental protocol and
the approval by the local ethics committee, can exceed
the length of product development phase.

VII. CONCLUSION

This article provided a general overview of the innova-
tive assistive robotic technologies developed in the ADAPT
project. The exposition focused on the design, implementation,
and experimental validation, via large-scale clinical trials,
of two complementary smart wheelchairs and a wheelchair
driving simulator based on virtual reality. This research, car-
ried out by an international team of roboticists and medical
experts, is rooted in two basic principles, co-design and
modularity, and it has the potential to transform everyday life
of millions of wheelchair users worldwide.
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