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Abstract

A comprehensive understanding of the composition-structure-property relation-

ships for doped cathode materials used in lithium-ion batteries remains lacking

which delays the progress of developing new cathode materials. This thesis pro-

poses that machine learning (ML) techniques can be used to predict the discharge

capacities of the cathode materials whilst revealing these underlying relationships.

To achieve this, the data for three different doped cathodes are curated from the pub-

lications, namely, the doped spinel cathode, LiMxMn2−xO4, the M-doped nickel-

cobalt-manganese layered cathode, LiNixCoyMnzM1−x−y−zO2, and the carbon-

coated and doped olivine cathode, C/LiM1M2PO4 (M1, M2 denote different metal

ions). Several linear and non-linear ML models are trained with the data and com-

pared for the power of predicting initial and higher cycle discharge capacity.

Gradient boosting models have shown the best prediction power for predicting the

initial and 20th cycle end discharge capacity of 102 doped spinel cathode and the

initial and 50th cycle discharge capacity of 168 doped nickel-cobalt-manganese lay-

ered cathodes. For the doped spinel cathode, higher discharge capacities at both

cycles can be achieved through increasing the material formula mass, reducing the

crystal lattice constant and using dopants with smaller electronegativity. For the

doped layered cathodes, it is revealed that the higher lithium content, lower formula

molar mass, small doping content and doped with low electronegativity dopant are

more likely to possess greater capacities at both cycles.

Bayesian ridge regression and gradient boosting model are shown to have the high-

est prediction power over the initial and the 20th cycle discharge capacity of carbon-

coated and doped olivine cathode. In addition, the olivine systems with lower
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dopant content, higher base-metal content and smaller unit cells are shown to be

more likely to possess higher capacities at both cycles.

Finally, future research directions are presented including the suggestion of involv-

ing other new input variables and using principal component analysis and feature

selection algorithms to use to improve the model performance.



Impact Statement

Sustainable energy sources such as wind and solar generate power intermittently

depending on the season, time of day, and weather conditions. This generation

is not consummate with energy demand. To circumvent this, energy storage can

be used to store the excess electric energy to be released during periods of high

demand. Among all battery technologies, lithium-ion batteries are promising for

this application as they have high specific energy and power density and high cell

nominal voltage up to 4.2V. This is much higher than other alternative recharge-

able batteries such as Nickel-Metal-Hydride (1.2V) and Lead-Acid battery (2.1V).

Although LIB has been successfully applied to many energy storage applications,

they also have several disadvantages such as high cost, short lifetime and risk of

spontaneous combustion due to dendrite formation in the liquid electrolyte. These

issues inhibit the application of lithium-ion batteries for electric vehicles or other

large industrial electricity loading devices. Lithium-ion batteries have three prin-

cipal components: an anode, cathode and electrolyte material. Among these, the

cathode is a key target for the improvement of battery working potential, capacity

and cost, as it has a much lower average storage capacity than the contrasting anode

electrode whilst its stand-alone cost is approximately 25% of the cost of a typical

lithium-ion battery. Several studies have investigated the effects of various cathode

synthesis methods, precursors, doping treatment and coating application, on elec-

trochemical performance properties such as the initial discharge capacity, capacity

fading rate and working potential. Since the relation between the crystal structure

and a material property in some cases are not very well understood, an approach of

trial-and-error experimenting has been adopted which is time-consuming, expensive
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and largely dependent on the researcher’s intuition, insight and knowledge, which,

being fallible can lead research to the wrong direction.

Data-driven approaches integrate experimental and modelling results with sophisti-

cated statistical modelling tools to predict properties of materials or devices, thereby

guiding and informing experimental campaigns. These approaches have been suc-

cessfully applied to predict the properties of cathode materials including the crystal

structure, Li-storage capacity and optimal synthesis parameters. The success of

these initial studies shows the applicability of this approach to investigate possible

new cathode materials. However, there are still many opportunities to use these

techniques to further investigate the relationship between cathode material proper-

ties and their respective discharge capacity.

This work demonstrates the potentials of using the data-driven method, and, ma-

chine learning algorithms, to predict the initial discharge capacity and a higher cycle

discharge capacity of the doped material systems using a variety of their structural

and elemental properties. The underlying variable correlations will also be analysed

to give valuable insights into the governing variable for each capacity property. The

results of this work is an essential milestone towards shortening the time needed for

cyclic performance tests, improving the efficiency of developing new cathodes and

eventually improve the performance of Li-ion batteries for broader applications.
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Chapter 1

Introduction

1.1 Background of Batteries Research

The development of new battery technology of higher energy and power density is

vital to facilitate the transition from fossil fuels to renewable energy sources and to

satisfy the portable energy demands of modern technological advancements. Re-

newable energy sources have the advantages that they are sustainable due to the

unlimited raw materials, have lower carbon footprints, and lower futuristic costs

relative to fossil fuels. Figure 1.1-a demonstrates the cost of energy for various

fossils fuels and renewable energy sources. From the diagram, it is seen that the en-

ergy price per megawatt-hours generated through solar panels and wind is reducing

dramatically across the ten years. This trend is in contrast to the fossil fuels options

such as coal and natural gas where the respective energy cost continuously rising. In

addition, the share of contribution from renewable energy sources is observed to be

increasing from 1950 to 2019 (Figure 1.1-b). This demonstrates the great potentials

of using a renewable energy source to replace a large portion of fossil fuel consump-

tion in the near future. Nevertheless, solar cells and wind turbines are often limited

to specific geographical locations (requiring the environment to be either rich in

sunshine or windy) and have intermittent power generation which cannot be used

to follow demand [32, 33, 34, 35, 36]. To circumvent this, Battery technologies can

be applied to store the excess energy generated from renewable energy systems and

release it during demand peak time [37]. A recent example of this can be seen from
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the large scale implementation of lithium-ion batteries by Tesla in South Australia

as the storage system for the wind farms and yielded promising results for meeting

the domestic energy demand [38].

Figure 1.1: (a) The Levelized cost of energy (USD dollars per megawatt-hours) estimated
from various energy sources (fossil fuels + renewable energy sources) from
2009 to 2020. The image was taken with permission from [1] (b) The con-
sumption of the energy from various energy sources from 1800 to 2019. The
image was taken with permission from [2].

A battery can be understood as a container that consists of one or more internal
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components, cooperating to generate electric power. The typical battery cell designs

are the cylindrical cell, button cell, prismatic cell and pouch cell. They all consist

of a positive electrode(cathode) and a negative electrode(anode) that are responsible

for generating electrical power and a separator that separates these components to

ensure operating safety. A graphical illustration of the internal configuration of a

prismatic cell is given in Figure 1.2.

Figure 1.2: Diagrammatic illustration of the internal design of a prismatic cell. Reproduced
with permission from [3].

The journey of battery research initiated from the dead-frog-leg experiment

conducted by Luigi Galvani in 1780 where muscle twitching was observed after

clipping two different metal pieces to the frog’s leg and spinal cord. This phe-

nomenon was later revealed as being the interaction of two metals by an experi-

mentalist physicist named Volta and leads to the creation of the first battery known

as “voltaic pile” in 1780 [39]. Since then, various research was done to expand the

horizons of these metallic-based electric inducing devices. In 1859, the physician

Gaston Planté invented the first rechargeable battery known as the Lead-acid battery

[40]. Shortly after 1899, Waldmar Jungner introduced the Nickel-Cadmium battery

and received a lot of market success due to the battery being capable of working un-

der harsh working conditions [41]. This battery model was used as a base model for

the later invention of the nickel-metal hydride battery in the late 1980s and yielded
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similar market success [42].

On the other hand, the concept of intercalation electrodes was introduced by

Whittingham et al [43] in 1979 and these have the capability to store a type of guest

ions within the internal crystal lattices and are available for withdrawal efficiently to

generate electricity whilst giving a better cyclability. Following this proposal, a ma-

jor breakthrough was obtained by John Goodenough et al [44] of which the Li-ions

have shown great promises for the use as guest ions during the transfer between the

LiCoO2 cathode material and the lithium metal. This rechargeable battery model

was then referred to as lithium-ion batteries. In addition, the transition metal ox-

ides are found to be suitable for this intercalation reaction feature, in particular, the

LiCoO2 material can provide a high voltage at 4.35V against the lithium metal [45].

Comparing to the rechargeable metallic lithium batteries, the Li-ion batteries (LIB)

are seen as a relatively safe option as they are less suspectable to fire upon misusage

[46].

In 1991, the first commercialised LIB was made by Sony corporations with the

use of carbon being the contrasting electrode and since then many new manufac-

turers have followed their lead [47]. Another popular type of rechargeable battery

was known to be lithium polymer batteries, of which the original design was made

back in the 1970s and majorly differed by its use of dry and solid polymer as the

electrolyte instead of the flammable liquid.

Among all types of rechargeable batteries, LIBs remain one of the most

promising energy storage devices. Figure 1.3 demonstrates the mass and volu-

metric power densities of rechargeable batteries. LIBs have much higher energy

density than most of the other battery types, with nearly twice that of Ni-Cd and

more than three times more than the lead-acid battery. Furthermore, LIBs are also

favoured as they are relatively easy to manufacture because of the one-cell design

and do not have the safety issues associated with Li metal designs. As such, sev-

eral reviews have projected the LIB to dominate the renewable battery market going

forward [48].
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Figure 1.3: The comparisons of the gravimetric energy density (x-axis) and volumetric en-
ergy density (y-axis) of various rechargeable battery technologies. Reproduced
with permission from [4].

1.2 Review of Lithium-ion Batteries (LIB)
In this section, a theoretical background of the LIB is given including its operating

principles and key performance indicators. In addition, detailed reviews on the

material selection of each internal component are examined to give a full picture of

the current research directions for LIB.

1.2.1 Configuration and Operating Principles

Lithium-ion batteries, as the name suggests, use the oxidation and reduction of

lithium ions to store and release chemical energy. A typical commercial LIB is

made from four key components; a lithium oxide-based cathode, a graphite anode

that can accommodate lithium ions, an ionically conductive non-aqueous electrolyte

solution and a polymer membrane separator. A graphical illustration of this struc-

ture is given in Figure 1.4 where the lithium cobalt oxide (LiCoO2) is used as

cathode and graphite (Cn) is used as the anode.
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Figure 1.4: A schematic illustration of the Li-ion battery inner structure with graphite used
as the anode materials, LiCoO2 used as the cathode materials. Reproduced
with permission from [5].

The underlying operating principle of LIB is driven by the motion of the Li-

ions between the oppositely charged electrodes through the electrolyte, as sum-

marised in the equations:

Cathode :LiCoO2↔Li1−xCoO2+xe−+xLi+ (1.1)

Anode : xe−+xLi++ Cn↔LixCn (1.2)

During charge, an electric potential is applied to extract lithium ions from the

LiCoO2 cathode host, and this oxidation reaction can be represented from left to

right in Equation 1.1. The Li-ions then travel through the separator and electrolyte

to intercalate into the empty layers of the anode material, initiating a reduction

reaction shown from left to right in Equation 1.2.
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During discharge, the electrochemical reactions are reversed where Li-ion are

transferred from anode electrode to cathode, indicated from the right to left re-

actions in Equation 1.1 and Equation 1.2. The oxidation reaction at the anode

induces a free flow of current which are transferred in an external current collector

(made from Copper and Aluminium as shown in Figure 1.4) and can be used to

power other systems before entering back into the cathode structure. It is important

to note that the magnitude of this external current flow is in balance with the internal

ionic current flow to maintain systematic charge neutrality.

1.2.2 Underlying Electrochemical Theory

The extent of the oxidation or reduction reactions indicated in Equation 1.1 and

Equation 1.2 are largely controlled by the change in the Gibbs energy and the volt-

age (electromotive force). The change in Gibbs free energy determines the spon-

taneity of the reactions with the sign of the value indicating the likelihood for the

reaction to proceed. The more negative value indicating less energy required for

initiating the reactions and thereby are more likely to occur. Similarly, the potential

difference between the anode and cathode can indicate the tendency for the reaction

to occur within the cell. These two parameters are essentially measuring the likeli-

hood for the cell reaction to occur and can be quantitatively related using the Nernst

equation given as Equation 1.3 below.

∆G =−nEcellF (1.3)

Where ∆G is the change in Gibbs free energy, n is the number of electrons

involved in the reaction, F is the Faraday constant (96785 Cmol−1) and Ecell is the

cell potential.

The working voltage or open circuit voltage is an intrinsic property that varies

for the use of anode, cathode, and electrolyte material in the LIB system. To calcu-

late it, one can find the difference between the electrochemical potentials of anode

and cathode as shown in Equation 1.4.
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Voc=
µA−µC

e
(1.4)

Where Voc is the open-circuit voltage, µA and µC are the electrochemical po-

tentials of anode and cathode, respectively and e is the magnitude of the elementary

electronic charge.

1.2.3 Key Performance Metrics

Parameters such as the specific energy, capacity, life cycle and C-rate are often used

during the examination of the performance level of the whole Li-ion battery and for

the constituent electrodes.

The capacity of a battery (Cbattery) is defined as the number of hours that a new

battery can deliver under 1A of current. This is an extensive property that is varied

and controlled by the concentration of the lithium ions and electrons involved in

the electrochemical reactions. Furthermore, this property can be further converted

into energy by multiplying with the average voltage (Vaverage) during discharge,

following Faraday’s law as indicated in Equation 1.5.

E (Wh) = Vaverage(V)×Cbattery(Ah) (1.5)

From the calculated energy, one can estimate the volumetric and gravimetric

energy densities of the cell, simply dividing it by the mass and the volume of the

battery and the units for these parameters are given as mAhL−1 and mAhg−1, re-

spectively.

In terms of the electrode materials, their theoretical capacities are often calcu-

lated using Equation 1.6.

Celectrode=
nF

3.6M
(1.6)

Where Celectrode is the specific capacity of the electrode material with the

common unit of mAhg−1, n is the number of available electrons or the Li-

ions for withdrawn or extraction per material unit, F is the Faraday constant
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(≈ 96485.33Cmol−1), M is the molar mass of the materials.

The C-rate is the principal measure of the current density rate used for charge

and discharge. This rate can be quantitively related to the set time for charge and

discharge as well as the properties of the electrodes as shown in Equation 1.7.

C− rate (Current density) =
Cth×m

T
(1.7)

Where m is the mass (in grams) of the active material in the electrode, T is the

time required for charge or discharge in hours. 1C represents that a battery with

5Ah can be fully discharged/charged within 1 hour using the 5A discharge/charge

rate. Testing current density is normally chosen to match with the application re-

quirement, such as the average discharge rate of an electric car is normally around

3 hours which stands for the C/3 discharge rate.

Another key metrics is the life cycle, which is the number of charge/discharge

cycles that a battery can support before the capacity drops below 80% of the original

capacity. This is a direct parameter for estimating how many times the battery can

be recharged and whether the performance will be maintained at a similar level after

long and repetitive usage. Similar metrics are capacity retention rate and fading rate

per cycle which gives a detailed analysis of the degradation of battery performance.

1.2.4 Battery Materials Challenges

A common issue of solid electrolyte interphase (SEI) is reported on the surface of

various electrodes during the first cycle, and this is due to the reactions between the

electrolyte and the electrodes. Figure 1.5 illustrates the relative electronic energy

of the cathode, anode, and liquid electrolyte in the LIB system under the thermody-

namic equilibrium state.

The energy gap (Eg) of the electrolyte is illustrated as the difference between

the levels of the highest occupied molecular level (HOMO) and the lowest unoccu-

pied molecular orbital (LUMO). Besides, the likelihood of SEI formation is largely

dependent on the electrochemical potentials of the anode and cathode material. The

two electrode materials, cathode, and anode have their electrochemical potentials
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Figure 1.5: A semantic illustration of the open circuit diagram for relative electron en-
ergy of anode, cathode, the aqueous electrolyte in the LIB system, ΦC and ΦA
denotes for the work function of cathode and anode, SEI stands for the solid-
electrolyte interphase,µC and µA are the electrochemical potentials of cathode
and anode, Eg is the energy gap. Reproduced with permission from [6].

labelled as µC and µC, respectively in Figure 1.5. Under the absence of SEI to

create an electron transfer barrier between the electrode and electrolyte interphase,

the aqueous electrolyte will be either oxidized if the selected cathode had a lower

µC value than the HOMO energy level or reduced if the selected anode has a higher

µA than the LUMO energy level of the electrolyte. The formation of SEI on the elec-

trode surface will increase the internal resistance of the LIB and additionally lead

to irreversible capacity loss. On the other hand, some studies have also shown that

SEI can provide extra kinetic stability to the system if the chosen electrode materi-

als create a large Voc whilst providing that it doesn’t have a large energy difference

with the Eg of the electrolyte [49]. Various results have shown that the damage in

SEI would further limit cell life by promoting the lithium dendrite growth on the

anode and causing severe short-circuit problems [50].
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To create a thermodynamically stable LIB system, the electrode materials

should be selected that both µA and µB should be within the Eg of the electrolyte

and conventionally and therefore the final operating voltage Voc should be smaller

than the Eg.

As such, the selection of the LIB materials should be strictly considered to

fulfil the requirements that: 1) the electrolyte should have a large Eg for breaking

the limits of electrochemical voltage window 2) the anode and cathode should be

selected to suit this electrochemical window whilst minimising the likelihood of

SEI formation after the first circuit.

1.2.5 Research of Component Materials and the Challenges

The development of new LIB with higher electrochemical performance is insepara-

ble from the advancement in each of its components. In this section, the material

selection and current research for each component are reviewed.

1.2.5.1 Electrolyte

The Electrolyte serves as the electronically insulating ion diffusion pathway be-

tween the two electrodes during charge/ discharge. An ideal electrolyte should have

high Li-ion conductivity, low electrical conductivity, low cost, eco-friendliness,

good chemical stability and compatibility with the other electrode materials. The

current research of electrolytes is mainly categorised into organic liquid, gels, and

solid polymer.

The majority of LIB use organic liquid mixtures of lithium- salt (LiPF6, LiBF4,

LiClO4), organic solvent (Ethylene carbonate (EC), Dimethyl carbonate (DMC),

Ethyl methyl carbonate (EMC)) and carbonate-based additives as the electrolyte

because of their wide electrochemical windows, the low activation energy for Li-

ion diffusion and high ionic conductivity (10−3 ∼10−2 S cm−1). It is also im-

portant to note that the inclusion of carbonate additives in the electrolyte can help

to build a passivating SEI protection layer on the carbon-based anode and hence

stabilize the electrode/electrolyte interfaces. Nevertheless, the highly flammable

carbonate-based solvent and the high reactivity of the Li-salt decomposition prod-
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ucts (PF−6 ) towards the small water content in the electrolyte do raise potential safety

hazards. As an alternative, solid polymer electrolytes have shown promising fea-

tures in being non-flammable and can reduce the dendrite growth on the electrode

surface [51]. Several types of polymer materials have been researched and they

have demonstrated their promising mechanical strengths and electrochemical per-

formance. These include the polyethylene oxide (PEO) [52, 53, 54, 55], polymethyl

methacrylate (PMMA) [56, 57], polyvinyl chloride (PVC) [58] and polyvinyli-

dene fluoride (PVDF) [59, 60]. Regardless, the real application of solid polymer

electrolytes in LIB is still constrained due to the poor ionic conductivity (< 10−5

Scm−1) of these materials. This is the chief challenge in developing new materials

for this application.

Next, gel-typed polymer electrolyte is seen as an alternative option between

the electrolyte system of liquid-free and full liquid. It has become increasingly

popular as it combines the advantages of both the liquid-free system and the full-

liquid electrolyte system; good ionic conductivity, great mechanical strength and

the separator-free feature ( replaced by host solid polymer matrix) [61]. The main-

stream research of gel-based electrolytes is divided into the physical gel system and

the chemical gel system. The physical gel system is essentially a hybrid system

where the liquid electrolyte is contained in the polymer matrix on the conditions

that they do not interact chemically with each other. In addition, the chemical gel

system uses a cross-linker chemical that forms a bond with the polymer matrix.

Since there are different components in the gel-based electrolyte, research has been

done separately into the host polymer matrix materials as previously mentioned for

the solid-state electrolyte materials and the cross-linker regents. The widely re-

searched cross-linking reagents are the inorganic compounds such as the TiO2 [62],

SiO2 [63] and the polymer-based compounds such as the polyethyleneimine (PEI)

[64] and polyethylene glycol-dimethacrylate (EGDMA) [65]. Although the ionic

conductivity of both gel-based systems has shown to be greater than the liquid-free

solid electrolyte, they both still suffer from the problems of high instability of the

interfaces with both the lithium metal anode and with the cathode and the lack of
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thermal stability, which remain as challenges to be solved.

1.2.5.2 Separator

The role of a separator in a LIB system is to eliminate the possibility of physical

contact between the two electrodes to prevent short-circuiting. Although the separa-

tor does not take parts in the electrochemical reactions, its structural properties have

been shown to have a considerable impact on the cyclic performance of LIB [66].

A suitable separator should be chemically compatible (stable) with the electrodes

and the electrolyte and have high mechanical strength and toughness. Moreover, the

separator should have uniformly distributed porosity (commonly > 40%) to allow

for Li-ion diffusion, with the pore sizes smaller than the electrode particle sizes and

good wettability for the liquid electrolyte. Another important feature of a separator

is also its emergency shutdown capability at elevated temperatures (> 130 ◦C ) to

prevent thermal runaway and ultimately combustion [67].

The most used separators are the microporous membrane materials consisting

of various polymeric materials such as polyethylene, polypropylene or polyvinyli-

dene fluoride (PVDF). New research has been done into modifying the structures

of these membranes with plasma or electron-beam radiations treatments to enhance

the wettability and the retention rate of electrolytes [68, 69]. The current state-of-

art separators are fibre-based non-woven mat separators, [70, 71] and composite

membrane materials [72]. These materials have demonstrated great improvements

in ionic conductivity as well as thermal stability relative to standard microporous

membranes.

1.2.5.3 Anode (Negative Electrode)

An ideal anode should fulfil the requirements of having high specific capacities,

lower potential than the cathode, low cost, robust crystal structure during charge

and recharge and should be eco-friendly for sustainable usage. In theory, lithium

metal is the most ideal anode material as it has the highest possible high theoret-

ical specific capacity (3860 mAhg−1) as it has no other elements that do not take

part in the reduction/oxidation reaction. However, the growth of unwanted lithium

dendrites is observed on the anode surface, leading to the cell short-circuiting, and
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possibly combusting [73]. As such, although it cannot be used itself, Li-metal is

used as the performance benchmark for candidate anode materials. Most modern

anode research can be classified as either carbon-based materials or non-carbon-

based materials.

Carbon-based anodes such as graphite are widely implemented in the LIB in-

dustry due to their excellent electric conductivity, low cost, low density and great

safety. The widely used carbon compound LiC6 has a high experimental specific

capacity of 372 mAhg−1 whilst research has been conducted for other stoichio-

metric forms such as Li2C6 [74], Li3C6 [75] with high specific capacities of 780

mAhg−1 and 1116 mAhg−1 respectively. Furthermore, Yoo et al [76] improved

the graphene specific capacity from 540 mAhg−1 to 700 mAhg−1 by enlarging

their interlayer spacing using various nanotubes and fullerenes (C60). Nevertheless,

graphene materials have high surface energy which leads to immediate triggering

side-reactions with aqueous electrolyte before the initial formation of SEI as pro-

tection. This would lead to irreversible capacity loss encountered during the initial

charge/discharge process and hence reduce its cyclability.

Research into non-carbon-based anodes is mainly focused on metal oxide and

alloy materials. Among all the metal oxides, titanium-based oxides (Li4Ti5O12

and TiO2) are leading materials as they have a lower operating voltage (0.8V) than

graphene and have comparatively less SEI formation on the anode surface. How-

ever, the applicability of this material is limited due to the high cost for processing,

poor electronic conductivity, and the additional safety concerns of gas release from

their reactions with the electrolyte.

Recent research has focused on developing graphene supported metal oxide

materials to combine the high surface area and electrical conductivity of graphene

with the low SEI formation and operating voltage of the oxide materials [77]. Fur-

thermore, alloy materials such as Li-Si, Li-Ge and Li-Sn are of interest for their

high specific capacities (multiple times more than graphene) and their reasonably

low operating voltage. However, the challenges of capacity loss and the safety is-

sues such as the dendrite growth remain since the alloy material undergoes volume
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expansion during the charge and discharge process [78].

1.2.5.4 Cathode (Positive Electrode)

The currently researched intercalation cathode materials are all transition metal ox-

ide (M-O) based and can be classified according to their underlying structures,

namely, layered materials (LiMO2), spinel materials (LiM2O4) and olivine mate-

rials (LiMPO4) as shown in Figure 2.2. The cathode acts as a Li-ions host in LIB

and thereby should meet several requirements to best facilitate the insertion and ex-

traction reactions. Firstly, an ideal cathode should have a suitable structure for fast

Li-ion diffusion during the Li-ion intercalation/deintercalation process whilst being

able to store as many Li-ions as possible (high specific capacities). In addition, the

cathode crystal structure should be stable during the charge/discharge to avoid any

irreversible capacity loss. As opposed to the anode material, the cathode should

have a high operating voltage to reduce the likelihood of SEI formation after the

initial cycle. Other desirable features of the ideal cathode materials are low cost,

easy processing, and low toxicity.

In addition to the metal oxide, most cathodes have additives of polymer binders

(polyvinylidene fluoride (PVDF), ethylene propylene diene monomer (EPDM)) for

binding the cathode mixture to improve the mechanical stability of the material

and the carbon-based conductive additives to improve the electrical conductivity.

The mixture ratio of these components varies, but a typical ratio of 8:1:1 (active:

additives: binder) is used. Small weight percentages of the binders and conductive

additives are added to the electrode preparation method as these components are

electrochemical inactive. In addition, the mixing of carbon conductive and binder

would lead to the formation of a new mixed-phase called carbon binder domain

(CBD). The latest research has demonstrated that the morphology of CBD has a

great impact on the kinetics of the Li-ion transport from the pore space as it can

cause the potential blockage of the electrochemically active sites of the cathodes

[79, 80, 81].

Each class of active cathode materials has limited electrochemical performance

due to the limitations of its structural properties. For instance, the layered materi-
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als LiCoO2 suffers from low practical capacities because of the weak structure, the

spinel cathode LiMn2O4 faces severe capacity fading issues due to the undesired

Mn-ion dissolution reaction and the LiFePO4 olivine materials have extremely low

electronic conductivity and slow Li diffusion. As such, research has been done

to enhance their electrochemical potentials by changing their physical or chemical

properties with varying degrees of success. These optimisation methods include

the synthesis of the composite cathode system that integrates multiple active com-

ponents, [82, 83, 84] doping with alien atoms [85, 86, 87], changing the crystallite

size and the particle size, [88, 89, 90] and finally, applying surface coatings [91, 92].

Among all components that have been discussed above, the cathode compo-

nent is inevitably the most influential component for the development of new LIB

with better performance; they have a large influence on the overall energy and power

density of the LIBs; its crystal structural properties are crucial for determining the

LIB charge/discharge life cycle due to the repetitive insertion/extraction of the Li-

ions; it typically contributes to nearly 25% of the overall LIB cost. In the following

sections, detailed reviews will be given on the chemistries, challenges and the on-

going research progress for three classes of current state-of-art cathode materials,

namely, the layered structure, the spinel structure and the olivine structure.

1.3 Thesis Objectives and Outline

To facilitate the discovery of new cathode materials with better electrochemical per-

formance, a deep understanding of the relationship between composition, structure

and materials property is required. However, this is difficult to achieve through

conventional means due to the high complexity of experimental variable correla-

tions and the large time taken to perform performance tests, limiting the rate of

experimental iteration. Discharge capacities of a battery is a vital performance met-

ric to examine on the amount of electric power that a battery can deliver at any

point of the cyclic performance under the discharging conditions. In addition, this

reveals the battery health conditions such as the remaining useful life and help to

distinguish the quality of the battery materials. Nevertheless, a full 25 cycle ca-
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pacities test of a Li-ion battery containing a new cathode material would take up

to 20 days if the battery was discharged at the rate of C/10 [93]. As a result, this

significantly increases the time required to investigate the performance of the new

cathode materials.

The benefits of doping on cathode materials’ electrochemical performance

and the overall battery discharge capacities have been discussed in subsubsec-

tion 2.1.2.3, however, the research community still have a lack of understanding

of the detailed correlations due to the complex variable space. In this regard, the

primary goal of this thesis centres on investigating the potential of using machine

learning techniques to uncover variable correlations of the material systematic prop-

erties and the discharge capacities of three classes of doped LIB cathode materials.

The three doped material systems that are investigated in this thesis are referred

to as the doped spinel system (LiMxMn2−xO4, M is the dopant), the doped layered

system (LiNixMnyCozM1−x−y−zO2, M is the dopant), the carbon-coated and doped

olivine system (C/LiM1M2PO4, where M1 and M2 are transition metals and C, is

the carbon coating). The data used for training the ML models for each cathode

material type is collated manually from accessible publications. Since the quality

of the data determines the accuracy of the prediction model, data sources such as the

DFT simulation data were avoided due to their large deviation from the experimen-

tal results. Instead, experimental publications were manually selected with rules

implemented on the material type, experimental conditions and the reported experi-

mental results for each material. The pursuits of each material system investigation

are present in Chapters 5, 6, 7, respectively.

In Chapter 5, the relationship between the material properties and discharge

performance of the doped lithium manganese oxide spinel cathode, LiMxMn2−xO4

is investigated. A suitable dataset was collected, with a range of ML algorithms

applied to predict the initial and 20th cycle end discharge capacity of several cathode

materials, and thereby uncover the features of the most predictive materials and

analysed variable correlations with each discharge capacity property.

The relationships between the material properties and the discharge
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performance of four types of the doped lithium nickel-cobalt-manganese

based (NCM) cathode systems including, LiNi0.33Co0.33Mn0.33O2 (NCM333),

LiNi0.50Co0.20Mn0.30O2 (NCM523), LiNi0.60Co0.20Mn0.20O2 (NCM622) and

LiNi0.80Co0.10Mn0.10O2 (NCM811) are investigated in Chapter 6. K-nearest

neighbour, support vector machine, artificial neural network, random forest, gra-

dient boosting machine, kernel ridge models are applied to predict the initial and

the 50th cycle discharge capacities of the doped NCM systems. The correlations

of various dopant-related elemental features and the material systematic properties

such as crystal lattice dimension, volume with discharge capacity are explored.

Finally, in Chapter 7, the relationships between the material properties and

the discharge performance of single doped, carbon-coated olivine systems, includ-

ing the iron-based system (C/LiFe1−xMxPO4) and the manganese-based system

(C/LiMn1−xMxPO4) are investigated. In particular, several ML algorithms are ap-

plied to a manually collected data set to predict the initial and the 20th cycle dis-

charge capacity of the iron-based and manganese-based systems. The variable cor-

relations of the selected input variables such as the carbon coating content, crystal

lattice dimension with each of the response discharge capacity variables are ex-

plored, and a model with the best prediction power is applied to predict the initial

and the 20th cycle discharge capacity of the cobalt-based olivine system.

Please note that the material presented in Chapter 5 and Chapter 6 have been

adapted from [94] and [95] respectively. This action has been issued the licenses

by the publisher with the terms being agreed with the first author of these publica-

tions, which is also the author of this thesis (Guanyu Wang). For further details,

please refer to the license agreements attached in the Appendix section, given as

Figure A.17 and Figure A.18.



Chapter 2

State of the Art of Cathode Materials

Research

2.1 Cathode Materials

Research into economically feasible cathode materials with high storage capability

has been carried out for many years due to the vital role that cathode plays in the

overall energy density of LIBs. The cathode should have a strong crystal structure

that remains volumetrically stable during Li insertion and removal and have high

ionic conductivity for Li-ions. The major types of intercalation cathodes are clas-

sified by their available pathways for Li-ions diffusion, namely, one-dimensional

(1D), two-dimensional (2D) and three-dimensional (3D), as shown in Figure 2.1.

Figure 2.1: Schematic illustration of the possible Li-ion intercalation pathways for cathode
materials in a) one dimension, b) two-dimension, c) three-dimension. Repro-
duced with permission from [7].
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In general, the perpendicular top-downward direction of inserting and extract-

ing Li-ions would leave the material structure undergoing extreme anisotropic ex-

pansion or shrinkage and experiencing structural exfoliation. On the other hand, the

two-dimension intercalation structure (Figure 2.1-b) is more desirable as it offers

alternative pathways (along the x and y-axis) and has higher structural stability in

terms of maintaining the host matrix [7].

2.1.1 Material Selection and Chemistry

The three main cathode materials that have been researched widely across the globe

in recent years are layered compounds, spinels and olivines. This section will re-

view these three classes of materials in terms of their chemistry, modifications and

suitability for use as cathodes. The crystal structures of these three classes of com-

pounds are shown in Figure 2.2.

Figure 2.2: A schematic illustration of the crystal structures of the representative (a) lay-
ered material LiCoO2, (b) spinel material LiMn2O4 and (c) olivine material
LiFePO4.Reproduced with permission from [8].

2.1.1.1 Layered Materials

Layered materials have a general formula of LiMO2 (M is a transition metal) and

play a significant role in the current LIB market. The electrochemical potentials of

LiCoO2 (LCO) layered cathode material was initially proposed by the Goodenough

group [96] and investigated experimentally by the Plichta et al [97]. It was con-

cluded that layered cathodes with a Li metal anode could provide a much higher
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operating voltage of 4V than the leading commercialised battery at the time (Ni-

based 1.2V, [98]).

LCO has a prototypical α-NaFeO2 layered structure with a space group of

R3m as shown in Figure 2.2-a. Layers of Li+ are separated by sheets of CoO−2
that are formed by the edge-sharing CoO6 octahedra. Upon the Li-ion insertion or

withdrawal, the oxidation state of the cobalt will switch in-between +3/+4. Fur-

thermore, the withdrawal of Li-ion from the structure Li1−xCO2 is limited to be x <

0.5, which leads to the practical capacity being approximately half of the theoretical

(from 274 mAhg−1 to 140 mAhg−1). Any further withdrawal of Li-ions leads to a

phase change from monoclinic to hexagonal phase, which is accompanied by severe

structural shrinkage and lattice disorder (Li-ions travel from 3a to the 3b Co lattice)

which degrades its cyclic performance. In addition, the bonds between metal oxide

layers are maintained by the weak van der Waal’s forces which makes the whole

structure unstable at high lithium loading of x > 0.5 of the formula unit. This leads

to an irreversible phase transformation in the host structure and greatly deteriorates

future cyclic performance [99, 100, 101]. Another drawback of LCO is the use of

cobalt metal which is both expensive and toxic to the environment. As such, it has

been proposed to substitute cobalt for other metal elements to find alternative lay-

ered materials that are cheaper, has greater structural stability, and have better cyclic

performance. Manganese and nickel metals are popular substituting options as they

are both earthly abundant and have good electrochemical potentials. This proposal

has led to the discovery of new layered compounds including LiNiO2(LNO) [102],

LiMnO2 [103] and LiNi1−x−yCoxMnyO2 (NCM) [104]. Among these, LiNiO2 is

popular for its high practical capacity (150 mAhg−1) and non-toxicity, however, it

suffers from poor Li-ion diffusion and poor cyclic performance due to the cation

disorder of the similarly sized Ni2+ and Li+ ions and is found difficult to synthesis

[105]. LiMnO2 is the cheapest of the candidate cathodes, however tends to undergo

a phase change to the spinel structure during the charge/discharge resulting in rapid,

irreversible capacity fading.

NCM compounds were developed to overcome the shortcomings of the Co,
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Ni and Mn-based structures, combing the three to overcome the individual draw-

backs whilst maintaining a good level of performance. Further, the transition metal

ratios can be tuned according to the requirements of cost and electrochemical per-

formance. During the cycling, Ni is the main redox component with its diversified

oxidation states (II, III, IV) in the redox reaction whilst Co reduces the overall

cation mixing effect and the Mn is used to stabilise the overall structure from its

inertness to the reactions. Various NCM compounds with different compositions

have been discovered to have high energy density. In particular, the nickel-rich

NCM (nickel content > 0.8 per formula unit) is the current state-of-art material

with its high electronic conductivity, similar operating voltage range (3.0-4.3V) to

LCO and high capacity (203 mAhg−1).

2.1.1.2 Spinel Materials

Spinel cathodes were introduced as a more eco-friendly and cheaper option than

layered LiCoO2 cathodes. The most representative spinel compound is LiMn2O4

with an Fd-3m space group as shown in Figure 2.2-b. Manganese atoms occupy

octahedral sites at 16d whilst the lithium ions occupy the tetrahedral sites at 8a.

This arrangement allows 3-D intercalation/deintercalation pathways for lithium ions

with fast diffusion kinetics. The oxidation state of manganese can switch reversibly

between +3 and +4 during the charge/discharge process. The crystal structure of

LiMn2O4 is robust, enabling a full unit of Li-ion delithiation per formula unit, thus

the practical capacity (120 mAhg−1 at 0.1C) of LiMn2O4 is close to its theoretical

capacity of 148mAhg−1.

The major shortcoming of LiMn2O4 is the rapid capacity fading observed upon

numerous cycling at 4V against the Li metal anode [96]. For this, two of the major

root causes are thought to be the manganese dissolution into the electrolyte and the

Jahn-Teller distortion effects from d-electrons by the redox reactions. Equation 2.1

illustrates the disproportional reactions of Mn3+ on the surface of the LiMn2O4

cathode which initiate the dissolution of Mn2+ into the electrolyte and causing sig-

nificant loss of the active material [106].
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2Mn3+→Mn2++Mn4+ (2.1)

The Jahn-teller distortion effects are mainly caused by the unique electronic

configuration (t32g,e
1
g) of Mn3+ in octahedral complexes with the oxygen as shown

in Figure 2.3. As a result of this effect, a structural transition (cubic to tetragonal)

is observed as the Mn-O bonds are elongated and this creates a new cathode phase

which reduces the Li-ion diffusivity and leads to severe capacity decay [107]. Fur-

thermore, the capacity fading issue is more pronounced when the Li-ion diffusion

rate is greater in the electrolyte than in the electrode (caused by high discharge rate)

which then leads to the formation of an Mn3+-rich region on the LiMn2O4 surface

[108].

In response to these issues, doping treatment and surface coatings have shown

to be effective in suppressing the Jahn-teller distortion effects. The rationale be-

hind the doping methods (both bulk and surface doping) is to increase the aver-

age valence number of Mn and therefore inhibit the Mn+3 Jahn-teller distortion

effect. Dopants like aluminium (Al3+) [109], erbium (Er3+) [110], cerium (Cr3+)

[111], scandium (Sc3+) [112] have been investigated in the literature with the great

enhancement to the observed cyclic performance. In addition, a bulk doping ap-

proach with the electrochemically active Ni element has led to the discovery of

LiNi0.5Mn1.5O2, which has a high operating voltage (4.7V against Li/Li+) and a

high energy density (650 Whkg−1) [113, 114, 115].

Cathode coatings can effectively reduce the contact between the organic elec-

trolyte and the LiMn2O4 and hence suppress the Mn dissolution. Coating mate-

rials such as Al2O3 [116, 117], CeO2 [118], FePO4 [119], AlF3 [120] and LaF3

[121, 122] have been widely reported to reduce the capacity fading issues. Further-

more, the effect of morphology and crystallinity and particle size on the electro-

chemical performance has also been investigated and shown to influence the overall

cycle performance of the spinel materials [123, 124, 125].
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Figure 2.3: The crystal structures of (a) the cubic spinel LiMn2O4 and (b) the tetragonal
spinel LiMn2O4 and the change in the 3d orbitals diagrams of the Mn ions as the
structure elongation occurs along the c-axis and the structure transforms from
the cubic symmetry to the tetragonal symmetry. Reproduced with permission
from [5].
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2.1.1.3 Olivine Materials

Olivine materials were first proposed by Radhi et al [126] for their advantages of

non-toxicity, and low manufacturing cost. The olivine material itself consists of

transition metal elements accompanying a phosphate group and often can be rep-

resented by the general formula LiMPO4 (where M is a transition metal). The

commonly used transition metals are iron [127], manganese [128] and cobalt [129],

with the respective theoretical capacities of 170 mAhg−1, 171 mAhg−1 and 167

mAhg−1. All three compounds belong to the Pnma space group with the hexagonal

close-packed structure (see Figure 2.2-c). The structure consists of FeO6 octahe-

dra groups sharing oxygen atoms with the PO4 tetrahedra group whilst the Li sit

in interstitial voids in the structure. One benefit of this structure is that the strong

covalent bonding between phosphate polyhedra stabilises the structure allowing it

to perform under extreme operating conditions (> 200◦C ) [130]. On the other hand,

this leads to Li+ diffusivity and electronic conductivity (10−8 ∼ 10−10 Scm−1). In

addition, this material is susceptible to the growth of a second phase, FePO4, on

the surface of the electrode which inhibits Li-ion diffusion and result in low rate

capability [131].

Other olivine-based materials like LiCoPO4 and LiMnPO4 have their advan-

tages and disadvantages. LiCoPO4 has a higher operating potential (4.8V versus

Li+/Li) than LiFePO4 (3.4V versus Li+/Li), however, is also more expensive and

toxic due to the use of cobalt. In comparison, LiMnPO4 has a similar operating po-

tential of 4.1 V, and its cost is much lower, however, it has low ionic and electronic

conductivity and therefore is not suitable for high charge/discharge rate applications

such as EVs.

Having explored currently researched potential olivine cathode materials, it

can be surmised that three approaches are being actively pursued to improve their

electrochemical performance. Coating the LiFePO4 with some highly conductive

materials such as carbon, copper or silver has been reported to improve the over-

all electronic conductivity and thus reaction kinetics [132, 133, 134]. In addition,

the rate performance and the reversible charge/discharge capacity can be improved
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through the modification of the particle size of the olivine materials and the partial

doping methods [135, 136, 137, 138].

2.1.2 Elemental and Structural Design Parameters

To improve on the materials outlined in subsection 2.1.1, the relationship of the

properties of potential substitution/dopant elements, as well as crystal structure and

microstructure with the key performance metrics of the cathode including energy

density and cost should be well understood [139]. This section examines these

relationships in more detail.

2.1.2.1 Elemental Selection

Potential substitutions in the cathode formula should be considered carefully as they

directly influence the materials’ physical and chemical properties.

Transition metal elements are typically desirable as dopants/substitutes on an-

ion sites as they can have multiple valence states, which allows for the intercala-

tion/deintercalation of the Li-ions as they are reduced/oxidised. In transition metal-

based cathode compounds, the transition metal is treated as the complex centre

and normally bonded to surrounding ligand groups (oxygen, polyanion). To ensure

that the structure is robust and stable during the cycle, the strength of metal-ligand

bonds should be considered, and this relates to the electronegativity difference of

the atoms at each end of the bond. A larger electronegativity difference indicates

that the bond is more ionic and is usually shorter and stronger than a covalent bond,

thereby increasing structural stability.

The polyanionic ligands carry different electronegativities due to the diverse

internal electronic interactions and can form more ionic bonds between the metal

centre and oxygen than the single-element ligands (oxygen ion). Due to the more

apparent ionic character of the metal and oxygen bond, the separation between their

bonding orbital and the anti-bonding orbital can be reduced. Moreover, the energy

of the lowest unoccupied 3d orbitals of the metal centre will also be lowered as

illustrated in Figure 2.4, leading to a downward shifting of the cathode potential

indicated in Figure 1.5 and thereby increasing the cell potential. For example, the
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polyanionic-base compound LiNiPO4 has a higher operating voltage (5.1V versus

Li+/Li) [140] than LiNiO2 (4.4V versus Li+/Li) [141].

Figure 2.4: A schematic illustration of the difference in the separation between the bonding
orbital and anti-bonding orbital for a more ionic M-X bond and a more covalent
M-X bond and ∆V oc denotes the change in the open-circuit voltage as the result
of this bonding character modification. Reproduced with permission from [9].

A high capacity can be theoretically achieved by selecting an electrode mate-

rial that has both low molar mass and a greater number of available electrons per

unit Li, as suggested in Equation 1.6. Taking the example of LiCoO2, it has an

overall molar mass of 97.87 gmol−1, which is nearly half of the molar mass of

LiMn2O4 (M = 180 gmol−1), and therefore its theoretical capacity is much higher

at 274 mAhg−1 than the later 148 mAhg−1. In practice, however, LiCoO2 has high

internal resistance and only approximately half of the Li can be removed before an

irreversible phase change is induced, which leads to a much lower practical capacity

(180 mAhg−1 versus Li+/Li), unlike LiMn2O4 which can undergo full delithiation

and has experimental capacity close to the theoretical value (120 mAhg−1 [142]).

Finally, the cost and toxicity of the material should be taken into consideration.

Metals such as Os, Hg, TI and Cd are highly toxic as shown in Figure 2.5 and there-

fore should not be considered. In addition, some metallic elements in the 4d and

5d periods such as Au, Ru, Rh are expensive and all have high molecular weight.

On the other hand, some studies have shown improvements in cyclic performance

by doping trace amounts of these heavy and expensive metals into the original ma-
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terial [143], as discussed in subsubsection 2.1.1.2 for treating the spinel cathode’s

capacity fading issue.

Figure 2.5: A Summary of the potential elements for the design of new cathode materials
in the periodic table format. Image reproduced with permission from [10]

2.1.2.2 Crystal Structure Effects

The crystal structure of the cathode can have significant impacts on material perfor-

mance. One important feature to consider is the Li lattice site energy as it effectively

determines how easy it is to extract Li-ions from the host structure. This is defined

as dH
dn , where H is the enthalpy change of the reaction and n is the number of

electrons/Li-ions transferred. The higher the site energy, the less energy is required

to remove one Li-ion from the structure. If there are multiple symmetrically distinct

lattice sites, each site may have different site energy.

Both the spinel and the olivine materials are formed of the strong and densely

packed anion-O polyhedron, which stabilise the crystal structure and provide the

3-D diffusion (Figure 2.1) channel for Li-ions. As a result of this, the site en-

ergy for Li-ion is maintained during the intercalation/deintercalation process and

hence providing a more durable performance than other layered materials. Lay-

ered materials, on the other hand, are formed of loosely packed layers bound with

weaker bonds (Figure 2.1) which is vulnerable to structural distortion during in-
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tercalation/deintercalation. Figure 2.6 shows the crystal structures of three classes

of the cathode and their respective electrochemical performance. Firstly, it is seen

that LiNi0.5Mn1.5O4 exhibits a much higher operating potential at 4.7 V than the

LiFePO4 Olivine (3.4 V) and they both have flat potential curves due to phrase tran-

sition reactions [144, 145]. LiCoO2 has a sloping potential curve as its structure

being distorted from the rising site energy in the host structure. The evolved lay-

ered materials such as the standard NCM and Li-rich NCM have shown a higher

operating potential and greater capacities than LiCoO2 due to the mixing of elec-

trochemically active Nickel ions and the structure stabilizer Mn4+.

Figure 2.6: The comparisons of the three classes of intercalation classes with their crystal
structures, chemical formula and the voltage profiles (versus Li+/ Li). Repro-
duced with permission from [11].
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2.1.2.3 Doping

Doping is an effective method to improve the overall electrochemical performance

of cathode materials. This is achieved by introducing a low concentration of an ad-

ditional element into the structure, usually as a substitution rather than interstitial.

If the substitutional element has a different charge state to the host site, this can

create additional vacancies for the anions or cations. In addition, the chemical pres-

sure, crystal field and distortion field from the original structure will be modified to

change the Li-ion site energies and influence the rate of insertion/extraction reac-

tions. Doping can also improve structural stability and enhance both the electrical

and ionic conductivity of the material. To reduce capacity fading, Duan et al [146]

doped the spinel cathode with 3% nickel which led to an improvement in the 2000th

cycle capacity retention rate from 31% to 56%. In addition, significant improve-

ments in the long-cycle capacity for spinel LiMn2O4 have also reported from the

application of other dopants such as Al3+ [147, 148], B− [149], Cr2+ [150, 151],

Ce+3 [152], Sc3+ [112], Mg2+ [153, 154] . Furthermore, Bakierska et al [155]

observed two times higher Li-ion diffusivity in 1% K & S doped LiMn2O4 relative

to the undoped material. These results demonstrate the utility of doping to improve

the overall electrochemical performance of these materials, however, there are still

many potential dopants that remain unexplored.

A key challenge is to select a suitable dopant and concentration to maximise

the material’s electrochemical performance. Xiong et al [156] observed the same

level of discharge capacity at the 70th cycle for LiMn1.9Ti0.1O4 and LiMn1.6Ti0.4O4

despite the latter have given much lower discharge capacities in the initial 50 cy-

cles. Similarly, the amount of doping with electrochemically inactive atoms onto

the crystal lattice sites should be carefully selected as it would reduce the theoret-

ical capacities of the original cathode. In general, there is a general lack of un-

derstanding in the correlation of the dopant selection and how the electrochemical

performance would consequently change. The doping strategy to reduce capacity

fading for spinel cathodes is based on selecting lower valence atoms (<3) to lower

the overall Mn valence state in the formula and suppress the overall Jahn-Teller Dis-
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tortion effects. On the other hand, several studies have demonstrated that using a

cation dopant with higher valence (>3) could also improve the electrochemical per-

formance which contradicts the theoretical assumption [157]. This highlights the

complex role that doping plays in the cathode system and should be carefully stud-

ied using advanced computational tools. Furthermore, various studies have been

conducted to investigate the effectiveness of dual-doping or multiple-cation doping

on enhancing cyclic capacities[158, 159, 160, 161].

While some success has been achieved with this method, in order to reach the

maximum benefits one would need to gain a more thorough understanding of the

dopant distribution in the host lattice structure, interactions with the original atoms

and the respective synthesis process to achieve the targeted composition. Further,

the number of potential dopants, dopant combinations and concentrations represent

a vast, many-dimensional compositional space, which is impossible to fully explore

using expensive, time-consuming manual experimentation. Data-driven machine

learning techniques have the potential to direct the experimental search into promis-

ing directions. The discussion of this cutting-edge research method will be provided

in subsection 2.2.2.

2.1.2.4 Particle Size

The microstructure, in particular the primary particle size, dictates the length of the

Li diffusion pathway. This will in turn determine the reversibility of intercalation

reactions as well as the charge/discharge rate. The microstructure of the cathode

material can be altered using different synthesis methods and precursor materials

[123]. Drezen et al. [162] investigated the electrochemical potentials of LiMnPO4

with a range of primary particle sizes. The results presented in Figure 2.7 demon-

strate that smaller particle sizes (140 nm) have a higher initial capacity and capacity

retention rate at the 9th cycle relative to larger particle sizes (160 nm, 200 nm, 270

nm, 830 nm), most likely due to the shorter Li diffusion pathway in the relatively

low (relative to the electrolyte) ionic conductivity material. In addition, the change

in particle size affects the specific surface area of the materials. Xia et al [163]

observed a better charge/discharge rate for LiMnPO4 with a larger specific surface
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area (24.1 m2g−1) than the smaller ones (14.2 m2g−1, 4.6 m2g−1). This is caused

by the larger contact area with the electrolyte which increases the rate of Li-ion

insertion/extraction.

The current state-of-the-art is nanoscale active cathode materials with a particle

size less than 100 nm [164, 165, 166, 167, 168]. Nevertheless, this introduces issues

such as low packing density and are more susceptible to interface reactions with the

electrolyte which limit their commercial viability [169]. Moreover, the morphol-

ogy of the nanoparticle can alter its electrochemical performance, with nanotubes

(1D structure) [148], nanoplates (2D structures) [170, 171, 172] and hierarchical

nanostructures (3D structure) [173, 174] all having been investigated.

Figure 2.7: . The cyclic performance of LiMnPO4 cathode with different particle sizes
from 520nm to 700nm against the lithium metal anode and the SEM pictures
for three materials with different particle sizes. Reproduced with permission
from [12].

2.1.3 Material Discovery Progress and Limitations

The development of new cathode materials with higher storage capability is the

major key to unlock the full electrochemical potentials of LIB. Despite a few new

promising material formulas that have been discovered in recent decades, the pro-
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cess of material discovery, in general, suffers from a great time span. Figure 2.8

illustrates the whole process of material research from the initial discovery of new

material through development until commercial deployment. Often, material dis-

covery is the most time-consuming step with a projected time of 15 years on average

to complete. A thorough understanding of the relationship between composition,

crystal/microstructure and material properties is an essential prerequisite for the de-

sign and discovery of new functional cathode materials. There are in general two

conventional methods being used to gain these insights: theoretical computation

using techniques such as DFT and traditional experimental methods.

Figure 2.8: A schematic illustration of the material discovery process from the conven-
tional research method. Produced with permission from [13].

Experimental research consists of material synthesis, fabrication and charac-

terisation. For most cathode synthesis, the correlation between the synthesis route,

precursor, and the final products’ properties such as the particle size and morphol-

ogy are still unclear. For instance, the cheap solid-state reactions synthesis route

for LiMn2O4 offers little control over the particle distribution and particle size of

the final material despite its wide use in large-scale production [175]. In addition,

synthesis routes such as the hydrothermal reactions and the sol-gel process require

niche, expensive equipment [176]. Furthermore, the high possibility of failure due

to the unsuitable control of processing variables should not be neglected as this

greatly increases the material cost over the long term and delays the discovery pro-

cess. Electrochemical property tests, and in particular whole cycle tests, can be

extremely expensive and time-consuming, with the latter for up to 25 cycles with a

C/10 discharge rate taking nearly 20 days to complete [93]. The prediction of the

material properties can also be done through various theoretical simulation methods

such as density functional theory (DFT), Monte Carlo, molecular dynamics and the

phase-field method. These computational methods offer the advantages of being
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much cheaper and faster than experimental methods. DFT is widely seen in the

research for different cathode classes such as NCM and LiMn2O4 and the studies

range from the prediction of the crystal structure, Li-ion diffusion energy and the

average voltage during cycling [177, 178]. Nevertheless, an average deviation per-

centage of 1-2% is observed between the DFT predicted lattice constant results and

the experimentally observed lattice constants [179]. In most cases, a prerequisite

for DFT simulation is an approximation of the crystal structure. This can be lim-

iting, as in the case of NCM where each cation can partially occupy different 3b

lattice sites, requiring the modeller to perform thousands of simulations to get a

reasonable statistical sample of all possible atomic arrangements to determine the

most stable structure with the lowest free energy [180]. In addition, the applications

of the molecular dynamics and the Monte Carlo methods are limited by the need

for empirically derived molecular force fields (DFT, although universal becomes

computationally intractable for more than a few hundred atoms) before performing

the systematic potential energy calculations. In general, computational simulation

methods are mostly used as a guide tool to direct experimental research. The com-

monly shared limitations of these methods can be summarized as 1) the requirement

of a high computing-power platform, 2) require specific input information about the

material such as the full details of atom arrangements and crystal lattice parameters

and restricting the size of the molecules, 3) lack of flexibility in stimulating various

material length scale such as DFT cannot be used to model the grain boundaries

which are at the macroscale level. The drawbacks of both experimental and simu-

lated research can be addressed in part by using data-driven approaches, which will

be explored in the subsequent chapter.

2.2 Review of Data-Driven Research

2.2.1 Introduction

Ever since the Materials Genome Initiatives (MGI) was announced in 2011, more

and more research attention has been drawn towards the use of complementary data-

driven methods [181] which have been enabled by widescale materials data collec-
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tion, curation and digitisation. Using this data, advanced statistical methods can be

used to uncover the underlying correlations between multi-dimensional variables

and provide a much faster prediction of material properties than either experimental

or simulation methods.

Although this concept was introduced very early, many obstacles were faced

such as the lack of computing power and limited data resources and hence, it found

limited industrial applications. The 2010s saw an explosion in the development of

data-driven approaches due to increased computing power and more established on-

line data-sharing platforms, which attracted worldwide interest. It has now become

a key contributor to the global economy and more especially in the technology in-

dustry. The current size of data science market revenue is seven times more than for

2011 as shown in Figure 2.9. This high growth rate is predicted to continue, with

revenue of 103b$ in 2027.

Figure 2.9: The Forecast for the worldwide revenue of the data science market from 2011
to 2027. Image reproduced with permission from [14].

Applications range from IT to drug discovery. For example, google Deep Mind

[182] developed an ML algorithm to play GO, which defeated the world GO cham-

pion. Other examples include models for facial recognition [183], sound classifica-
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tion [184] (currently used by Amazon - Alexa), as well as the recently developed

autonomous car [185].

Data-driven methods can broadly be divided into supervised and unsupervised

learning. The supervised machine learning method is seen as a much more mature

and useful technique in giving underlying insights into the correlations of material

structure properties. Unsupervised machine learning technique is normally used to

investigate basic trends from the dataset such as clustering different types of ma-

terials based on their shared systematic properties and therefore can provide fewer

insights. In the supervised learning method, a well-labelled dataset consists of input

and output variables are collected either from the available database, experiments or

computational simulations. Figure 2.11 illustrates the essentials steps involved in a

project using machine learning to perform material science research. At first, a clear

outlook of the machine learning model should be established including the identifi-

cations of the covariate variables and the response variables. The covariate variables

are referred to as the input variable to the model and a machine learning algorithm

automatically try to generate a mathematical function that can link the input infor-

mation with the target response variables which is also known as the model output

variable. For the applications in material science research, the covariate variables

are divided into three main categories, namely, the material composition informa-

tion, structural properties and the chemical and physical properties of the elements

such as the ionic radius and melting points [186]. The compiled dataset was then

carried out with data cleaning (removing the empty entries) and being centred and

scaled to ensure that the dataset is high quality and suitable for the later ML training.

Before the ML training, the dataset is normally split into a training set and a

test set with a user-specified ratio. A rule of 8/2 for the training/test splitting ra-

tio is typically used in ML research as the size of the training set is large enough

for the ML model to capture enough signals whilst the remaining test-set is large

enough to test the model performance. The next step is followed by the selection

of the underlying algorithm. the selection of the underlying machine learning al-

gorithms should be carefully selected as each of them have their unique advantages
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Figure 2.10: Schematic illustration of the supervised learning process.
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and disadvantages which can greatly impact the performance of the model [187].

Such comparisons of different types of algorithms have been given in Table 4.4 and

Table 4.3. Broadly speaking, there are four categories of algorithms being used to

conduct data-driven research with each tailored to their unique application. Fig-

ure 2.11 illustrate the common machine learning algorithms under each algorithm

category. Regression, classification and, less frequently, clustering algorithms are

mainly used for material property prediction. In addition, the probability estimation

algorithm is mainly used for predicting the likelihood of new materials with new

crystal structure or component combination to have suitable functionality and the

successful candidates are normally selected for further investigation with experi-

ments or DFT simulations.

Figure 2.11: A list of the machine learning algorithms that are commonly used for material
science research. Reproduced with permission from [13].

During the training of the ML model, overfitting issue normally occurs as the

results of the model overlearn the dataset and capture more noise than the underly-

ing signals. This would result in a poor prediction performance over the new dataset.

As a common strategy to tackle the issues of ML model overfitting to the training

set data, the training set is normally split further into N equal-sized sub-datasets,

and these are gradually fed into the model. In the case of regression models such

as linear regression, the training process aims to construct a mathematical formula

consists of the suitable coefficients of each covariate and can predict a value closer

to the response variable. This process can be achieved using weight optimisation al-
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gorithms such as gradient descent, or the ordinary least square method as illustrated

in Step 3 in Figure 2.10. These weight updates are driven by the goal of minimis-

ing the difference between the final predicted value and the target response variable

value. Furthermore, another essential goal of ML training is to seek the optimal

model hyperparameters that would grant the model the best prediction power. These

hyperparameters can be seen as the model settings which affect the length and the

complexity of the learning process. A clear example can be seen from the needed

specifications of the number of hidden neurons and the number of hidden layers

for a neural network model and these hyperparameters could be tuned by comput-

ing a wide range of parameter combinations and select the pair that generates the

lowest prediction error. It is important to note that the prediction error denotes the

difference between the predicted value and the real response variable value and can

be calculated through the root mean square error formula indicated in Figure 2.10.

Finally, further assessments of the prediction power of the optimised ML model can

be made by predicting against the hold-out test set. This hold-out test set was split

from the main training set and therefore would result in less bias towards the final

confirmation of the ML prediction power. Different ML algorithms embed different

underlying principles for learning and predicting and therefore their respective per-

formance can vary greatly. A common research strategy is to construct and compare

different algorithm-based ML models under the same test dataset (controlled by set-

ting random seed) and select the model with the lowest prediction error for further

analysis. In the end, the material scientist can utilise these constructed ML models

to predict the material properties or to facilitate the discovery of new materials.

2.2.2 Implementation in Material Science Research

ML-assisted research methods have shown great promise in assisting the recent

material science research due to the increasing volume of available databases

and the boosted computing power in recent years. Several high qualities review

papers have highlighted the recent significant research results obtained on sev-

eral energy materials such as solar cell material, catalysis and battery materials

[186, 188, 189, 190, 191, 192]. The types of ML-assisted research can also be split
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into the themes of the prediction of material properties and the prediction of new

materials. Material property prediction concerning the lithium-ion battery materials

is dominated by the prediction of the stability of the materials (formation energy,

cohesive energy), material properties (crystal structure lattice constant, crystal sys-

tems, elastic properties) and the performance metrics related properties (voltage,

Li-ion diffusion, discharge capacities). On the other hand, the prediction of new

materials is made through predicting which crystal structures that might be stable

(or meta-stable) for a given composition or predicting which chemical composi-

tion might have desirable material properties. In the following section, further dis-

cussions will be given on ML-assisted research in each research domain with the

illustrations of some examples.

2.2.2.1 Material Property Prediction

The fast prediction of the material properties such as lattice constant, the bandgap

can give researchers valuable insight into the final materials before carrying out

any expensive experiments. This is particularly important for new cathode ma-

terial research considering that both material properties influence both the elec-

tronic conductivity of the material and hence impact the rate of Li-ion intercala-

tion/deintercalation during the electrochemical performance. Attempts have been

made with using the Gaussian process regression [193, 194], artificial neural net-

work (ANN) [195] random forest algorithm [196] to predict the material’s lattice

constant with predictions having comparable accuracy to the experimental results.

DFT with the general gradient approximation functional often underestimates this

value and the use of higher complex hydride functionals are more computationally

expensive [197]. To explore the potential of the data-driven method, the prediction

of band gaps for inorganic materials are seen using various algorithms such as sup-

port vector regression [198], kernel ridge regression and randomised forest [199],

cubist regression [200] which all models have given comparable predictions of the

bandgaps with the DFT method, with a much lower computational cost. ANN al-

gorithm is inspired by the biological structures of the neural network in our brain

and construct various neuron points to form the final prediction. One major disad-
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vantage associated with this type of algorithm is the requirement for a much larger

size of the dataset due to many present internal parameters. This in turn would lead

the model to have less prediction power over the unknown dataset and thereby less

applicable in guiding the material research. On the other hand, the tree-based algo-

rithm random forest is less likely to overfit the training data and have shown to have

higher prediction power in general.

One crucial condition for achieving a high-rate capability is that the cathode

material should have good diffusion properties to enable the fast or slow with-

draw/insert of the Li-ions. The computation of electronic conductivity can be

achieved using Nudged elastic band calculations, however, this calculation method

is known to be difficult and considerably costly to perform. In recent years, promis-

ing results have been seen from the examples of implementing machine learning

methods to predict the Li-ion conductivity of inorganic battery materials with com-

parable results from the simulation results [201, 202, 203, 204, 205]. Similarly,

the examples of predicting other relevant properties have also been attempted such

as the migration and the hopping energies [206, 207, 208], formation energy [209]

and the elastic properties such as the elastic tensors, bulk moduli and shear moduli

constants [210, 211, 212, 213].

The lack of available datasets is often reported as the major hindrance for ML

methods, particularly for neural network models. On the other hand, ensemble-

averaged ML methods such as random forest or gradient boosting have been sug-

gested to have robust prediction power over smaller datasets than the non-ensemble

models [214]. The selection of a suitable ML method should be made according

to the problem on hand. It is commonly known that no “best” ML approach would

solve all material related issues according to the “no free lunch” theorem [215].

These promising examples have demonstrated that the machine learning methods

have a strong ability to uncover the complicated variable correlations whilst provid-

ing effective predictions for the properties that are interested.
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2.2.2.2 Materials Discovery

The design and discovery of new materials have also been a key driving force in

material science research. The traditional material discovery methods consist of

elemental substitution and perturbing known crystal structures, and these are found

to be both time-inefficient and computationally expensive. The data-driven material

discovery method trains the algorithms with the molecular and structural behaviours

of the existing compounds and is used in the prediction of new materials with a new

composition or crystal structure.

The essential aim is to find a composition/crystal structure with a spatial con-

figuration of atoms that is thermodynamically stable. In general, the component

prediction method is more commonly seen than the crystal structure method be-

cause the formula’s components and composition are easier to modify. Table 2.1

lists examples of both methods. It is noted that tree-based models such as decision

trees, random forests have been frequently applied in predicting new material such

as mixed-anion conductors and Co-V-Zr metallic glasses [216]. Besides the high

prediction power, these tree-based models are applicable for small datasets, and

this is more advantageous than the artificial neural network where a large dataset

is normally required to achieve a sufficient prediction force and the relative com-

puting time for finding the optimal internal parameters is much higher. Although

having mentioned it, the ability of the ANN algorithm for handling many complex

problems should not be neglected especially when the model is fully optimised. In

addition, there are many cases of implementing a Naı̈ve Bayesian algorithm (NB)

to predict the likelihood for certain compositions or structures from having the sta-

bility of the desired properties. Similar to the tree-based models, the NB models are

much easier and quicker to train (small dataset) whilst providing a high prediction

power. However, its major shortcomings can also be seen from its presumption of

covariate variables being independent of each other and this is rarely the case in the

real life.
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Table 2.1: Examples of data-driven material research in crystal structure prediction and
component prediction.

Crystal Structure Prediction
Reference Research Purpose ML

method
Achievement Data

Source
Amsler
et al
[217]

Discover new
mixed-anion semi-
conductors

Decision
Tree

Identified 21 new
compounds with I-
42d space group

simulation

Liu et al
[218]

Design new mi-
crostructure of
Fe-Ga alloy materi-
als

Decision
Tree

Discovered 5
new alloy mi-
crostructure that
fulfils the property
requirements

Stimulation

Component Prediction
Ren et al
[216]

Design new Co-V-
Zr system metallic
glasses

Random
Forest

Identified 3 new
metallic systems,
validated experi-
mentally

Experimental

Jalem et
al [207]

Discover new ionic
substituted com-
pounds

Bayesian Identified 20 new
ionic substitutions

Stimulation

Hautier
et [219]

Discover new
ternary oxide com-
pounds

Bayesian Identified 209 new
compounds

Experimental

2.2.3 Review of Data Sources for Material Science Research

Data-driven research is predicated on the availability of relevant data. Ever since the

first open-access journal website named arXiv was established in 1991, the concept

of data sharing has been widely promoted in the research community. Nowadays,

it is promising to see that the strict requirements are placed by many journals and

funding agencies on making data assessable to the readers. In material science, the

raw data used for training or testing can be collected either through conducting the

physical experiment or performing first principle-based computational stimulations.

After years of continuous effort in collecting and collating high-quality data, many

data infrastructures are seen to be containing a high volume of data and increase the

chance of conducting data-driven material research.

Table 2.2 summarises a few publicly assessable datasets that can be used to

conduct inorganic material research. In general, the available datasets can be split
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into the types of experimental data and computational data. The inorganic crystal

structure database is one of the largest repository sites that contains over 190,000

entries of data on the reported experimental crystal structures. Structural properties

such as the bond length, crystal structure positions are included in the database.

These can be used to perform DFT stimulation or to be trained on as the vari-

ables in the machine learning model. In addition, Material projects stores nearly

four folds of material data that are estimated by the DFT calculations. This web-

based dataset offers more diverse information on the material compounds such as

the phase diagrams, elastic properties, and crystal structure information. Differ-

ent to other databases, the Material project includes calculated battery performance

properties for the battery materials including the average discharge voltage and the

estimated volume change during discharge. These features are essential in screen-

ing suitable battery materials that exhibit good cycling properties and increase the

chance of discovering new functional battery materials.

The quality and the quantity of the data are the two major factors that govern

the prediction performance of the machine learning models. One common issue

with the experimentally collected data is the high likelihood of human errors or

measurement bias during the collection process and the lack of sample uniformity

such as the material impurities and the different product phases. The lack of report-

ing standards in the measurement of the essential material properties can also lead

to unreproducible data and hence increasing the uncertainty of the data accuracy.

For the large databases in Table 2.2 follow a strict data management plan and prac-

tise regular maintenance work such as clearing out the data entries that are reported

to be faulty. Finally, failed experimental data can also be useful, for example, Rac-

cuglia et al [227] used a support vector machine model trained on failed reaction

data to attain 89% accuracy for the prediction of reaction products.

2.2.4 Data-driven Research for LIB Cathode Materials

Leveraged from the large volume of publications made in LIB materials research

(>7000) every year [93], machine learning is becoming a more commonly used tool

by the research community, especially for the investigation of cathode materials.
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Table 2.2: A summary of the available databases for accessing the structure and properties
of inorganic materials.

Dataset Name Description Type of Data
Inorganic Crystal
Structure Database
(ICSD) [220]

Contains more than 210,000 experimen-
tally synthesised inorganic crystal struc-
tures for binary, ternary, quaternary and
quintenary compounds

Experimental

ChemSpider [221] A chemical structure database established
by the royal society of chemistry con-
taining more than 100 million structure
records and containing various experimen-
tal and computationally estimated proper-
ties

Experimental
and compu-
tational

Crystallography
Open Database
[222]

Crystal structure dataset containing the
calculated structure properties for over
1,561,023 compounds (organic, inorganic,
metal-organic, mineral)

Computational

Citrination [223] AI-powered data-sharing platform con-
taining the experimental and computed
properties of over 4,023,176 compounds

Experimental
and Compu-
tational

Material Project
[224]

Chemical and physical properties of over
16,000 known and hypothetical com-
pounds calculated by DFT

Computational

Open Quantum
Materials Database
[225]

Covering the DFT calculated results for
815,654 materials’ structural and thermo-
dynamic properties such as the phase dia-
grams

Computational

AFLOWLIB [226] Ab-initio computed structure and proper-
ties of over 3,400,000 inorganic materials

Computational

Primarily, ML is used to predict material properties of new candidate materials, such

as the material crystal system, configuration energy and electrochemical properties

such as the voltage, charge/discharge capacities and redox potential.

ML models based on DFT data have been commonly used to predict the for-

mation energy and lattice parameters of candidate materials. Li et al [228] trained

a support vector regression model using the DFT calculated formation energy and

lattice parameters of 5329 spinel oxide (AB2O4) and attained a prediction accu-

racy of 0.81 and 0.961 in the R2 scores respectively (R2 scores range from 0 –

1). Furthermore, 451 new spinel structures are predicted to be stable and were

recommended for further experimental validation. Eremin et al [229] applied
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ridge regression models to predict the configurational energy of various forms of

LiNi0.8Co0.15Al0.05O2 and LiNiO2 from their respective DFT optimised atomic ar-

rangement, achieving a prediction error of less than 2 meV per atom relative to the

DFT results.

Attarian Shandiz et al [230] compared the prediction power of six different

machine learning models for classifying the crystal systems of 339 silicate-based

cathodes (general formula of Li-Si-Mn/Fe/Co-O). These models take in seven DFT

computed microscopic properties including the energy of formation, gap energy,

energy above the hull, density, number of sites and the crystal volume to make the

crystal system prediction. Among all seven machine learning methods, the ran-

dom forest model has yielded the best prediction power with their overall average

accuracy calculated to be 75% and 76% respectively. In addition, the results also

revealed that the crystal volume was the most important variable that influences the

classification of the crystal system.

Other research takes this one step further, using ML to replicate the forces pre-

dicted by DFT and thereby create ML – interatomic potentials that can be used to

simulate much larger atomic systems (and therefore material features such as dislo-

cations and grain boundaries) than DFT. Li et al [15] developed artificial neural net-

work potentials (NNP) using the MD-stimulated Li-ion movement with their under-

lying forces and energies being described by the DFT simulations. The initial train-

ing set for the NNP includes information such as the snapshots of the MD-material

structure under various temperatures (300K to 4000K) and the defected material

structure with one missing Li-atom. These optimised potentials were then used in

an MD simulation to predict Li-ion diffusion behaviour in amorphous Li3PO4. Fig-

ure 2.12 compares the prediction results of using NNP and DFT for the prediction

of Li-ion vacancy formation energy in Li12P4O16 and of the Li-diffusion energy bar-

rier, with small deviations of 0.029 eV and 0.01 eV observed respectively. These

errors are comparatively smaller than the intrinsic DFT errors. The NNP simula-

tion was 4x faster than DFT and can therefore be applied to stimulate much larger

atomic systems.
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Figure 2.12: The comparison of the results computed using the neural network potentials
and using the traditional DFT methods for estimations of (a) barrier energy of
the vacancy diffusion path in Li3PO4, (b) their prediction differences and for
calculating (c) Li-vacancy formation energy in Li12P4O16. Reproduced with
permission from [15].

The organic cathode material is also another choice due to its good redox po-

tential, cheaper price and highly sustainable and steady performance after repetitive

charging and discharging. Allam et al [231] built deep neural networks to predict

the redox potential for quinone molecules from variables such as HOMO, LUMO

energy, electron affinity, HOMO-LUMO gap and the design of the model are given

in Figure 2.13. From this study, electron affinity was determined to be the most

influential parameter for the prediction of redox voltage and an average prediction

deviation of 3.54% was obtained after validating with the existing literature results.

In addition to intrinsic material properties that can be reasonably predicted

based on DFT data sets, overall device performance, including the electrochemical

performance of the cathodes during cycling is also of interest. This can be captured

from their voltage profile and in some cases, the respective property prediction can

lead to the discovery of new cathodes. Josh et al [232] trained deep neural network

(DNN), support vector regression (SVR) and kernel ridge regression (KRR) to pre-

dict the average voltage using the information of the active metal ion concentration,

crystal lattice types and the space group of 3580 cathodes for six different types of

metal-ion batteries (Li, Mg, Ca, Al, Zn, Y). Out of the three models constructed,

DNN shows the best prediction power with R2 accuracy of 0.81 when predicting



2.2. Review of Data-Driven Research 91

Figure 2.13: A schematic illustration of the deep neural network for the prediction of redox
potentials of organic molecules. Image reproduced with permission from [16].

for the published experimental average voltage. In addition, 5000 new electrode

candidate materials have been identified for Na and K-ion batteries. Sarkar et al

[16] built a three-layered feed-forward neural network model using the electroneg-

ativity values of the component elements of 31 different LIB cathodes to predict

their average voltage. The model results in an average prediction error of 0.04 V

when validating against the experimentally measure voltage. Similarly, Houchins et

al [233] trained a Neural Network model with the DFT calculated Behler-Parrinello

symmetry functions of five phases of LiNixMnyCo(1−x−y)O2 compounds and used

it to predict their average voltage at the temperature of 300K. In the end, the model

resulted in an average deviation of 0.042V from the cluster expansion stimulated

results.

The charge and discharge behaviours of LIB are rather difficult to be explained

by any simple physical models because of the presence of a non-linear relation-

ship and the multi-dimensional variable space (electrode properties, test conditions,

etc.). Min et al [17] implemented various non-linear machine learning techniques

(support vector regression, neural network, etc.) to study the correlations between

the synthesis parameters and the capacities of nickel-rich cathode LiNixCo1−x−yO2,

where x >0.8. Among all ML models, the AdaBoost model was found to have the

highest predictive power. It identified the synthesis temperature, Ni-content and
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particle size as the most influential variables for both the initial discharge capacity

and the capacity retention rate at 50 cycles. In addition, the reverse engineering

method (Figure 2.14-a) was applied to predict the performance for 5000 randomly

generated sets of parameters, and it led to the discovery of 5 news nickel-rich cath-

odes with superior experimental performance as shown in Figure 2.14-c. Similarly,

Kireeva et al [234] implemented the support vector machines model to predict the

initial discharge capacity and of the coulombic efficiency of 98 lithium-rich layered

oxide cathodes based on seven different material properties such as the composition,

disorder for the site, synthesis data, electronegativity, work function and the Shan-

non ionic radii. The final optimised models give prediction errors of 18.2 mAhg−1

and 4.02% against the hold-out dataset for the predictions of initial discharge ca-

pacity and the capacity fading, respectively. It also identified that the manganese

content and the Shannon radii of the Li-ion are the two governing variables.

Figure 2.14: The processes of reverse engineering. Reproduced with the permission from
[17].

Besides the use of traditional material properties as predictors, there are other

examples of generating new predictor variables through molecular stimulation tools.

Choi et al [235] proposed a 3D quantum artificial neural network model to predict

the discharge energy density and capacity fading rate for LIB cathode materials.

The novelty of this work is seen from using the distribution of the electrostatic po-
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tentials (estimated by DFT) in cathode material supercell as the ML model input

variable as opposed to the formula’s elemental variables. In the end, the final mod-

els demonstrated great prediction power for predicting discharge energy density and

capacity fading rate with R2 scores of 0.905 and 0.979, respectively. Kauwe et al

[93] used a combination of DFT computed variable (Dipole-moment), elemental

variables (average electronegativity, average atomic mass, etc.) and experimental

variables (anode material, cathode structure, etc.) to predict the experimental dis-

charge capacity of various cathode materials in LIB. Random forest was selected to

be the best performing model with a promising prediction error of 15.7 mAhg−1.

The microstructures of electrode materials are influential factors for many es-

sential material properties such as the internal resistance, mechanical strength and

the understanding of these correlations are essential for the development of new

electrodes with better cyclability. Takagishi et al [18] investigated the relationship

between the mesoscale structure of the 2000 artificial 3D LIB electrodes and the

respective specific resistance in the battery system. First, stimulations of the Li-ion

diffusion specific resistance experienced in the active particle of cathode, electrolyte

and their interface are performed using a physio-chemical model. In addition, a

three hidden layered ANN model was built to predict the resistance based on the

porous structure features such as the volume fraction and particle radius of the ac-

tive materials, the volume ratio of the binder in the cathode, conductivity of the

electrolyte and the pressure applied during the compaction process. The ANN final

predicted resistances have shown good agreement with the stimulation results with

the highest accuracy reported to be R2=0.99. More recently, Jiang et al [18] inves-

tigated the correlations of the degree of attachment and detachment of the particle

from the carbon/binder domain (CBD) in the LiNi0.8Co0.1Mn0.1O2 (NCM) com-

posite cathode system with the charge and discharge performance. They trained and

built a recurrent neural network model to annotate the types of particles, degree of

cracking for the rendered CBD microstructure images. Figure 2.15-a demonstrates

the overall working process of this machine learning approach and Figure 2.15-b

highlights the results of using the conventional separating algorithm and the recur-
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rent network model to identify the particles for 650 microstructure images. The

recurrent neural network has higher accuracy in terms of identifying the different

phases of the NCM than the conventional method (more uniform in the identified

particle colour in Figure 2.15-b. In addition, the implementation of this machine

learning approach was helpful to characterise the degree of particle detachment for

different NCM particles and in the end, the conclusion was drawn that the higher

charging rate and the smaller particle can cause greater particle detachment from

the CBD matrix.

Figure 2.15: (a) The schematic illustration of the workflow for using a recurrent neural
network model to perform the segmentation of the electrode materials. (b)
In the comparison of the results from the traditional manual segmentation
method and the machine learning segmentation method, the colour indicates
the different particle labels. Reproduced with permission from [18].



Chapter 3

State of the Art of Machine Learning

for Battery Materials Research

3.1 Introduction
Different machine learning algorithms embeds different prediction mechanisms,

and this would lead to different prediction performance when they are trained with

the same dataset. According to the recent review [236], a wide range of regression

machine learning techniques has been implemented in battery materials research

such as the ordinary least squares (OLS), decision tree, random forest, artificial neu-

ral network and kernel-based algorithms such as the support vector regression and

the kernel ridge regression. In this chapter, a detailed discussion will be provided

for the implementation example of different machine learning models in battery

materials research.

3.2 Performance Comparison between Linear Model

and Non-linear Model
Table 3.1 gives a few successful examples of applying the machine learning meth-

ods to assist the battery materials research. Various studies can be seen such as to

predict the ionic conductivity of the electrolyte materials, the Li-ion diffusivity of

materials and investigate the battery materials’ formula-performance correlations.

It is observed that non-linear algorithms such as support vector machines, neural
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networks have been implemented more frequently than the linear algorithms like

the least absolute shrinkage and selection operator (LASSO) model and this phe-

nomenon has also been suggested in the recent review [236]. Jalem et al [206, 237]

concluded that the optimised artificial neural network model can provide a much

better prediction over the Li diffusion barrier of olivine materials (LiMXO4) than

the linear partial least square model does. The underlying reason was believed to

be that linear models are overly simplified and therefore are not capable of captur-

ing any non-linear correlations between the battery materials structural and perfor-

mance properties. Other successful application cases of using non-linear models

can also be seen from Ahmad et al [213] ’s work on using kernel ridge regression

and the gradient boosting model to predict the elastic constants of the solid elec-

trolyte. The final prediction errors for the shear and bulk moduli of the inorganic

materials are shown to be 0.1268 and 0.1013 respectively and twenty new inorganic

materials are predicted to have the capability to suppress the Li- dendrite growth

on lithium metal anode. These examples demonstrate the great prediction power of

the non-linear model in explaining the correlations between the structural properties

and the performance of battery materials.

3.3 Data Concerns

The prediction power of the machine learning models is largely governed by the size

and the quality of the data. In battery material research, the lack of high-quality data

is often reported as one of the biggest constraints in enabling the use of the machine

learning (ML) method to conduct research. Simulation data is seen as the most

frequently used data source for ML model training as opposed to the experimen-

tal data in Table 3.1. This is caused by the lack of a high-quality and accessible

experimental dataset of the material performance properties in the material science

research community. Simulation results could give useful insights into the theoret-

ically calculated material properties, however, requires further experimental work

to validate the accuracy of the results. In addition, the collection of experimental

data from various publications could involve different degrees of uncertainties such
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as the use of unstandardised experimental conditions or misreported information.

This issue could be reduced by using various selection rules to guide the collection

of publications so that the collected data are more comparable to one the other and

could be used to indicate any true correlations of the interested variables.

3.4 Artificial Neural Network Model
Among most machine learning-powered materials science research, artificial neural

network (ANN) is shown to be a rather popular choice. Eslamloueyan et al [238]

built a multi-layer neural network model to predict the thermal conductivity of the

electrolyte solutions using the molecular weight and the number of electrons of the

solute. Within the study, 660 sets of experimental data were used to train and opti-

mise the ANN model and a prediction error of 7.5×10−6 Wm−1K−1 was reached

after validating against the hold-out test set. In addition, Parthiban et al [239] built

an ANN model to predict the charge and discharge capacity of lithium-ion batteries

containing CoO anode for up to 50 cycles. In the end, the study yielded a promis-

ing 1% for the prediction error after validating against the real experimental results.

These successful examples demonstrate the capability of the ANN model in captur-

ing complex non-linear material correlations and provide good estimations of the

performance property. On the other hand, the issue of lack of data for training the

ANN has been commonly reported by various studies in the battery materials re-

search [232, 240, 241]. ANN model has many neuron weights which requires a

large amount of data to optimise the values for. As a way to reduce the requirement

of the dataset, recent studies construct one hidden-layer ANN model with much

fewer parameters than the multilayer case [238, 241]. On the other hand, this set-

ting could also overly simplify the ANN model architecture and additionally reduce

the model’s prediction power.

3.5 Tree-based Model
The implementation of tree-based models is also commonly seen in the research,

particularly the gradient boosting model and the random forest model. Nakayama

et al [208] built a gradient boosting machine model and partial least square (PLS)
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model using 400 sets of simulated data to predict the migration energy of the Li-

Zn-X-O oxide compounds based on their composition details. The final results have

indicated that the final prediction errors of the gradient boosting machine model is

0.52eV lower than the PLS and hence hold much higher prediction power. In ad-

dition, Schmidt et al [242] investigated the prediction power of ridge regression,

random forest, gradient boosting trees and the neural network models for the dis-

tance of convex hull of cubic perovskite solid systems. The final results confirmed

that the gradient boosting tree model hold the best prediction power with its root

mean square error estimated to be 121 meV/atom. Other findings were made such

that the linear ridge regression model provided the worst prediction over the test

dataset and the ANN model was extremely time-consuming to train whilst its final

performance was much worse than the tree-based models. In comparison to ANN

models, tree-based algorithms such as random forest or gradient boosting machine,

offers much fewer hyperparameters to be optimised during the training process and

therefore are faster to train. Furthermore, they also seem to work flexibly with dif-

ferent scales of dataset and are shown to provide very reasonable predictions over

unseen data.

3.6 Summary

The selection of suitable ML models should be tailored to the research goals and

the availability of the dataset. In general, two main goals should be considered

during this process, the prediction power and the capability to extract useful knowl-

edge from the model. Linear models such as ridge regression and LASSO are much

easier to train and implement and can be easily interpreted through the computed

variable coefficients. However, their ability to find the correlations between the bat-

tery materials’ structure-performance are very limited due to that the overly simpli-

fied model structure cannot capture complex underlying electrochemical behaviour.

Because of this, many non-linear models such as support vector machines, ridge

kernel regression and artificial neural networks receive more popularity in the re-

search as they are known to be more sufficient in capturing non-linear correlations.



3.6. Summary 99

Table 3.1: Summary of the machine-learning powered battery research examples with on
their research purposes, machine learning methods, achievements and the data
source used for model training.

Reference Research Purpose ML Meth-
ods

Achievements Data
Source

Fujimura
et al[243]

Predict the ionic
conductivity of
the LISICON-
type materials

Support
vector
regres-
sor with
gaussian
kernels

-Discover that
the material
Li4GeO4 has
the highest
conductivity

-Reached a
prediction er-
ror of 0.373
for the ionic
conductivity

Experiments
+ Simula-
tions

Jalem et
al [237]

Predict the Li-ion
diffusion barrier
and the cohe-
sive energy of
LiMXO4

Artificial
neural
network

-Reach low
prediction errors
for both energy
properties
-Identify 14
new olivine type
LiMXO4

Simulation

Duong et
al [244]

Understand the
effect of additives
in the electrolyte
on the capacity
retention rate at
various cycles

Artificial
neural
network

-Identified the
optimal com-
position of
additives and
lithium salt that
would lead to
a high capacity
retention rate at
100 cycles

-Reached a
prediction error
of 10.3mAhg−1

Experiments

Ishikawa
et al [245]

Investigate the
correlations
between the coor-
dination energy of
battery electrolyte
solvent and their
elemental prop-
erties such as the
metal ion radius,
molecules atomic
charge

Least
Absolute
Shrink-
age and
selection
operator
(LASSO),
Multiple
linear
regression

Reached a pre-
diction error of
0.016eV for the
coordination en-
ergy

Simulations
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Among all non-linear models, ANN model is well known for its disadvantages such

as the lengthy and costly optimisation (tuning of learning rate, number of layers

and neurons) and the low model interpretability (known as the black-box model).

These issues then restrict its applicability in many research cases where the avail-

able datasets are relatively small. As a comparison, tree-based models such as the

random forest and gradient boosting trees are much easier to train as they are con-

structed using simple decision trees. In addition, the nature of rule-based prediction

mechanisms can also give much clearer insights into the correlations between the

covariate variable with the response variable and compute the importance of each

covariate.



Chapter 4

Methods

4.1 Introduction
To investigate the potentials of using machine learning techniques to predict the dis-

charge performance of the doped cathode materials in lithium-ion batteries, several

linear and non-linear regression algorithms are selected to construct the predictive

models and compared with their prediction power. This methods chapter is split into

two main sections. The first section entails the proposal of the general predictive

model used in this thesis and a detailed explanation of the data collection process.

Next, the theoretical backgrounds are given for the techniques used in performing

data analysis, data engineering, model training and the performance metrics used. In

addition, the underlying principles are included for the linear algorithm such as the

ordinary linear regression, the penalised regression, Bayesian ridge regression and

several non-linear algorithms such as the Artificial neural network, support vector

machine, kernel ridge regression, K-nearest neighbour, decision tree, random forest

and gradient boosting machine.

4.2 Model Proposal
A predictive model should consist of two major components, the covariate variables

and the response variable. The covariate variables are the input variable to the model

and also referred to as being predictors. The response variable, on the other hand,

is the outcome variable that the model is predicting. Having discussed the current

lack of understanding of the structure-property relationship of the cathode in the
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previous chapters, we aim to develop a machine learning (ML) model to predict the

discharge capacity of the cathodes based on the essential material features proper-

ties and the experimental parameters. In the literature, a wide range of covariates

have been used to construct the machine learning model to predict different cathode

performance properties. These can be summarised into the categories of elemental

properties, material structural properties and experimental parameters. Table 4.1

summarises a selection of potential covariate variables we proposed to implement

into the ML models in this thesis. It is also important to note that the selection of co-

variate might be different in each study because of the difference in the investigated

material class and the different times that conducted the research. Furthermore,

the initial discharge capacities and the nth cycle discharge capacities are selected

as the model response variables, where n indicates a higher charge/discharge cy-

cle number. Most of the material electrochemical testing studies have included the

measurement for the initial discharge capacity as it is the initial cycle. However,

the maximum performed cycle numbers n for discharge capacity are largely varied

across different groups of studies. In this thesis, the scope of collecting the capaci-

ties for the higher cycle number “n” is governed by two main conditions. The first is

the estimation of which cycle number is the most commonly performed maximum

cycle number within each specific material class study. The second is the com-

parison of the collectable data volume under different cycle numbers. A detailed

discussion of the collected dataset in each project is given in their experimental

section.

4.3 Model Covariates Selection

The selection of suitable material descriptors has long been stated as a major chal-

lenge in the field of machine learning for material science research. In this thesis,

the selection of domain covariate variables for the results chapters is decided based

on two major criteria; i) the representation of the material features and their rele-

vance to the material electrochemical performance ii) whether such data is widely

reported or collectable.
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The covariates used to construct the model can be categorised into three classes.

These include the curated experimentally reported results such as the material com-

positions, crystal structure parameters (crystal lattice dimension and volume), cyclic

test conditions (charge/discharge current density, operating voltage) and finally, the

elemental properties for both the intrinsic material elements and the doping element

in the structure.

To illustrate the difference in the structures of material classes, the experimental re-

sults from the material characterisation test such as the lattice constant parameters

and unit cell volume are collected from the publications. The crystal lattice dimen-

sions and lattice volume reveal the conditions of the material’s crystal structure and

can control the mechanisms of the Li-ion intercalation/deintercalation during cy-

cling and therefore would influence the discharge capacities at both the initial and

the higher cycle. In addition, these material physical properties can be used to rep-

resent the differences in the synthesis routine implemented as well as the precursors

and are therefore chosen as covariates for the model.

The composition of the elements within material formulas reflect the chemical and

physical properties of the materials and are expected to have great influence over the

Li-ion intercalation/deintercalation reactions during the cyclic performance. The

composition of the manganese and the dopant atoms in spinel cathode materials can

influence the valence state of the manganese ions and therefore change the man-

ganese dissolution rate during cycling. In the case of doped NCM layered materi-

als, the compositions of nickel, manganese, cobalt and the dopant in the material

formula controls the reaction kinetics, structure stability and the overall capacities

of the materials. These compositional ratios should then be investigated for their

correlations with the discharging performance at various cycles. In addition, the ra-

tio of the based metal and the dopant elements within the olivine materials formula

would indicate the level of the ionic conductivity of the materials and hence could

largely influence the discharge performance.

Experimental conditions such as the current density, the minimum and the maxi-

mum operating voltage are collected as they account for the number of available
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Li-ions for withdrawal in the material and the rate of Li-ion transfer within the bat-

tery system. For the carbon-coated olivine cathode material, the amount of carbon

coating is selected as the covariate variable because it would influence the ionic

conductivity of the material system and hence the discharge capacities. The direct

correlations between the amount of carbon coating or the overall thickness and the

scale of the improvement in the ionic conductivity are still yet to be confirmed and

hence are further investigated in the ML model.

The elemental properties of the atoms in the material formula can indicate the chem-

ical environment within the cathode system and additionally influence the discharg-

ing process. In the case of investigation of dopant effects, various elemental proper-

ties could be used to describe the unique properties of the atoms. For instance, the

electronegativity of the dopant would indicate the characteristics of the bond it has

with the surrounding atoms in the structure. This would indicate the stability of the

intrinsic material structure and hence alter the longer cycle performance. In addi-

tion, other elemental properties such as the dopant ion’s ionic size could mitigate the

migrations of the Ni+ into the Li+ layer in the case of doped NCM cathodes. The

dopant’s electronegativity would influence the type of bond-forming inside of the

material structure and hence the overall stability. Likewise, the ionisation energy

and the electron affinity would affect the change in the systematic energy during

the reactions of Li-ion insertion and the extraction and hence determine the struc-

tural stability. The ratios of the active material, conductive and binder during the

fabrication of the cathode composites to investigate their influence over the mate-

rial’s electrochemical performance. In particular, the ratio of the active material and

the conductive are important as one is directly related to the total amount of active

cathode for carrying the discharge performance and the other controls kinetics of the

Li-ion transfer within the structure. These materials features are widely available

from the publications and can be used as covariate variables in the model.

Netherlevess, the degree of relevance of these covariates to the discharge capacity

property are yet still to be investigated. It is important to note that some of these

chosen covariates might be suboptimal which are considered less relevant to the
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Table 4.1: A summary of the covariate variables for constructing the ML model including
elemental properties, material properties and the experiment parameters for the
cyclic performance test

Elemental properties Ref Material Properties Experiment Parameters
Molar mass [249] Formula composition Current density
Electronegativity
(Pauling Scale)

[249] Lattice constants “a” Minimum operating
Voltage

Number of electrons [249] Lattice constant “c” Maximum operating
Voltage

Number of isotopes [250] Crystal volume
Ionisation energy [249]
Ionic radius [251]
Atomic radius [252]
Electron affinity [253]

discharge capacities and might introduce further noises to the model. As a result of

this, the model prediction power will be greatly reduced. Some essential properties

such as the particle size and the morphological features are known for influencing

the discharging performance of the cathode materials [246, 247, 248]. However,

such data is difficult to collect due to lack of reporting across literature and the

uneven reporting standards (the Scanning electron microscopic figures are often

reported in various scales and are difficult to analyse). These new covariates could

be involved in the new model and investigated further for their correlations with the

model prediction performance.

To investigate the importance of these selected variables, tree-based models such as

the random-forest or the gradient boosting tree can be used to analyse the contribu-

tion of each variable to the overall prediction. The further details of such a method

will be discussed in the following sections.

4.4 Data Collection
In this thesis, we manually curate the data from various open-access publications.

The process of data collection involves the initial selection of the journals with cri-

teria such as the type of studies the author had performed, the type characterisation

methods performed for the material, the experimental parameters for the electro-

chemical test and finally, the measured cyclic performance. The initial collection of
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the publication is done through keyword research over the research engine such as

the web of science and google scholar. A general illustration of the criteria imple-

mented during this data collection process is given below:

1. The publication should investigate the intercalation cathode materials for

lithium-ion battery applications

2. The publication should have carried out the essential material characterisation

such as the X-ray Diffraction (XRD) to determine the crystal structure of

the material. Special cautions should be made on the reported space group,

crystal lattice constant, crystal volume.

3. The publication needs to give a clear description of the material synthesis pro-

cess and fabrications of the cathode electrode such as the ratio of the binder,

additives and active materials and indicate whether the doping and/or coating

has been applied to the material.

4. The material use of the counter-active anode should be kept at lithium foil and

the use of electrolyte should be kept for LiPF6 for standardisation purposes.

5. Experimental parameters such as the current density, operating temperature,

the minimum and the maximum operating voltage should be indicated for the

cyclic performance test.

6. The number of cyclic performance should also fit with the requirements for

each research topic and this depends on the most widely selected cycle num-

ber from the study.

For every project carried out in this thesis, the data collection rules are strictly ap-

plied to ensure the high accuracy and consistency of the data. Publications that do

not fulfil all of the selected criteria are discarded and are not considered for further

data collection. For instance, some publications have fulfilled the required number

of the charge/discharge cycle for the cyclic performance study, however, are omitted

for collection due to the lack of XRD results or the experimental parameters. The
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details of these collection rules used in each study are given in their corresponding

experimental section.

Most of the reported data such as the crystal lattice constant, crystal volume from the

XRD study are reported in the numerical format. On the other hand, the discharge

capacities of the investigating cathode under various charge/discharge cycles are

reported in the graphical format. A web-based tool named WebPlotDigitizer[254]

is used to extract the data from the given cyclic performance plot and the detailed

procedures are given in Figure 4.1.

The data extraction process using the WebPlotDigitizer tool mainly consists of two

steps. The first step is to manually label the axis of the chosen figure as demon-

strated in the figure. The data points can then be selected (indicated as the red dots

in step 2) and output with their respective x and y information, which corresponds

to the discharge capacity and the number of the cycle in this case. In addition, to

assess the extent of potential human error exposed during the selection of the data

point on the figure, a test was performed to compare the results of the manually

collected capacity with the reported capacity in the journal. A deviation of less

than 0.03 mAhg−1 is obtained of which is trivial to the measured capacity ( 150

mAhg−1) and therefore proving this method being a reasonable estimation for the

real discharge performance.

4.5 Feature Analysis and Data Pre-processing
After compiling clean datasets, the next step is to gain some insights into the dataset

and processing these data to support the model training.

4.5.1 Pearson Correlation Coefficient Study

Pearson Correlation Coefficient is used to estimate the linear correlation of the two

sets of data for two variables and is often treated as the preliminary statistical anal-

ysis approach. Equation 4.1 demonstrates the formula for calculating the Pearson

Correlation Coefficient.

rxy =
∑

n
i=1(xi− x̄)(yi− ȳ)√

∑
n
i=1(xi− x̄)2

√
∑

n
i=1(yi− ȳ)2

(4.1)
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Figure 4.1: A process of using WebPlotDigiztier online tool to extract the data information
from the cyclic discharge capacity graph with step one being the labelling of
the axis and followed by the second step of selecting the data point of interest.
The example discharge capacity figure was taken with permission from [19]
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where rxy is the Pearson correlation coefficient, n is the size of the sample, xi and yi

are the sample points for x and y variable at sample index i, x̄ and ȳ are the sample

mean values for variable x and y.

The values of the Pearson correlation coefficient are always found in the range of

-1 to 1, with the value closer to -1 or 1 indicating a more positive or negative linear

relationship for the two variables.

4.5.2 Centering and Scaling

Centering-and-scaling is a common data preprocessing technique used to transform

the numerical raw data. The data centering is mainly done by subtracting each data

point by the mean value of the data group and the new mean value will become 0 in

the new data group. Furthermore, the scaling treatment is done by multiplying each

data point by a constant to alter the range. Mathematical formula of this is given in

Equation 4.2

xstandardised =
x−µ

σ
(4.2)

Where xstandardised is the standardised data point, x is the original data point in the

sample set, µ is the mean value of the sample set, σ is the standard deviation of

the sample set. This data treatment is often needed for models such as the support

vector regression and K-nearest neighbour because they perform better when all of

the variables are on the same scale. This is very useful to transform the variables that

have different units into the standardised unit-less data to achieve easy-comparisons.

The additional benefit of this treatment is also seen from reducing the computational

cost for training the models.

4.6 Model Training and Hyperparameter Tuning

4.6.1 Data Splitting and Model Training

Data splitting is a step to determine how much of the data would be used to train the

model and test. In the following projects, a ratio of 8:2 is selected to randomly split

the whole dataspace correspond to the model training set and the test set. A model
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is trained and constructed based on the training dataset and its prediction power is

further examined by predicting against the hold-out test set.

Next, the process of fitting machine learning models to a dataset is equivalent

to the purpose of finding the optimal function coefficients or the best splitting rules

(for tree-based algorithms) that can minimise a loss function. To begin with, a loss

function is a pre-defined error function that measures the model performance by

calculating the deviations between the model prediction value and the observed re-

sponse value. This function is normally used as a guide to the development of mod-

els. Building linear or non-linear models requires the estimation of coefficients that

minimise the prediction error. In this project, some of the algorithms will use the

multiple ordinary least square (OLS) algorithm to estimate the optimal coefficients

for each of the covariates that would minimise the loss function. The mathematical

formula of OLS is given as Equation 4.3.

β̂ = (XTX)−1XTy (4.3)

Where X is a n×p matrix of vectors of p covariates and n numbers of data rows,

whose ith row is the vector of covariates for the ith case, β̂ is the optimal coefficient

that minimises the given loss function, T means the transpose matrix and y is the

vector of the response variable. The discussions of the loss function used in each

ML algorithm are further made in the following sections.

OLS is a non-iterative process that fits the model once when the loss value

is minimised and this technique is needed for computing the non-linear models

as well as for some penalised models. On the other hand, there are also other it-

erative optimisation methods such as gradient descent and stochastic gradient de-

scent/ascent. These methods update the weights multiply times based on the loss

function and normally require more computing power. The process of these iter-

ative weight-updating algorithms involves the initial inputting of small coefficient

values (normally close to 0) into the function, calculating the respective cost from

the loss function, computing the derivative of the cost to know in which direction

the coefficients should be updated to lower the cost. In the end, the algorithm will
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update the coefficient accordingly with a specified learning rate to seek further for

the global minima point (lowest error). The learning rate indicates how much the

weights will be updated during the optimisation process and should be tuned wisely

for each study.

Next, the K-fold cross-validation technique is used to train all the machine

learning models. This resampling technique can effectively reduce the likelihood

of model overfitting on a given dataset and resulting in models that do not have

good prediction power over a new dataset. The technique randomly splits the whole

training data space into K small and approximately equal-sized subsets where the

K-1 subsets are used for model training and the final subset of data is used for val-

idation. The validation subset is not fixed and should be switched in an alternating

manner for every fold iteration. A graphical illustration of this process is given in

Figure 4.2. The prediction error for each fold training is recorded and additionally,

the average value of all folds is calculated to determine the model training perfor-

mance.

4.6.2 Model Performance Metrics

In this thesis, the regression model performance metrics are used since the response

variable, the discharge capacities, have continuous values. This involves the calcu-

lation of the mean square error (MSE) or the root mean square error (RMSE) and

the coefficient of determination (R2). The MSE value refers to the square deviations

between the observed value and the predicted value and additionally, RMSE is the

square root format of the value of MSE. The mathematical formulas of the RMSE

error metric are given in Equation 4.4.

RMSE =

√
1
n

n

∑
i=1

(yi− ŷi)2 (4.4)

Where n is the sample size, yi is the observed variable, ŷi is the predicted value and

Xi is the series of covariate variables. The value of RMSE represents how much

does the prediction deviate from the observed values.

During the model training process, MSE values are mostly used to indicate the
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Figure 4.2: A schematic illustration of the ten-fold cross validation for model training

model’s prediction performance. This term can be decomposed into three major

components as given in Equation 4.5.

MSE = σ
2 +Bias2 +Variance (4.5)

The σ2 term from Equation 4.5 represents the irreducible error that naturally

occurs from the model and cannot be eliminated. The squared model bias term

refers to how close the model prediction is to the real observation. For any given

prediction model of f̂(x) estimating f(x), the bias term can be calculated from the

equation of E[f̂(x)− f(x)], where E[.] stands for the expected value such as the

mean value. The model Variance on the other hand measure how sensitive the

model is towards the small change in the training data and can be calculated using
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the equation of E[(f̂(x)2]−E[f̂(x)]2. During the model tuning process, it is very

important to control the complexity of the model so that bias and variance errors

are both kept at the minimum. Bias and variance errors have the reverse growth

pattern with each other, an decrease in the bias error resulting from a more complex

model can increase the variance error. The scenarios of an unbalanced trade-off

between bias and variance can lead to the results of over-fitting (high variance and

low bias) or under-fitting (low variance and high bias). The over-fitting issue occurs

when the model is built in a very complex manner that it overly learnt the pattern for

the given dataset, captured the data noise and cannot predict well for a new dataset.

The under-fitting issue arises when the model is not complex enough and cannot

capture the underlying data correlation well.

Next, the coefficient of determination (R2) is used to determine the propor-

tion of variance of the response variable being accurately described by the selected

model and the mathematical representation of it is given in Equation 4.6.

R2 = 1− ∑
n
i=1(yi− ŷi)

2

∑
n
i=1(yi− ȳ)2 (4.6)

where R2 is the coefficient of determination and its value can be either positive

or negative depending on the model performance, yi is the observed data point of

the response variable at “i” indexed, ŷi is the predicted data point of the response

variable at “i” index, ȳ is the mean value of the observed values of the response

variable.

4.6.3 Model Refinement and Hyperparameter Tuning

The prediction performance of any model is largely controlled by model architec-

ture and the optimisation technique. The hyperparameters in the model are the fun-

damental features to construct a model and the respective values should be tuned

to attain the best possible prediction power for the investigating algorithm. The

sets of hyperparameters for investigation are often generated via the grid search or

the randomised search techniques. The grid search technique generates a list of

hyperparameters incrementally for a set value range. For instance, the investigat-
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ing cost factor in a support vector machine model with a target range of 2−2 to

2−5 would be 2−2, 2−3, 2−4 and 2−5. On the other hand, the randomised search

technique generates random values from the given value range and are used to test

the model performance. These two techniques are often coupled with the cross-

validation method to construct a model training plan. The hyperparameter tuning or

optimisation is normally carried with the initial proposal of a set of hyperparameters

generated from these search techniques. Following by, different predictive models

are built based on these architectural hyperparameters and carried out the model

training and validating process. The average RMSE value of all ten-fold validations

are calculated for every proposed hyperparameter set and conclude the optimal set

that gives the lowest RMSE one. Different algorithms will have different sets of hy-

perparameters that require the users to optimise for and this is largely depending on

the computing power available and the targeted model precision. In the following

results chapter, the selected hyperparameters and the value range of investigations

for each study performed are given in the respective experimental section. The in-

vestigating hyperparameter ranges are considered from the existing literature. This

includes the artificial neural network [231, 255], support vector machine and kernel

ridge regression [93, 232, 256], and tree-based algorithms such as random-forest

and gradient boosting machine [255, 257]. Both the grid search technique and the

randomised search technique are applied during the hyperparameter optimisation

process.

4.6.4 Packages Information

Various machine learning packages are available online for constructing models and

implementing optimisation techniques. The common ML packages can be mainly

found in two coding languages, R and Python. In the following results chapter,

various packages coded in R and Python were used to train, validate the model and

test against the hold-out test set. The details of these packages are indicated in the

experimental section of each results’ chapter.
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4.7 Linear Regression Algorithms

4.7.1 General Linear Algorithm

Linear models are commonly used in the early stages of interrogating data. As the

name suggests, a linear model is the sum of linear correlations between the input

covariate variables X j, j=1, ..., P and the response variable yi, i= 1, ..., n, like shown

in Equation 4.7.

yi = β0 +
n

∑
i=1

P

∑
j=1

xi jβ j + εi (4.7)

where β0 is the intercept, εi is the error term that can not be explained by the

model and are assumed to be distributed between the mean-zero and the variance

(εi ∼ N(0,σ2)), yi is the response variable and is normally distributed between

yi ∼ N(Xi jβ j,σ
2), β j is estimated coefficients for the jth covariate variable and xi j

is the value of the jth covariate for the ith sample data.

The coefficients in the above general linear model aim to reduce the value of the

sum of square error (SSE) and the mathematical formula of this is indicated in

Equation 4.8 .

SSE =
n

∑
i=1

(yi− ŷi)
2 (4.8)

Where n is the total number of training points, ŷi is the model prediction output and

yi is the observed response value. In this thesis, the OLS optimisation algorithm is

used to achieve find the optimal coefficients of a linear model that minimise the bias

values.

4.7.2 Penalised Regression Algorithms

The parameter coefficients computed through the OLS algorithm are thought to be

unbiased as it takes equal consideration for all of the available covariate variables.

As a result of this unbiased estimation, the respective variance error in Equation 4.5

is kept very high as the small fluctuations in the data could lead to a big change to

the model structure. On the other, it is commonly known that a small amount of
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increase in the bias would produce a significant drop in the variance and hence

leading to a much lower overall MSE value from Equation 4.5 than the ordinary

OLS algorithm. One method to increase the bias to the model is to include penali-

sation terms to the SSE loss function and find the estimates of the coefficients that

lower the variance. These models with modified objective functions are known as

the penalised regression models.

Penalised regression models include an extra regularisation term targeted to reduce

the consideration of less effective variables in the model. There are two commonly

used penalised models named after Ridge(L2) [258] and Lasso (Least Absolute

Shrinkage and Selection Operator, L1) [259] and their major difference is seen from

the add-on regularisation terms, as indicated in Equation 4.9 and Equation 4.10,

respectively:

Ridge :
n

∑
i=1

(yi− ŷi)
2 +λ

P

∑
j=1

β
2
j (4.9)

LASSO :
n

∑
i=1

(yi− ŷi)
2 +λ

P

∑
j=1
|β j| (4.10)

where λ is the weight of the penalty term, β 2
j and |β j| are the penalty terms for ridge

and Lasso regularisation, respectively. The ridge regularisation term λ ∑
P
j=1 β 2

j con-

trols the contribution of variables to the final prediction by altering their correspond-

ing λ values. For the covariates that are less effective in reducing the objective error

function (Equation 4.9), the corresponding coefficient will be reduced to closer to

0. Lasso regression is a relatively new and popular alternative to ridge regression,

using the absolute value rather than the square penalisation term (λ ∑
P
j=1 β 2

j ). A

direct consequence of this penalising method is that parameters can be penalised to

0 if they have not shown any improvements in the overall prediction performance.

When penalising two closely correlated covariate variables, instead of shrinking

both their coefficients toward each other, Lasso regression will selectively pick one

and ignore the other. This regularisation method is more advantageous than the

previous ridge method in that it reduces the variance of models that contain many

unrelated covariates. While the modifications of the regulation terms are compara-
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tively smaller from the ridge regression, the practical implications on the other hand

are known to be growing very rapidly in various fields.

In conclusion, the penalised regression models are popular to apply for small

training datasets as they will provide a more accurate prediction on the test-set by

lowering the model variance than the OLS method does.

4.7.3 Bayesian Ridge Regression

The general linear regression technique uses the OLS algorithm to make a single

estimate on the best model parameters (β ) based on the given training data and this

method is susceptible to high variance issues. As an alternative, the Bayesian ridge

regression technique assumes that the response variable values (y) are sampled from

a probability distribution type and it can perform the predictions on the new obser-

vation from this data distribution. An example of a Gaussian distributed response y

over the coefficients β T and covariate variables (X) is given in Equation 4.11.

y∼ N(β T X ,σ2) (4.11)

Where σ denotes variance, y is the response variable, N means the distribution.

Next, the essential aim of a Bayesian ridge regression algorithm is to maximise the

probability of finding the set of coefficient (β ) that would best fit with the given

response variable like shown in (Equation 4.12).

β̂ = max
β

P(y|β )P(β )
P(y)

(4.12)

Where P(y|β ) is referred to as the likelihood term, demonstrating the probably of

y having generated β , P(β ) is normally referred to as being the prior term and this

means the probability of observing the settings of β coefficients unconditionally

on anything before observing the data, P(y) is the probability of observing y and it

has nothing to do with the β optimisation and therefore could be neglected. The

numerator of the Equation 4.12 is normally referred to as being the posterior of the

function and should be maximised in this case. Furthermore, the estimation of the

suitable β values should therefore involve the estimation of both the likelihood term
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and the prior terms indicated in the equation above. In this project, the estimations

of both terms are done through the use of uninformative priors which do not hold

any assumptions about the data (normally have large standard deviations) and are

purely depending on the data.

The estimation of the likelihood term can be made with the assumption that the

response variable y is distributed under the Gaussian distribution function and this

can be expressed in Equation 4.13.

P(y|X ,β ,α) = N(y|βX ,α) (4.13)

Where X is the matrix of covariate variable,α is the precision of the noise.

In addition, the prior coefficients term are assumed to be sampled in the Gaussian

distribution like shown in Equation 4.14.

P(β |λ ) = N(β |0,λ−1Ip) (4.14)

Where λ−1 is the precision of the weights from the Gaussian distribution, Ip is the

identity matrix of p dimensions.

Both the α and the λ parameters are selected to have gamma distribution as the

priors and these parameters along with the coefficients are estimated through max-

imising the logarithmic values of the posterior terms like given in Equation 4.15

and this is because of the easier computation.

β̂ = max
β

[logP(y|X,β ,α)+ logP(β |λ )] (4.15)

Furthermore, other Bayesian ridge regression algorithm features are set to be

the number of iterations equal to 300 during the estimation of the parameters and

the stopping criteria is chosen to be 10−3 if the coefficients converged to this value.

In conclusion, the main advantage of applying the Bayesian ridge regression

technique is seen from that it can quickly adapt to the given dataset whilst providing

a prediction with less variance error than the models that are estimated through the

OLS algorithms. On the other hand, since the prediction for the new observations is
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based on the inference of the established distribution, this could be very time-wise

inefficient.

4.8 Non-linear Regression Algorithms

4.8.1 Artificial Neural Network

Artificial Neural Networks (ANN) is a nature-inspired modelling technique that

mimics the structure and the functionality of an animal brain. Following several

decades of research, it is noticed that most of the relationships found in nature

are formed in a rather complex and nonlinear manner and this prevent the use of

conventional prediction approaches such as the human instinct. As an alternative,

the characteristics of non-linearity and high flexibility have enabled artificial neural

network modelling to predict through these high-dimensional data and effectively

show the embedded trends. The construction of artificial neural network [260] in-

volves three important elements, architecture, activation rules and output rule, and

the discussion for each is given in the following section.

4.8.1.1 Architecture

The architecture of a typical neural network found in the human brain mainly con-

sists of three important features, neurons, dendrites and axons. At first, a vast

amount of signals are received from the dendrite and transferred down to the next

neuron unit through the axon bridge. Similarly, an ANN is constructed with sev-

eral neurons nodes which can be arranged in several ways. An illustration of the

structure of a feed-forward neural network with a single hidden layer is given in

Figure 4.3.

The initial set of nodes with no incoming edge are referred to as the input layer

and this is where the information of covariates is fed into (Xj : j = 1, ....P). The set

of nodes that does not have any outgoing edges is the output layer and this is where

the predicted responsive variables are extracted.

The layers of nodes (Zm : m = 1, ....M) that are located in-between these layers

are the hidden layers and it contains a different number of hidden neurons that pass

forward the information from one layer to the next. The number of the hidden
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Figure 4.3: Architectures of neural network in human brain (left). Image taken with per-
mission from [20]. The structure of artificial neural network (Right). Image
taken with permission from [21].

layers and the number of neurons affect the number of the coefficients that the

model need to compute and hence would influence the overall performance. These

hyperparameters are optimised carefully in each of the study chapters.

4.8.1.2 Activation Rules and Output Rules

In a feedforward neural network model, the neurons pass the information forwardly

from one layer to the next layer. The outputs that are passing down from the pre-

ceding layer neurons normally undergo linear aggregation to obtain the intermediate

quantity sυ (Equation 4.16). This intermediate quantity output is fed into an ac-

tivation function first before passing it down to the neuron in the next layer. This

transformation process is shown in Equation 4.17.

sυ = ∑
u→υ

β
T
uυxu +β0υ (4.16)

xυ = σ(sυ) (4.17)

where sυ is the intermediate quantity, u,υ are the nodes in the neural network

and the symbol u→ υ in a feed-forward structure indicates that these nodes are in

the successive layers, βuυ are the weights for the connection of the preceding node

and the successive node, β0υ is the bias term for the hidden layer where υ node is
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present and this term is used to capture the intercepts in the model and often set to

be 1. In addition, the activation function is represented by “σ (·)”.

In the case of a single-layered neural network (left in Figure 4.3), the derived

features in the first hidden layer is represented as Zm and can be represented by

Equation 4.18.

Zm = σ(β0m +
P

∑
j=1

β
T
jmX j) (4.18)

The activation function should be chosen to fit the type of prediction task. The

sigmoid function, σ(y) = ey

1+ey , is the first activation function used because of its

biological interpretation. In addition, the rectifier linear units (ReLU) function with

the form of σ(y) = max(0,y), has gained great popularity in both the classification

and the regression problems because of its simple function and promising perfor-

mance. In the ReLU activation function, it returns 0 for all the negative inputting

y values whilst outputting the same values for all the positive ones. For this thesis,

the ReLU function was used as the main activation function during the construction

of ANN models.

Furthermore, after the information is processed and transferred to the last hid-

den layer, a linear output rule is applied instead of the activation function to linearly

aggregate all the signals collectively and convert them into a single vector as the

model output. The mathematical illustration of this output process for the one-layer

neural network example is illustrated in Equation 4.19.

f (X) =
M

∑
m=1

γ
T
mZm + γmo (4.19)

Where M is the total number of hidden nodes in the previous layer, γm is the weights

of hidden nodes m and γmo is the bias term. This linear output is implemented in

the following studies.

4.8.1.3 Model Training

The training of the ANN involves the estimation of the optimal neuron weights and

bias that could reach the measure of fit criteria. For regression, the sum of square
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residues is normally used as the error function to assist these estimations and this is

given in Equation 4.8.

In the presence of many neurons and bias terms, the weight optimisation pro-

cess can be very difficult to perform. In the beginning, random values assigned

to these weights first and followed by the use of a gradient descent algorithm to

search for the optimal values. Due to the composition form of the model, the

weights/gradient of the node can be computed through the use of a chain rule for dif-

ferentiation. This generic approach is commonly referred to as the back-propagation

which can sweep forward and backwards over the model and update the weights to

each node unit with the specific learning rate. The learning rate is commonly found

in the range between 0 and 1 and this value should be tuned carefully to avoid the

model from quickly covering the sub-optimal minima instead of the global minima.

Nevertheless, using gradient descent as the optimisation algorithm seem to suffer

from the slow converging speed particularly for the calculation of the gradients for

the large data set. There are other alternative optimisation algorithms available in

the literature such as the Mini-Batch Gradient Descent, Momentum, Adagrad and

Adaptive Momentum Estimation (Adam) [261]. Among all, the Adam optimiser

has demonstrated great convergence speed with promising performance on comput-

ing sparse gradients for the noisy dataset. In this thesis, the Adam algorithm is used

instead of the gradient descent to train ANN models and the optimisation of the

learning rate would be carried out in the logarithmic scale (10−3, 10−2, 10−1).

Next, batch size and epochs are two other parameters to consider. Epoch is

the number of times that the dataset will be fed into and pass backwards from the

model. Due to the iterative nature of updating the weights in gradient descent, it is

normally required to pass through the dataset multiple times to reach the optimal

weights. The number of epochs is varied from the different datasets and should be

determined case by case. More epochs are generally required for the setting of a

smaller learning rate to give smaller updates in the weights. The batch size is the

indication of how many small subsets should the whole dataset be split into and

used for weights updating. The number of epochs used would be determined by
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running a trial test with up to 10000 epochs and the number of the batch is fixed at

10 as this is the most divisible amount by the total sample size.

4.8.2 K-Nearest Neighbour

The K-nearest Neighbour (KNN) algorithm, as the name suggests, predict the new

sample based on its K nearest neighbouring samples. In the task of predicting a new

regression sample, the model firstly identifies the closest KNN to this sample and

outputs the mean of these KNNs as the model response. To identify how close the

two measuring points are to each other, a distance metric should be given to guide

the search of the nearest neighbours. The Minkowski distance equation and are used

as a general formula can be used for this calculation purpose and the mathematical

formula of this is given in Equation 4.20:

(
P

∑
j=1
|xa− xb|q)

1
q (4.20)

Where xa and xb are the two different sample points. The q value should be

greater than 0 and the change of this value can give different distance metrics. When

q equals 1, the Minkowski equation becomes the Manhattan distance metric and it

is normally used for the samples with binary covariates. When q equals 2, the

Minkowski equation becomes the commonly seen Euclidean distance of which the

distance output is always non-negative for all q > 0. In this thesis, the Euclidean

distance is used as the distance metric during the training of KNN models. Since the

prediction is inherently relying on the distance of the KNN samples, the larger-scale

samples would have more impact than the lower scale samples and hence introduce

bias to the models. To eliminate this unbiased contribution, covariate variables

often required to be centred and scaled before training the KNN model. This data

preprocessing method has been discussed and its mathematical formula is given in

Equation 4.2. Furthermore, the number of neighbours, K, is often treated as the

tuning parameter for this model and the optimal value is often selected through the

resampling technique such as cross-validation.

In conclusion, KNN is favourable for its easy implementation and good pre-
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dictive power. Nevertheless, high computation time is often reported as the major

disadvantage because the model requires the loading of the training set and then

perform the calculation of the distance between the new sample and the existing

training samples to make a prediction.

4.8.3 Support Vector Machine

The theory of support vector machine (SVM) was firstly developed for solving

classifications problems by defining the hyperplane that can separate the data into

classes. In addition, Smola and Drucker et al [262] proposed an SVM regression

framework for predicting quantitative response through adapting a few properties of

the SVM classifier. To begin with, the linear regression approach uses the SSE error

function as a benchmark to estimate the parameters indicated in Equation 4.7. On

the other hand, an SVM algorithm uses a ε-insensitive loss function to minimise

the effects of outliner (observations out of the general trend) during the fitting of

the regression function line. The estimation of the coefficient of an SVM regressor

requires the minimisation of the objective loss function as shown in Equation 4.21.

C
n

∑
i=1

Lε(yi− ŷi)+λ

P

∑
j=1

β
2
j (4.21)

Where C is the cost parameter, β 2
j term is the ridge penalisation term and the Lε is

the ε-insensitive error function and this can be represented in Equation 4.22

Lε =

0 if |r| < ε

|r| − ε otherwise
(4.22)

Where r is the residues and ε is the value that defines the boundary. The un-

derlying principles of these equations are such that the data points with smaller

residual (difference between the predicted value and the observed value) than the

ε value are ignored (returned as 0) and not used to fit the regression equation. On

the other hand, the data points with greater residual values than ε will contribute

to the regressor equation fit in a linear scale. A diagrammatic illustration of the

ε-insensitive error function is also given in Figure 4.4.
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Figure 4.4: The ε-insensitive error function applied by the support vector regressor. Image
taken with permission from [22].

In addition, it is important to note that the large residual can be further pe-

nalised by the C value and this is treated as a hyperparameter to be tuned for in the

model. The SVM regression prediction function is similar to the linear regression

prediction function, however, is different for involving some unknown parameters

noted as the αi for each of the datapoints in the training set. The mathematical

representation of a SVM regression prediction function is given as Equation 4.23:

ŷ = β0 +β1u1 + ...+βPuP

= β0 +
P

∑
j=1

β ju j

= β0 +
P

∑
j=1

n

∑
i=1

αixi ju j

= β0 +
n

∑
i=1

αi

P

∑
j=1

xi ju j

(4.23)

The number of the αi parameters should be the same as the number of data

points in the training set and this could be considered a highly complex over-

parameterised model. However, due to the ε-insensitive penalty rules, the perfectly

fitted observations points (small prediction residue) are not used to support the com-
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putation of the SVM regression hyperplane (their parameters set to be 0). On the

other hand, a small subset of data points where the prediction residue is large, have

their αi set not to be 0, are used for the model building and these are referred to as

the support vectors for fitting the regression line.

Next, the term ∑
P
j=1 xi ju j in last part of the Equation 4.23 is the sum of the dot

product of the new sample values and this can be simplified into Equation 4.24:

f (u) = β0 +
n

∑
i−1

αiK(xi,u) (4.24)

K(.) is the kernel function used to map the data points from the original data

space into a higher dimensional Hilbert space with a much lower computational

cost. In this case, the kernel function can be expressed as Equation 4.25.

K(xi,u) =
P

∑
j=1

xi jui =< φ(xi),φ(u)> (4.25)

where K is the kernel function, xi and u are the data-points from the original

data-space, φ(.) is the mapping function from the original dimension space to a new

higher dimensional space, <,> denotes for the dot product of the vectors. There

are many forms of kernel functions available for the application of SVM regression.

Equation 4.26 gives three examples of the most popular non-linear kernel functions

to create a non-linear SVM regression model and this is referred to as the “kernel”

trick.
dth degree polynomial : K(xi,u) = (1+< xi,u >)d

radial basis function : exp(−γ||xi−u||2)

laplacian function : exp(−σ ||xi−u||)

hyperbolic tangent : tanh(κ1 < xi,u >+κ2)

(4.26)

Where d, σ and κi are the scaling parameters that need to be tuned during the

model optimisation stage. In this thesis, the radial basis kernel function is used due

to its non-linear feature and the widely acknowledged effectiveness in achieving ac-

curate prediction. Before the SVM model training, centring-and-scaling techniques

need to apply to convert all predictor values into the same scale because a large
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difference in the predictor’s value scale would mislead the estimation of the optimal

prediction function.

4.8.4 Kernel Ridge Regression

Kernel ridge regression (KRR) is a similar technique in that it also combines the

kernel trick with ridge linear regression (L2 regularisation) to decode the data cor-

relations. The main difference between the support vector regression and the coef-

ficients in a kernel ridge regression function minimise a loss function of the square

error loss as opposed to the ε-insensitive loss function indicated in Equation 4.21.

The mathematical formula for the loss function used in KRR is given as Equa-

tion 4.27.

n

∑
i=1

(yi− ŷi)
2 +λ

P

∑
j=1

β
2
j (4.27)

As the result of the replacement of the ε-insensitive function, KRR eliminates

the process of support vector selection from the SVM and uses the whole data-set to

do the model training. This seems to provide better training speed when the dataset

is small. On the other hand, their prediction performance seems to deteriorate as the

size of the data-set increases because it needs to sum up the vectors over the entire

dataset than the selected support vectors.

4.9 Tree-based Algorithms

4.9.1 Decision Tree

Decision tree model [263] partitions the whole data space into various subsets and

predict for each a response value (mostly a constant) and combine these separate

responses to form a complete prediction. The diagrammatic illustration of this par-

tition process is given in Figure 4.5.

The entire data space is partitioned into two regions with the rule X1 ≤ t1 ap-

plied to the variable X1, assuming that X1 is the first optimal variable to split on.

Next, a recursive splitting is carried out for the second optimal splitting variable X2

according to the rule of X2 ≤ t2, and the remaining data space is further split into
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region R2 and R3. This partition process is also given in the tree evolution format

at the right side of Figure 4.5, where the top is referred to as the root and the end

nodes are referred to as the terminal nodes or the leaves.

During the process of growing a recursive regression tree, the algorithm will

have to make decisions on what covariate variable should be split, at what value

the split should happen. Suppose a decision tree model is built for a data space

that consists of n sets of P predictors (χ j
i : i = 1, ....n, j = 1, ....P) and n sets of a

single response variable y1,...n, the first splitting mechanism will be occur accord-

ing to the computed decision on the spitting covariate variable v and split point s.

This splitting mechanism is driven by the search for the optimal splitting covariate

variable v and splitting point s that would reduce the overall residual sum of square,

summarised in Equation 4.28.

minv,s

[
minc1 ∑

xi∈R1(v,s)
(yi− c1)

2 +minc2 ∑
xi∈R2(v,s)

(yi− c2)
2

]
(4.28)

Where R1 and R2 represent two separate data regions given in Equation 4.29.

R1(v,s) = (X |Xv ≤ s) R2(v,s) = (X |Xv > s) (4.29)

Figure 4.5: Left shows the partition of the data space by recursive binary splitting. Right
shows the tree generated from the partition rules. Images taken with permission
from [22].
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Each region is then represented with the average constant ĉn of all the response

variable from the same region R, given in Equation 4.30.

ĉn = average(yi|xi ∈ R) (4.30)

This optimisation will be carried out through all values of every given covariate

variable from the dataset at each splitting stage, until stopping rules are instructed

by the model builder. For instance, the restriction on the size of the tree or the

number of terminal nodes. These parameters can be either predefined by the user

or optimised with the cross-validation method. Despite the aforementioned advan-

tages, there are also some shortcomings associated with the embedded building

strategy. The rules of splitting are purposely built based on the given dataset, hence

any modifications of the training data will directly influence the approximation of

the splitting rule at each stage, leading to a big change to the original tree struc-

ture. In addition, since the whole dataset is exposed in the training stage, there is a

high chance that the model would learn the internal noise and raising the concerns

of over-fitting. These issues can be effectively solved through the introduction of

randomness to the underlying splitting mechanisms. There are in total two ways of

achieving it, one is the implementation of bootstrap aggregation or also known as

the bagging method, which is introduced in subsection 4.9.2; the other method is

known as the gradient boosting, introduced in subsection 4.9.3.

4.9.2 Bagged Tree and Random Forest

The bagged tree method or the bootstrap aggregation [264], is an ensemble tech-

nique that leverages the power of data aggregation and regression trees to effectively

reduce the prediction variance. First, the bootstrap sampling technique is used to

randomly draw samples from the original data set with replacement. This means

that the selected data point can be drawn again in the future data selection. Af-

ter generating several bootstraps of samples, the bagged tree model will generate

several individual decision trees to the pre-defined maximum depth based on the

bootstraps and the final prediction will be taken by averaging every individual pre-
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diction result and this is treated as the model output. Bagged trees follow the same

splitting pattern as the decision tree where all original covariate variables are ex-

posed to every splitting stage. Nevertheless, this similarity can lead to the creation

of very alike (same splitting pattern) and highly inter-correlated trees and increase

the overall variance error as a result.

As an alternative approach, random forest [265] introduces the randomness to

the construction process of trees by restricting to a subset of all the covariate vari-

ables, that are contributed to each tree split. In the end, the outputs of the predictions

of all trees are averaged to give the final model output. The detailed growing process

of this algorithm is given in Figure 4.6.

The major difference between a bagged tree model and a random forest model

is seen from their underlying tree construction strategies. In the case of bagged

trees, each split is considered across all given covariate variables choices. Random

forest on the other hand restricts the number of considered covariate variables at

each split stage, represented as the symbol “k” in Figure 4.6, and this can be tuned

easily with the rule of minimizing the RMSE value from Equation 4.4. Since the

covariates variables from which the trees are built are randomly selected by the

Figure 4.6: A diagrammatic illustration of the growing processes for a random forest
model.
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algorithm, this largely reduces the interdependence between the trees and reaches a

better prediction performance.

4.9.3 Gradient Boosting Machine

Gradient boosting is a modelling technique introduced by Friedman et al [266]

in 2000, The basic principle is to build additive models on the prediction residuals

generated from the weak predictors and in addition to give a better prediction power

overall. Weak predictors or learners refer to any models that have a wide selection

of tuning parameters and therefore can be made to have weak prediction power.

For instance, a decision tree is a classic weak learner where any change in the tree

maximum depth would influence its computational time for training, predicting and

the final prediction accuracy. In this case, the regression decision tree is thought to

be one of the best base boosting learners for numerous reasons. First, the generated

trees can be flexibly added together and aggregated into an overall prediction, which

fits the gradient boosting the concept of generating additive models. Furthermore,

trees can be made into weak predictors by adjusting their parameters such as the tree

depth and the number of terminal nodes and hence leaving a big room for adapting

the gradient boosting method.

The process of growing a gradient boosting tree model is very much differ-

ent to that of the random forest model and a graphical illustration of it is given in

Figure 4.7. Initially, a single leave is generated by taking the average of all of the

values of the response from the dataset (ȳ). The respective residue or gradient can

then be computed with the general formula indicated in Equation 4.31.

rmi =−
[

∂L(yi, f (xi))

∂ f (xi)

]
f= f(m−1)

(4.31)

where rmi is the residue for sample number i at m tree, yi is the observed re-

sponse value of sample i, f (xi) is the predicted value using xi and ∂L(yi, f (xi))
∂ f (xi)

is the

partial differential of the loss function L(yi, f (xi)) with respect to the predicted value

f (xi). The commonly used loss function for this gradient boosting model is similar

to the SSE and has the form of 1
2(yi− f (xi))

2, where the partial derivative (gradient)
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of this function is simply the residue value (yi− f (xi)). Before the construction of

the first tree, the residue can be expressed as the difference between the observed

value and the average observed value (ȳ).

Next, regression trees of a pre-defined depth, D, are built for the computed set

of residues (rim : i = 1, ...n,m = 1, ...M) and this produces various terminal leaves

labelled as R jm, where j indicates for the leaf number within the range of j = 1, ...Jm.

The final output for each of these terminal nodes, γ jm, can be computed through

Equation 4.32.

γim = arg minγ ∑
xi∈R jm

L(yi, fm−1(xi)+ γ) (4.32)

Where the output value γim for each m terminal leaf is equal to γ value that min-

imises the summation of the updated residue values (L(yi, fm−1(xi)+ γ)) and this

can be calculated through the chain rule for differentiation.

In the end, the predicted value of each sample will be updated by adding the

predicted value from the previous iteration with the predicted terminal leaf output

values produced from the previous step. The mathematical illustration of this is

given in Equation 4.33.

fm(x) = fm−1(x)+ν

Jm

∑
j=1

γ jmI(x ∈ R jm) (4.33)

where fm−1 is the predicted output from the previous three, Jm is the node J at

tree m, ν is the shrinkage rate or the learning rate found in the range of 0 to 1 and

it is mainly used to control the contribution of each tree on the final prediction. The

involvement of ν is commonly referred to as the regularisation strategy of which

only add a fraction of the current predicted value to the previously predicted values.

This method has shown to be effective in reducing the overfitting issues caused by

the gradient optimisation and additionally provide a good prediction power in the

long term. This parameter are optimised in the following studies.

Next, interaction depth and the number of iterations are two other main tuning

parameters for this algorithm. Interaction depth indicates the depth for how much
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Figure 4.7: A diagrammatic representation of the modelling process of gradient boosting
tree. xi is the covariate variables, yi is the original responsive variable, rA

i is the
residuals obtained from model A.

the interactions are allowed in-between the previous splits and the subsequent splits,

and in practice this value set to be a minimal interaction that is allowed. The number

of iterations refers to how many additive trees need to be built to describe the matter

of interest. Furthermore, there is also another very similar algorithm named stochas-

tic gradient boosting. The major difference between stochastic gradient boosting

and general gradient boosting is seen from that the model is only trained on a frac-

tion of the randomly selected data from the original training dataset. The method

itself is borrowed from the concept of random sampling method in the bagging tech-

nique and it offers the benefit of lower variance error and lower computational cost.

This technique is implemented in some of the following studies and is kept at the

recommended value of 0.5 and this means that half of the training set is used to train

the gradient boosting model.

Compared to the random forest algorithm, gradient boosting trees have a few

distinct differences in the construction process, computational cost and the predic-

tion rules shown in Table 4.2.

Random forest model in general is less likely to suffer from the overfitting

as gradient boosting model do and this is due to the different splitting and fitting

mechanisms. In addition, the random forest method is also less expensive com-
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Table 4.2: Feature differences in random forest model and gradient boosting model [30].

Random Forest Gradient Boosting Trees
Tree Construction Independently One by one (the following tree

construction depends on the pre-
vious tree)

Tree Depth limit Maximum Depth Minimum Interaction Depth
Trees Contribution Equal Unequal
Computational Time Medium Long

pared to the gradient boosting method as it only has two important hyperparameters

to optimise and the trees are growing in batch which is more time-efficient. The

gradient boosting model can be applied for a wider range of problems as long as we

can determine the gradients such as the Poisson regression. In general, the gradient

boosting model statistically outperform the random forest model for most prediction

tasks only and if only the hyperparameters are carefully optimised.

4.10 Variable Importance
Variable importance is a measurement of the extent of the contribution of every

covariate to the model prediction. This feature is very important to examine the

relevance of covariate to the prediction and additionally, to identify the governing

factor for the response variable. There are many ways of measuring this importance,

one could simply compare the weights/coefficients of each covariate from the con-

structed penalised linear regression functions in Equation 4.9 and Equation 4.10

to gain an insight into the contribution of the variable.

Next, tree-based algorithms can also reveal the variable importance due to the

high interpretable nature of the tree structure. Tree-based algorithms such as gradi-

ent boosting and random forest typically equip with the estimation approach based

on the recording of the node purity improvement. In addition, the random forest also

offers the alternative permutation method to measure the strength of the covariates

in the prediction.

The first common approach is to record the improvements in the node purity

over a certain performance metric for every occurrence of every covariate in the for-

est. The performance metric for measuring the node purity in the regression model
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is often the residual sum of squares errors and has a similar format as indicated in

Equation 4.28. In addition, the corresponding improvement values for each covari-

ate variable are aggregated across the whole forest and then generating the overall

variable importance.

The permutation estimation method is achieved through the out of bag (OOB)

technique. This process involves the withdrawal of certain samples from the dataset

are taken out from the bootstrap samples. During the growing process of ath tree,

these OOB samples are used to grow the tree and the respective prediction error is

recorded. In addition, the same tree is constructed again but with the OOB sam-

ples randomly permuted with some jth covariate values. The difference between

permuted tree performance and non-permuted tree performance is recorded and ag-

gregated across the whole forest to generate a ranking of the variable importance.

This process is carried out with one covariate each time for every grown tree to give

a fair estimation of the importance of the covariate in terms of their contribution to

the overall prediction performance.

4.10.1 Shapley Values and SHAP package

Despite the previous techniques that can give insights into the variable importance,

it would be also useful to quantify how the value of each covariate can affect the

prediction of each instance, more than just the respective ranking. The contributions

of each feature variable for the prediction of one response variable data-point (ŷ)

from a general linear model can be computed through Equation 4.34.

φ j(ŷ) = β jx j−E(β jX j) (4.34)

Where φ j is the estimated contribution from the jth feature to the prediction

of f̂ , β j is the coefficient of the jth feature, E(β jX j) is the mean effect of the jth

covariate computed through averaging the contribution of the jth feature among all

the predictions of the response variable. The contribution of each feature in the pre-

diction of each datapoint is essentially the difference between the feature effect on

a particular instance prediction and the average effect of that feature on the overall
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predictions. In addition, the contribution values can either be positive or negative

depending on their correlations. This computing method can be used as the ba-

sic principle for computing the relative contribution of each feature value based

on their relative weights. On the other hand, not all machine learning models are

weights-based principles such as tree-based algorithms and this limit the scope of

application. To solve it, the concept of the Shapley value from the cooperative game

theory can be applied with this method to make it accessible for all model types.

Shapley value is a widely used method in the coalitions game theory where

it enables the estimation of how much of the payout should be distributed to each

player in the most fairness. This concept can also be applied to estimate the con-

tribution of every covariate variable to the model prediction of every response vari-

able data-point. Each data instance from the covariates are treated as a player in

a coalition (feature value combination sets) and the respective Shapley value for

each instance can be calculated using the Monte-Carlo sampling method. Given

the investigating object to be a value instance from the jth covariate variable, the

Shapely value for this instance is calculated through computing the difference in

the predictions for with and without the feature value (xm
+j) at the mth set of feature

combination. This process will be carried for the same covariate until all the pos-

sible feature combination sets are reached and the final Shapley value is calculated

by taking the mean value of them. A mathematical representation of this is given as

Equation 4.35

φ̂ j =
1
M

M

∑
m=1

( f̂ (xm
+ j)− f̂ (xm

− j)) (4.35)

Where φ̂ j is the Shapley value for covariate “j”, M is the maximum number

of feature value combinations, f̂ (xm
+ j) is the for the prediction results of which the

single instance x of covariate j is included in the dataset for the training in the mth

iteration and f̂ (xm
− j) means that the prediction for when the single instance x of co-

variate j is taken out from the predictive model. This process will have to be carried

out for every instance of each covariate used in the model to gain an overview of the

variable correlations with the response variable. The value of the Shapley indicates
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the contribution of this covariate data instance to the prediction of the response data

instance. The more positive and more negative Shapley values indicate that that

the covariate instance has a bigger contribution to the model prediction. The over-

all variable importance of the covariates is ranked based on the averaged Shapley

values for all data instances of certain covariate like shown in Equation 4.35. In

addition, the sign of the Shapley value also illustrates the detailed relationship of

the investigating covariate with the target variable. A positive Shapley value im-

plies that the covariate instance contributes positively to the overall prediction, in

other words, the higher the value of the covariate instance, the higher the value of

the response variable instance there would be. On the other hand, a more nega-

tive Shapley value of a covariate instance implies a negative correlation with the

response variable where the increase of the value of the covariate instance would

lead to a decrease of the response variable. The extent of these correlations is again

controlled by the magnitude of the computed Shapley values.

In this project, the Shapley Additive exPlanations (SHAP) [267] package is

used to compute the Shapley values for the contribution of every covariate value

instance to the prediction of discharge capacity.

4.11 Summary
In this chapter, a discussion was made over the data collection rules, data analysis,

techniques of data transformation, model training and validating strategy, imple-

mented in this thesis. Different types of linear and non-linear algorithms are se-

lected to compare their potential prediction power to the discharge capacities. The

optimal model that gives the best prediction performance will be evaluated with the

variable importance technique to explain the contribution of each covariate variable

to the prediction. Comparisons of the advantages and disadvantages of the afore-

mentioned ML algorithms that have been discussed are summarised in Table 4.3

and Table 4.4.
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Table 4.3: Summary of the advantages and disadvantages of linear and non-linear machine
learning algorithms.

Name Advantages Disadvantages Ref
Linear
Algo-
rithms

General Linear
Model

-Easy to implement
-Good with a small
dataset
-Highly interpretable

-Does not capture
non-linear correla-
tions well
-Simple model struc-
ture

[268],
[236]

Penalised Re-
gression

-Less prone to over-
fitting of the training
data.
-Flexible model com-
plexity (Coefficient
shrinkage)

-More computation-
ally expensive than the
general linear model
(needs to tune lambda
hyperparameter)

[236],
[269],
[190]

Bayesian Ridge
Regression

-Highly adaptable to
different datasets
-Less prone to overfit-
ting issues

-Time inefficient to do
the model inference

[270]

Non-
linear
Algo-
rithms

Artificial Neural
Network

-Robust in explaining
complex non-linear
correlations
-Great with handling
large dataset

-Prone to overfitting
-High computational
cost for training
-Black box model and
difficult to interpret

[270],
[271],
[272]

Support Vector
Machine (SVM)

-Less sensitive to
outliers
-Kernel benefits (a
computationally less
expensive way to
interpret the data in
higher dimensions)

-Slow for handling
large dataset
-Require the rescaling
of the dataset

[270],
[272],
[273]

Kernel Ridge
Regression

-Faster to compute for
medium-sized dataset
than SVM
-Kernel benefits

-Require the rescaling
of the dataset
-More computation-
ally expensive than
SVM as it doesn’t
have the concept of
“supported” vectors

[22],
[274]

K-nearest
Neighbour

-Easy to understand
and implement
-Easy to tune the
model parameter
(only one hyperpa-
mater presents)

-High computational
cost for handling large
dataset
-Sensitive towards
outliners

[269],
[270],
[205]
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Table 4.4: Comparisons of tree-based algorithms including the decision tree, randomforest
and gradient boosting machine.

Name Advantages Disadvantages Refs
Tree-
based
Algo-
rithms

Decision Tree -Easy to interpret the
model structure
-Does not need the
dataset to be nor-
malised

-More likely to suffer
from overfitting issue
-Unstable tree struc-
ture and the poor pre-
diction power from the
simple model

[190],
[270],
[272],
[273],
[22]

Random Forest -Flexible with han-
dling different sizes of
the training data
-Less likely to overfit
the dataset
-Provide insights into
the variable impor-
tance
-Capable of handling
missing data

-A large number of hy-
perparameters need to
be optimised for
-Difficult to visualise
the whole model struc-
ture

[190],
[270],
[272],
[273],
[22]

Gradient Boost-
ing
Machine

-Does not require data
rescaling
-Can ranks the input
variable importance

-More computation-
ally expensive to
optimise than random
forest (more hyperpa-
rameters)
-Difficult to visualise
the whole model
internal structure

[190],
[22],
[275]



Chapter 5

Machine Learning Prediction of the

Discharge Capacities of Doped Spinel

Cathode (LiMxMn2−xO4) Materials

5.1 Background

A wide range of attention has been drawn towards the research of LiMn2O4 (LMO

based spinel cathode materials as they are a much cheaper, non-toxic alternative

to the widely commercialized lithium cobalt oxide (LiCoO2). In comparison to

LiCoO2, spinel materials have a more robust crystal structure that can withstand

the structural distortion from the Li-ion intercalation/deintercalation during cycling,

and offers a higher Li-ion diffusion rate. In addition, the robust structure enables

the deintercalation of the full Li-ion formula unit during charging and thus its prac-

tical capacities are closer to the theoretical capacity (∼ 148mAhg−1). On the other

hand, the LMO cathodes are known for their issues in drastic capacity fading during

cycling and the limited rate capability which restrict their use in large-scale com-

mercial applications. The underlying reason for these inferior properties is due to

the manganese ions in the crystal structure. The first reason is the dissolution reac-

tion of the manganese ions Mn3+ from the material surface into various forms of

Mn4+(solid) and Mn2+(sol), which reduces the Li-ions site energy and lowers the

rate of reversible electrochemical reactions. The second reason is the Jahn-Teller
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distortion (JTD) effects initialized from the high spin electrons interactions from the

d-orbital electrons of manganese ion (Mn3+), which elongate the crystal structure

along the z-axis, reduce its structural stability and lead to a shorter cycle life.

Doping the manganese (III) sites with lower-valence (lower than 3+) dopants

Figure 5.1-a) seems to be an effective approach to this problem as it increases

the average Mn valence in LiMn2O4 to suppresses the JTD effect by reducing

the concentration of Mn (III) and eventually decrease the rate of the dissolution

reaction. Indeed, promising results have been seen in capacity improvement for

lower-valence dopants like Al [276], Cr [277], Fe [278], Gd [279], Ga [280], Mg

[153], Nd [281], Ni [146], Ru [282], Sc [283], Zn [284]. On the other hand, re-

cent research seems to oppose this assumption as the use of higher-valence dopants

such as Si [285], Sn [286] have also been shown to suppress the intrinsic mate-

rial’s inferior properties and improve their discharge performance. For instance,

Figure 5.1-b illustrates that the high-valence silicon doped LMO material offers a

higher discharge capacity on the 60th cycle than both the lower-valence gallium-

doped system the pristine material. This seems contradictory as the introduction

of high-valence dopants would be expected to increase the Mn valence in the sys-

tem, promoting the manganese (III) dissolution reactions and eventually worsen the

cyclic performance. This shows that a comprehensive understanding of the prin-

ciples of doping, and their effects on the spinel cathode discharging capability is

still lacking. One root cause is seen from the difficulty in interpreting cross-group

experimental results as it requires a deep understanding of the variations of the ex-

perimental parameters such as synthesis routes, doping concentration and testing

conditions. The present study aims to use robust machine learning techniques to

uncover the underlying relationships of these complex material properties and the

discharge performance of the doped LMO cathode.

The discharge capacity at a certain cycle is not a quantity that can be easily

derived by any existing physical models. In addition, controlling many independent

parameters have made the experimental measurement rather difficult to perform.

With these stated challenges, this chapter aims to train various machine learning
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models with the manually collected experimental data to predict the initial and 20th

cycle end discharge capacity for 102 doped spinel systems. These predictions are

made based on various reported material properties such as the material molar ra-

tio of the dopant (M) and manganese atom (Mn), crystal lattice constant-a (LC a),

elemental properties such as the material formula molar mass (Mr), dopant’s elec-

tronegativity (M EN) and the current density (CD) used for cyclic testing. The

diagrammatic illustration of the model design used in this chapter is given in Fig-

ure 5.1-c. First, seven multivariate models are built for each prediction task and

this covers linear algorithms such as the ridge regression (RR), lasso regression

(LR), non-linear algorithms like support vector machine (SVM), deep neural net-

work (DNN) and the tree-based algorithms such as the decision-tree (DS), random

forest (RF) and the gradient boosting model (GBM). In the end, a variable impor-

tance study is performed to gain insights into the governing material properties on

the prediction of both discharge capacity from the best performing ML models.

5.2 Methods

5.2.1 Data Collection

To begin with, the study objective of the journal should be focussed on spinel cath-

odes that are doped with a single dopant. In addition, it is noticed that a considerable

number of spinel cathode studies are made on the effectiveness of coating because

of their promising results in suppressing manganese dissolution. However, the ma-

terials that have received such treatment are neglected for a consistent dataset. Be-

sides the requirement of a single doped, non-coated spinel cathode system, other

selection rules are also implemented such as the material should have a space group

of Fd-3m and any materials that are either indicated as oxygen-deficient or have

used anion doping like fluoride were discarded to maintain high data consistency.

In addition, the cyclic performance test must fulfil all listed conditions to qualified

for the collection of discharge capacity:

1. used lithium foil as the contrasting anode;

2. used aqueous LiPF6 as the electrolyte;
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3. employed a constant current density for charging and discharging and these

should be within 150 mAhg−1( also called 1C for performing LMO system

cyclic test);

4. performed a minimum of 20 charges/discharge cycles;

5. Used standard conditions (T = 25 °C, P = 1atm) to perform the cyclic test.

In addition, 20 cycles are selected as the maximum cycle capacity collection tar-

get as it is the most commonly reported cycle across the literature for the studies

of doped spinel cathodes. Following these selection rules, the initial 517 collected

Figure 5.1: a) A schematic illustration of doping the dopant (M) into the crystal structure of
LiMn2O4 (LMO). b) The comparison of the discharge performance of the Sil-
icon doped LMO (LiMn1.95Si0.05O4), Gallium doped LMO (LiMn1.9Ga0.1O4),
and the pristine LMO material, arrows indicate the discharge capacity gap of
each doped LMO with the pristine LMO. Image reproduced with permission
from [23]. Copyright 2020, Journal of Power Sources c) A overall summary of
the model design, a selection of the linear, non-linear and tree-based algorithms
and the final goals of this project.
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publications were reduced to 34 publications which are published in the years be-

tween 1998 and 2019. These qualified publications were turned into a dataset of

102 different doped LMO systems with 17 dopant selection variations (B, Co, Ni,

Al, Cr, Ce, Sc, Mg, Gd, Zn, Si, Sn, Nd, Ga, Co, In, Ru). For each doped LMO

system, the material properties such as the formula ratio of dopant (M), the formula

ratio of manganese (Mn), crystal structure lattice constant “a” (LC a), the material

formula molar mass (Mr), the electronegativity value of the dopant atom (M EN)

and the experimental cyclic test current density (CD) were collected. The morphol-

ogy details of the materials were unable to be collected due to the lack of reporting

and the difficulty in interpreting the graphical results.

5.2.2 Model Training and Optimising

All machine learning models in this chapter are constructed using various R (ver-

sion 3.6.0) libraries, including caret, gbm, randomForest and Keras. To begin

with, the variable correlations will be studied through the use of the Pearson Co-

efficient Correlation technique and it will indicate the extent of linearity between

the variables in the dataset. The whole data space was randomly split into the ra-

tio of 4:1 corresponding to the model training set and test set. In addition, the

model hyperparameters of all machine learning algorithms were optimised using

a ten-fold cross-validation method (on the training data only) and these investi-

gating ranges are indicated in Table 5.1. It is important to note that the gradi-

ent boosting algorithm implements a stochastic technique of which within each

fold of training data, a subsample of 10% of the training data is randomly drawn

and used to fit the individual decision tree instead of the whole data space. This

method can introduce further randomisation to the model training process and re-

duce the likelihood of overfitting issues. Further to the model training and opti-

mising, comparisons will be made on all models’ prediction power over the test

set. The model that equips with the highest prediction power (lowest prediction

error) will be examined in the variable importance study to reveal the detailed vari-

able correlation with the response variable. In addition, a randomseed number is

selected for reproducible results. Please note, the data curated for this chap-
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Table 5.1: A summary of the considered hyperparameters for various machine learning
models. The random forest model and the gradient boosting models share simi-
lar hyperparameters besides the stared variable (*) of which is only available in
the gradient boosting algorithm.

Algorithm name Hyperparameter Investigating
range

Artificial Neural Network
Number of hidden layers 1∼15
Number of neurons in each
hidden layer

1∼15

Learning Rate 0.001, 0.01, 0.1
Support Vector Machine
(Radial Basis Function)

Cost 10−4 ∼104

Gamma 10−3 ∼103

Random Forest and
Gradient Boosting Machine

( Stochastic technique)

Number of trees 100∼5000
The maximum number of
features considered at each
split

1∼5

Learning rate* 10−4 ∼10−1

ter and the written machine learning codes can be found on the GitHub page:

https://github.com/thepowerligand/LMO-ML. The detailed refer-

ences are provided for each set of experimental data collected, in the same

GitHub directory.

5.3 Results and Discussion

5.3.1 Preliminary Statistical Analysis

Figure 5.2 represents the matrix results of the Pearson coefficient correlation study

performed for each pair of variables in the dataset. The Pearson correlation coef-

ficient (R) values are presented in the range of 0 and 1, with the value closer to

either -1 (darker blue) or 1 (darker red) implying a more positive or negative lin-

ear relationship between the investigating variable pair. From the results presented,

one’s intuition should not be misguided by the perfect negative linearity (R = -1)

relationship estimated for the M and Mn as it is the result of direct site substitution.

In addition, Mr is found to have a relatively stronger linear correlation with IC and

with EC than other pairs with coefficients estimated to be R = 0.38 and R = 0.35

respectively. To conclude, there are no strong linear correlations (R > 0.6) being

https://github.com/thepowerligand/LMO-ML
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observed for any of the covariates (M, Mn, LC a, CD, M EN) with the two response

variables (IC, EC).

Figure 5.2: The matrix of the Pearson correlation coefficient of every variable pair includ-
ing the responsive variables, initial discharge capacity (IC), the 20th cycle dis-
charge capacity (EC) of the doped LiMn2O4 cathode and the covariate vari-
ables, the dimension of the unit cells in a single crystal lattice (LC a), the for-
mula ratio of manganese (Mn), dopant (M), the electronegativity of the selected
dopant (M electron) and the applied current density for the cyclic test (CD).

5.3.2 Penalised Linear Regression

Both the ridge regression and the LASSO regression techniques have been applied

to predict the initial and the 20th cycle end discharge capacity of doped-LMO sys-

tems. Within each model, the lambda parameter of which controls the penalisation

strength of the objective function is optimised with 1000 values set generated with

the minimum lambda criteria 10−6. The averaged mean squared errors are estimated
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for all ten-fold cross-validation for every lambda value and the optimal value is se-

lected of which the MSE reaches the near minimum. To simplify the result sections,

the lambda optimisation results’ graphs for each Ridge and LASSO model for the

prediction of IC and EC values are given in the Appendix. The optimisation graphs

for the Ridge model for IC prediction are given in Figure A.1, Figure A.2, Fig-

ure A.3, Figure A.4 and for EC predictions are given as Figure A.5, Figure A.6,

Figure A.7, Figure A.8. The optimisation graphs for the LASSO model for the

prediction of IC are given in Figure A.9, Figure A.10, Figure A.11, Figure A.12

and for the EC prediction are given in Figure A.13, Figure A.14, Figure A.15,

Figure A.16.

In general, linear models are sometimes favoured for their clear interpretation

of the contributions of each covariate to the prediction of the response variable. Ta-

ble 5.2 summarises the weights or the coefficients that are estimated for each of

the covariates in the ridge models and LASSO models. First, it is seen that the

LASSO models for IC and EC predictions have penalised the weights of some co-

variate variables to 0, such as the formula ratio of dopant (M), manganese (Mn),

the electronegativity value of dopant in LASSO-IC and the dopant ratio and the

molar mass in the LASSO-EC model. These results are expected as the LASSO

penalisation technique would eliminate the covariates that do not contribute signifi-

cantly to the overall prediction, by shrinking their weights to 0 in the model. On the

other hand, the ridge penalisation models penalise the covariates by shrinking their

weights close to 0 to reduce their influence on the overall prediction.

Based on the results by the RR-IC mode and LASSO-IC model, lattice constant

“a” and the material formula molar mass are shown to have the highest weights in

each respective model, implying their important role for the overall prediction. In

the case of EC prediction, the RR-EC model seems to assign lattice constant “a” (-

61.57) with the heaviest weights whereas the LASSO-EC model picked the current

density (-70.70) to be the dominating variable with the heaviest weight. In addition,

an interesting observation can be such that both ridge models have assigned the

most amount of weights to the same covariate (LC a) and the model lambda values
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Table 5.2: Calculated coefficients of the covariate variables by the penalised linear regres-
sion model

RR-IC LASSO-IC RR-EC LASSO-EC
M -0.23 0.00 -0.10 0.00

Mn 0.04 0.00 1.71 -4.04
M EN -0.71 0.00 -6.09 -36.95

Mr 16.78 -45.35 -0.01 0.00
LC a -23.69 -1.98 -61.57 -7.70
CD -0.036 0.00 0.93 -70.70

Lambda Optimal value 111.50 4.54 123.11 4.13
Intercept 100.36 110.66 170.44 104.12

are estimated to be very similar. On the other hand, the LASSO models seem to

have selected different important covariates for prediction despite their similarity in

the lambda value.

Figure 5.3-a and Figure 5.4-a illustrate the predicted initial capacity values

computed by the RR-IC model and the LASSO-IC model against the experimental

initial capacity values from both training and testing sets. In addition, Figure 5.3-b

and Figure 5.4-b give the predicted 20th cycle end discharge capacity computed by

the RR-EC model and the LASSO-EC model, respectively, against the experimental

20th cycle end discharge capacity for both the training and test set. To begin with, all

models have shown poor predictions for both the training and test sets as the trend

of the plotted points (deep blue and light blue) do not align with the red true line.

Furthermore, it is observed that all of the estimated RMSEtest values are bigger than

the RMSEtrain which imply a high likelihood of model overfitting to the training set

as the training prediction is better than the test prediction. In addition, there have

been noticing small changes for all predicted capacities across four results graphs,

indicating that the models are not able to predict well with the given covariates. In

particular, the coefficient results of many covariates have been shrunk to “0” by the

LASSO models as indicated in Table 5.2. This implies that only a small fraction of

the covariates are accountable for the final model prediction and hence would result

in similar predictions.



5.3. Results and Discussion 149

Figure 5.3: Predicted values against the experimental values computed by the ridge regres-
sion models for the prediction of (a) initial discharge capacity and (b) 20th cycle
discharge capacity of doped LiMn2O4 cathode.

Figure 5.4: Predicted values against the experimental values computed by the LASSO re-
gression models for the prediction of (a) initial discharge capacity and (b) 20th

cycle discharge capacity of doped LiMn2O4 cathode.

5.3.3 Artificial Neural Network

The optimisation of the artificial neural networks models was carried by selecting

the suitable number of epochs. The number of epochs indicates the number of times

that the whole dataset will be fed to the model and this would influence the model

training errors. Figure 5.5-a and Figure 5.5-b demonstrate the training loss against

the number of epochs up to 10000 computed by the ANN-IC model and the ANN-

EC model, respectively. From the results graphs, it is seen that the loss values seem

to drop as the number of epochs number increases and stabilise after the number of

epochs reaches 1000 (indicated by the dotted red line). Hence this is chosen as the

optimal number of epochs to train the ANN models.

Next, hyperparameter optimisation is carried out for the number of neurons
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Figure 5.5: The loss values against the number of epochs computed by the artificial neural
network models for the prediction of the (a) initial discharge capacity and (b)
20th cycle discharge capacity of doped LiMn2O4 cathode. The learning rate is
set to be 0.001, the number of neurons per layer equals 10 and the number of
hidden layers is equal to 10.

per layer, the number of hidden layers and the learning rate for each ANN model.

Figure 5.7 give the colour coded averaged ten-fold cross-validated mean squared

error for every combination of investigating hyperparameters within the investigat-

ing ranges identified in Table 5.1. Figure 5.7 (a-c) are the computed error results

for the IC prediction and Figure 5.7 (d-f) are the computed error results for the EC-

prediction, under three different settings of learning rate. From Figure 5.7 (a-c), it

is seen that each learning rate group contains a similar number of parameter com-

binations that give the low mean squared errors (< 250mAhg−1). A similar trend

can also be observed from the EC graphs in Figure 5.7 (d-f) where the learning rate

of 0.1, 0.01, 0.001 seem to contain a similar amount of low-error hyperparameter

combinations. The optimal hyperparameters are selected based on which hyperpa-

rameter combination would generate the lowest mean squared errors (MSE) values

among all and these are summarised in Table 5.3. During the investigation of the

optimal hyperparameters sets for the ANN-EC model, the combination of 15×15

(number of neurons and number of layers) under the learning rate of 0.001 has given

the lowest MSE. Nevertheless, this hyperparameter set was discarded these would

lead the model to be overly parameterised and increases their likelihood of being

susceptible to the overfitting issues.

Figure 5.6-a and Figure 5.6-b give the results plots of the predicted value

against the experimental value for both the training set and the test set computed
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Table 5.3: The optimal learning rate, number of hidden neurons per layer and the number
of hidden layers used to build the final artificial neural models for the prediction
of initial discharge capacity (IC) and the 20th cycle end discharge capacity (EC)
of doped LiMn2O4 cathode.

LMO-IC LMO-EC
Learning Rate 0.001 0.001

Number of hidden neurons per layer 14 9
Number of hidden layers 5 8
Number of Parameters 888 639

Figure 5.6: Predicted values against the experimental values computed by the artificial neu-
ral network models for the prediction of (a) initial discharge capacity and (b)
20th cycle discharge capacity of doped LiMn2O4 cathode.

by ANN-IC and ANN-EC, respectively. To begin with, RMSE values for the test-

set are computed to be 15.72 mAhg−1 and 14.58 mAhg−1 by the ANN-IC model

and the ANN-EC model respectively, which are much lower than the results of

penalised regression. Nevertheless, all of the plotted dots for training and testing

sets on both results graphs (Figure 5.6 (a-b)) are shown to be further from the

red true line which indicates that the models cannot generalise well for the whole

dataset. These poor prediction performances could be that the model overfits the

small sample size of which the overly complex model architectures (shown as the

number of parameters from Table 5.3) capture more noise from the dataset than any

useful signals regarding the variable correlations.
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5.3.4 Decision Trees

Two decision tree models were constructed with each being optimised for the com-

plexity factor. The complexity factor is used as the minimum improvement crite-

ria that prevent the further growth of the decision tree if the further splits do not

meet this benchmark. Figure 5.8-a and Figure 5.8-b give the mean ten-fold cross-

validated error results against the three complexity factors examined for the decision

tree models used for the prediction of IC and EC, respectively. A common trend be-

tween the two results graphs can be observed that the increase in the complexity

factor can increase in the RMSE values. The optimal complexity parameters for the

IC and EC decision tree models are selected to be 0.036 and 0.046 accordingly as

these produce the lowest error values.

One inherent advantage of using decision tree models is that they have a highly

interpretable model structure that reveals the embedded rules of variable splitting at

each node. Figure 5.9 and Figure 5.10 give the splitting patterns of the decision

tree models built upon the optimised complexity parameters, for IC and EC pre-

diction and these models are denoted as DT-IC and DT-EC, respectively. To begin

with, DT-IC has a much simpler splitting pattern than DT-EC with only two main

covariates variables involved during the decision process, namely, the dopant ratio

in the material formula and the material formula molar mass. On the other hand,

the DT-EC involves one more splitting variable and the splitting order is given as

the formula manganese ratio, material molar mass and the unit cell crystal lattice

constant “a”. Both models have involved the formula molar mass as the internal

splitting variable and this suggests that the Mr is an influential factor in the predic-

tions of both capacities variables.

Figure 5.11-a and Figure 5.11-b illustrate the predicted values versus the ex-

perimental values estimated by the DT-IC model and the DT-EC model, respec-

tively. The prediction error of the DT-IC model over the test-set validation is es-

timated to be 15.21 mAhg−1 which is an improvement of 0.51 mAhg−1 from the

results computed by the ANN-IC model (Figure 5.6-a). On the other hand, the DT-

EC model seems to perform worse over the test-set prediction than the ANN-EC
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model as its respective RMSE value is 1.89 mAhg−1 higher. In addition, it is ob-

served that similar predictions values have been given to the different experimental

in both results graphs. This phenomenon is expected as the decision tree algorithms

use the mean value of the group under each node as being the prediction for all

the instances within that node group. The R2 scores for DT-IC and DT-EC model

predictions over the test are estimated to be 0.28 and 0.13, which indicate that the

models can capture 28% and 13% of the variations of the capacity in the test set.

In comparison to the results estimated by both ANN models, both DT models have

not shown great improvements in the prediction performance as their R2 scores are

similar.

Figure 5.8: The mean values of the root-mean-squared errors from all ten-fold cross-
validation estimated by the decision models against the complexity parameter
values for (a) initial discharge capacity and (b) 20th cycle discharge capacities
of doped LiMn2O4 cathode, respectively.

5.3.5 Random Forest

The optimisation of the random forest model involves the turning of hyperparam-

eters such as the number of trees and the number of variables considered at each

split. The number of trees is selected randomly from the range of 100 to 5000

and the number of covariates considered at each split will be investigated from the

range of 1 to 5. For each capacity prediction task, 5000 sets of hyperparameter

combinations were generated randomly and were investigated for their prediction

performance. Figure 5.12 and Figure 5.13 are the 3D plots of the mean ten-fold

cross-validated MSE estimated by the RF-IC model, the RF-EC model under these
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Figure 5.9: A diagrammatic illustration of the decision tree splitting patterns for the predic-
tion of initial discharge capacities of doped LiMn2O4 cathode with the complex
factor fixed at 0.036.

Figure 5.10: A diagrammatic illustration of the decision tree splitting patterns for the pre-
diction of 20th cycle discharge capacities of doped LiMn2O4 cathode with the
complex factor fixed at 0.046.
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Figure 5.11: Predicted values against the experimental values computed by the decision
tree models for the prediction of (a) initial discharge capacity and (b) 20th

cycle discharge capacity of doped LiMn2O4 cathode, respectively.

Table 5.4: The optimal values of the number of trees and the number of covariates con-
sidered at each split for the prediction of initial discharge capacity (IC) and the
20th end discharge capacity (EC) of doped LiMn2O4 cathode and their respective
computed mean squared error values.

Hyperparameters Initial discharge
capacity

20th cycle end
Discharge ca-
pacity

Number of trees 2510 160
Number of features considered at each
split

5 5

Mean squared error (mAhg-1) 230.74 182.46
Number of Parameters 888 639

randomly generated hyperparameter combinations. First, it can be seen that the pre-

diction errors are more evenly distributed (similar colour) across a different number

of trees at the same number of splitting covariates as the colour does not change

much for the same covariate variable. On the other hand, the MSE values seem to

decrease when the number of covariates considered at split increases from one to

five across a different number of trees iterations (colour changes from grey, to pur-

ple, to green and then to blue) in both results graphs. This implies that the number

of covariates variables considered at each split is more influential than the number

of trees in the overall model prediction.

Next, two random forest models are constructed with the optimal hyperparam-

eters as listed in Table 5.4. Figure 5.14-a and Figure 5.14-b give the graphs of the
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Figure 5.12: The optimisation plot for the computed mean squared error for 5000 combi-
nations of the number of trees, the number of variables considered computed
by the random forest models for the prediction of Initial discharge capacity
(IC) of doped LiMn2O4 cathode.

Figure 5.13: The optimisation plot for the computed mean squared error of 5000 combi-
nations of the number of trees, the number of variables considered computed
by the random forest models for the prediction of 20th cycle end discharge
capacity (EC) of doped LiMn2O4 cathode.
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predicted values against the experimental values estimated by the RF-IC model and

the RF-EC model, respectively. Compared to the ANN-IC model, the RF-IC model

has more accurate predictions for both the training and testing sets with their RMSE

values estimated to be 2.75 mAhg−1 and 2.04 mAhg−1 lower, respectively. In ad-

dition, the R2 score of the RF-IC model is 0.18 higher than the ANN-IC, indicating

more variations in the capacity are being captured from the test set. Figure 5.14-c

gives the ranking of the importance of the covariates used for prediction from the

RF-IC model based on the increase in the mean squared errors value. It is seen that

the overall formula mass is estimated to be the most important covariates for the

model prediction, followed by the formula ratio of manganese and current density

respectively.

In addition to the EC prediction, the RF-EC model has the best predictions so

far among all models with their RMSE values estimated to be the lowest among the

previously discussed models at 13.32 mAhg−1 and 12.93 mAhg−1 for the training

set and the testing set, respectively. RF-EC model has shown greater prediction

power in the test set than the ANN-EC model as the plotted training and testing

points are shown to be more aligned with the red true line. In particular, the predic-

tions of the capacities over the range of 120 mAhg−1 and 140 mAhg−1 are better,

as demonstrated from the smaller average deviation from the red true line. Fig-

ure 5.14-d gives the importance of the variables used in the RF-EC model. The

electronegativity of the dopant is the most important variable followed by the cur-

rent density, which is similar to that of the results from the RF-IC model. In ad-

dition, the percentage increase in the mean squared error values for the manganese

ratio in the material formula and the materials formula mass is observed to be at a

similar level which implies that both variables are equally important to the overall

model prediction.

5.3.6 Gradient Boosting Model Regressor

During the optimisation of each gradient boosting machine model, 110 combi-

nation sets of the hyperparameters have been examined with the range indicated

in Table 5.1. The gradient boosting models used for IC and EC prediction is
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Figure 5.14: The predicted values against the experimental values computed by the random
forest models for the prediction of (a) initial discharge capacity (IC) and (b)
the 20th end discharge capacity (EC) of doped LiMn2O4 cathode and their
respective ranking of the variable importance in terms of the percentage of
increase in the mean squared error values estimated by (c)RF-IC and (d) RF-
EC.

named GBM-IC and GBM-EC respectively. The selection of the optimal hyper-

parameters was made based on which produces the lowest mean squared errors.

To simplify the results chapter, the detailed optimisation results for this gradient

boosting machine are available on the Github page (https://github.com/

thepowerligand/LMO-ML). Table 5.5 summarises the final optimised hyper-

parameters for each gradient boosting model such as the number of iterations, in-

teraction depth, the minimum number of samples remained at each node and the

shrinkage rate. Based on the results, several observations can be made such as the

optimal number of iterations for the GBM-EC model is much less than the GBM-IC

model, whereas its shrinkage rate is nearly twice as much as for the GBM-IC model.

This indicates that the contribution of each tree to the overall model prediction is

https://github.com/thepowerligand/LMO-ML
https://github.com/thepowerligand/LMO-ML


5.3. Results and Discussion 160

Table 5.5: The optimal hyperparameters for the gradient boosting models used to predict
the initial discharge capacity (IC) and the 20th cycle end discharge capacity (EC)
including the number of iterations, interaction depth, the minimum number of
samples that remained at the node and the shrinkage rate applied

Parameter IC EC
Number of iterations 4082 386

Interaction Depth 10 4
The minimum number of samples remained at the node 5 5

Shrinkage Rate 0.0455 0.09907

heavier in the GBM-EC model than in the GBM-IC model.

Figure 5.15: The predicted values against the experimental values computed by the GBM-
IC model and GBM-EC model for the prediction of (a) initial discharge ca-
pacity, (b) 20th cycle discharge capacity of doped LiMn2O4 cathode and their
respective variable importance (c) and (d).

Figure 5.15-a and Figure 5.15-b show the predicted values estimated by the

GBM-IC model and the GBM-EC model against the experimental values for the

prediction of IC and EC, respectively. With the exception of a few outliers, all

the plotted points of the training and test set show little deviation from the true

line, indicating that the predictions have reached a considerable agreement level

with the experimental capacity. In addition, the overall predictive power of the
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GBM-IC model is shown greater than the RF-IC model higher as its RMSEtrain and

RMSEtestvalues are estimated to be 0.31 mAhg−1 and 2.27 mAhg−1. This good

model prediction performance is also agreed with the R2 score which is computed to

be 0.60, which is calculated to be 0.18 higher than for the RF-IC model. In the case

of the GBM-EC model, the overall prediction errors of the model are calculated to

be 13.29mAhg−1 and 11.28 mAhg−1 respectively for the training and test set which

are 0.03 mAhg−1 and 1.65 mAhg−1 lower than the RF-EC mode. In addition, the

plotted dots (light blue and deep blue) from Figure 5.15-b are aligned well with

the red true line, indicating that the overall prediction performance of the GBM-EC

model is high across the whole dataset. In comparison to the RF-EC results graph

(Figure 5.14-b), the GBM-EC model seems to have better prediction power over

the lower range capacity at around 40 mAhg−1 and the middle range capacity at

83 mAhg−1 in the test set as the gaps to the red true line are noticeably smaller.

Despite that the R2 scores of the GBM-EC model are lower than of the RF-EC

model, the overall prediction power is seen much higher, and thus the GBM-EC

model is selected for further investigation.

Figure 5.15-c and Figure 5.15-d give the ranking of the variable importance

computed by GBM-IC and GBM-EC respectively. The most important covariates

to both models are the material formula molar mass, followed by the lattice constant

“a”, electronegativity of the dopant, current density and the ratios of dopant and the

manganese in the material formula. A detailed discussion of these results will be

given in subsection 5.3.9.

5.3.7 Support Vector Machine

Support vector machine models are optimised for the cost parameter which controls

the regularisation strength and the gamma parameter from the radial basis function

kernel function. Within the cost function, the value of the epsilon is kept at the

default value of 0.1 across all model training. Two trials of hyperparameter optimi-

sation are carried out to refine the investigating ranges indicated in Table 5.1 and to

optimise the cost and gamma values. The optimisation results for each model are

summarised in Table 5.6. It is seen that the investigated ranges of both Cost and
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Table 5.6: Different trials (T-1, T-2) of hyperparameter tuning results for the Support vector
machine regressor models for the prediction of initial discharge capacity (IC)
and the 20th cycle discharge capacity (EC) of doped LiMn2O4 cathodes, where
Gamma is the parameter inside of the radial basis function kernel function and
Cost is the regularisation strength and Min MSE represents the minimum mean
squared error obtained from the investigating range. The optimal values of these
parameters are highlighted in red colour.

IC EC
T-1 T-2 Optimal T-1 T-2 Optimal

Gamma 10−3 ∼
103

10−2 ∼
103

10−0.279 10−3 ∼
103

10−3 ∼
102

102.343

Cost 10−4 ∼
104

10−3 ∼
103

10−0.997 10−4 ∼
104

10−3 ∼
103

10−2.397

Min MSE
(mAhg−1)

173.65 163.99 - 193.17 190.49 -

Table 5.7: The optimal values of the cost and the gamma for the support vector models for
the prediction of initial discharge capacity (IC) and the 20th cycle end discharge
capacity (EC) of doped LiMn2O4 cathodes and their numbers of support vectors
as well as the epsilon values from the cost function.

Parameter IC EC
Cost 0.526 220.744
Gamma 0.101 0.00401
Number of support vectors 77 73
Epsilon 0.1 0.1

the Gamma parameter have not shrunk much from the first trial. In addition, it is

observed that the minimum mean squared error values are seen to be reduced from

the first to the second trial of investigation. For example, the estimated minimal er-

ror for the IC support vector machine model has seemed to be reduced from 173.65

mAhg−1 in the T-1 trial to 163.99 in the T-2 trial. Similarly, a reduction of 2.68

mAhg−1 of the minimum mean squared error is observed after the investigating

ranges are refined from value space from T-1 to T-2 for EC support vector machine

models. The final optimal cost and gamma values for the SVM-IC and SVM-EC

model are given in Table 5.7

Figure 5.16-a and Figure 5.16-b gives the predicted capacity against the ex-

perimental value estimated by the SVM-IC model and the SVM-EC model respec-

tively, for the predictions of IC and EC in the training and testing set. The prediction
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Figure 5.16: Predicted values against the experimental values computed by the support vec-
tor machine models for the prediction of (a) initial discharge capacity and (b)
20th cycle discharge capacity of doped LiMn2O4 cathodes.

performance of SVM-IC is not as good as the GBM-IC model as the plotted points

are further from the red true line. In addition, the RMSEtrain(14.56 mAhg−1) and

RMSEtest (16.48 mAhg−1) are shown to be larger than the RMSE results from the

GBM-IC model, implying that the model has poorer prediction power over the un-

seen hold-out test set. In addition, this poor prediction performance is reflected in

the low R2 score (0.16) which implies that the model can only capture 16% of the

variations in the test set. Furthermore, the prediction of EC in both the training and

the testing set by the SVM-EC model seems to be better as all the points shown to

be more aligned towards the red line than the results of the SVM-IC model. How-

ever, the SVM-EC model seems to generalise more poorly over the training set than

GBM-EC as its RMSEtrain is estimated to be 14.50 mAhg−1 with the trend of the

light blue dots observed to be around 30 degrees. Similarly, the predictions over the

test set are also observed to be poor as all the plotted dots (in deep blue colour) are

further from the red line.

5.3.8 Model Performance Evaluations

In this project, fourteen machine learning models are constructed with seven vari-

ations of the machine learning algorithms for the prediction of initial discharge

capacity and the 20th cycle end discharge capacity of the doped LMO cathodes. Ta-

ble 5.8 summarises the prediction performance of each model over both the training

and testing set in the metrics of RMSE and R2 values. To begin with, the ensem-
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ble tree-based models such as the GBM and RF have shown much better prediction

power over the test-set than linear methods such as the LR and RR. This could be

due to the presence of many non-linear correlations between the covariates and the

response variables as indicated in subsection 5.3.2. Among all models, the GBM

model has shown the best performance in generalising for both the initial and 20th

cycle end discharge capacities, with the RMSE calculated to be the lowest at 11.41

mAhg−1 and 11.28 mAhg−1 from the test set prediction. In addition, R2 scores are

estimated to be 0.6 and 0.4 which suggest that the models can capture a sufficient

amount of variations of the capacities from the test set. In general, the GBM algo-

rithm is preferred for its robustness in predicting non-linear relationships, offering

more flexible hyperparameter tuning options (minimum tree depth, learning rate,

number of iterations) and does not require data pre-processing before the model

training. Furthermore, the prediction power of DT is shown to be very low and this

is due to its simple model structure that is not capable of capturing the complex

variable relationships. On the contrary, the ANN model seems to perform better in

both prediction tasks than the DT models, however, are not desirable for their issues

of over parameterisation as indicated in Table 5.3. SVM models have demonstrated

reasonable generalisation power over the training and test set, however are not still

not comparable with the prediction power of the two GBM models. Both RF models

have shown great predictive force over the test-set with their estimated RMSE val-

ues computed to be 13.68 mAhg−1 and 12.93 mAhg−1 for the IC and EC in the test

set, respectively. However, the GBM models still showed more superior prediction

power for the lower range capacities as discussed previously. At last, the prediction

power of all penalised linear methods has shown very poor prediction power both

for training and testing as their RMSE values and the R2 scores are shown to be at

the lowest among all. To conclude, GBM models have shown the best prediction

on the prediction of both IC and EC and these models will be investigated further

in the following section.
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Table 5.8: Comparisons of the ten-fold cross-validated mean RMSE values, the RMSE
value for testing against holdout test and the R2 score for the test-set predic-
tion computed by seven different types of machine learning algorithms includ-
ing gradient boosting model (GBM), random forest (RF), artificial neural net-
work (ANN), support vector machine (SVM), decision tree (DT), ridge regres-
sion (RR), LASSO regression (LR), for the prediction of the initial discharge
capacity and the 20th cycle end discharge capacity of doped LiMn2O4 cathodes.

Initial Discharge Capacity
(mAhg−1)

20th Cycle End Discharge Capacity
(mAhg−1)

Cross-
validated
RMSE
mean

RMSE
on the
test set

R2

scores
on the
test set

Cross-
validated
RMSE
mean

RMSE
on the
test set

R2

scores
on the
test set

GBM 13.04 11.41 0.60 13.29 11.28 0.40
RF 13.35 13.68 0.42 13.32 12.93 0.47
ANN 16.10 15.72 0.24 15.48 14.58 0.32
SVM 14.56 16.48 0.16 14.50 12.79 0.48
DT 14.88 15.21 0.28 16.95 16.47 0.13
RR 14.34 17.49 0.05 14.60 17.35 0.04
LR 14.76 17.99 -0.001 15.21 17.63 0.01

5.3.9 Variable Importance Analysis

Most of the non-linear algorithms such as support vector machines and neural net-

works are known as “black box” algorithms as they do not provide any valuable

insights into the internal function used for prediction. On the other hand, tree-

based models, including the gradient boosting machine algorithm is more insightful

in demonstrating the importance of the covariate variable in terms of their contri-

butions to the overall prediction because their decision tree base learner has a high

interpretable rule-guided structure. Since the gradient boosting models have demon-

strated the greatest prediction power among all models for the predictions of IC and

EC, this section will provide further analysis into the variable ranking estimated by

the GBM models and giving an interpretation of the results in the chemical sense.

To begin with, both variable importance graphs computed by the GBM-IC

model (Figure 5.15-c) and the GBM-EC model (Figure 5.15-d) have ranked the

material formula molar mass as the most important covariate used in the prediction.

For this, Faraday’s law stated that the material molar mass and the number of reac-

tive electrons/Li-ions in the electrochemical reactions are inversely proportionally
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to the specific capacity of an electrode (the ideal amount of energy available for

withdrawing per unit mass). In this regard, the variation in material molar mass

would inevitability influence the practical capacities on both the first and the twen-

tieth discharging cycle as they are quantitively related to the specific capacity. Fig-

ure 5.17-a demonstrates positive linearity trends for the material molar mass with

both discharging capacities in the whole dataset and this suggests that the higher

molar mass doped LMO formula can lead to higher values for IC and EC.

Next, the crystal lattice constant and the electronegativity of the dopant are

the second and the third most important covariates from both gradients boosting

models. Figure 5.17-b and Figure 5.17-c gives the 3D plots of the lattice param-

eter a and dopant’s electronegativity against the colour coded initial capacities and

20th cycle end discharge capacity, respectively. First, variations in the crystal lat-

tice dimension of the doped LMO cathode would also influence the Li-ion site en-

ergy which is highly correlated to the discharging performance of the 20th cycle.

For this, previous studies have confirmed the important influence of the crystal lat-

tice parameters on the discharging performance of manganese such as the doped

spinel(LiMgxMn2−xO2) [287] and the finding was made such as the larger crystal

lattice dimension often leads to a poor discharge performance. A clear trend can

be observed as the higher IC and EC values (coloured by red) are more likely to

occur at smaller lattice parameters (∼8.15 Å). Next, the electronegativity of the

dopant can modify the overall structural density of the doped LMO systems as it

controls the bonding strength with the surrounding manganese ions and oxygen

ions. A small difference in electronegativity can result in the formation of cova-

lent bonds, which in turn makes the structure more stable and less dense than the

structure that contains ionic bonds. In addition, the Li-ion site energy changes ac-

cording to the modified structural density, and this would change the rate of inter-

calation/deintercalation of the Li-ions from the LMO cathode, resulting in various

loading capacities at the first cycle.Based on the plotted 3D graphs, the results seem

to suggest that using dopant with a moderate to lower range electronegativity value

of (1.4 ∼ 1.8) can slightly increase both the IC and the EC values. However, this
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correlation is not conclusive due to the dispersed distribution observed across all

electronegativity values.

Figure 5.17: The plots of the crystal unit lattice parameter ‘a’ and the dopant’s electroneg-
ativity against the values of (a) initial discharge capacities (IC) and (b) 20th

cycle end discharge capacities (EC) of doped LiMn2O4 cathode.

5.4 Summary
In this chapter, seven different machine learning algorithms have been explored for

their prediction power in describing the correlations of six different structural and

elemental properties of 102 doped LMO systems and the corresponding discharg-

ing performance at the first and twentieth cycles. The dataset was manually curated

from the literature with data collection rules implemented such as the standardised

experimental conditions (i.e. electrolyte, anode, discharging environment temper-
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ature). Among all the investigated models, the gradient boosting machine (GBM)

models demonstrated the best predicting power for both the first and the twentieth

cycle discharge capacities with the root mean square error (RMSE) for each being

the lowest at 11.41 mAhg−1, 11.28 mAhg−1, respectively from predicting against

the held-out test set. A variable importance study was conducted using the opti-

mised GBM models and the results suggest a higher molar mass of doped LMOs

system can lead to a higher discharge capacity both at the first and at the 20th cy-

cle. In addition, weak negative correlations are captured for the variable pair of

the electronegativity of the dopant in LMO with IC and the crystal structure lattice

constant-“a” with EC, respectively. The results of this study have demonstrated

the great potentials in implementing ML algorithms to grasp the complex structure-

property correlations of the doped LMO systems which could shorten the testing

duration of battery material performance and leading a faster discovery speed of

new doped cathode materials for Li-ion batteries with higher storage capacity and

longer life cycle.



Chapter 6

Machine Learning Prediction of the

Discharge Capacities of doped

LiNixCoyMnzO2 Layered Materials

6.1 Background

Among the various cathode candidates, layered cathodes have received tremen-

dous market success owing to their high practical capacity and the wide operat-

ing voltage windows. Quinary oxides (e.g. LiNixCoyMn1−x−yO2) are currently

the state-of-art layered cathode materials as they integrate the superior proper-

ties of all three fundamental layered materials: LiCoO2 (high kinetics), LiNiO2

(high capacity), LiMnO2 (high safety). Figure 6.1-a gives the ternary metal

mix-phase diagram with the indication of the stable quinary oxide candidates

such as LiNi0.33Co0.33Mn0.33O2 (NCM333), LiNi0.50Co0.20Mn0.30O2 (NCM523),

LiNi0.60Co0.20Mn0.20O2 (NCM622) and LiNi0.80Co0.10Mn0.10O2 (NCM811) [24,

288, 289]. Each NCM cathode have different electrochemical performance due to

the differences in the composition weighted role of each transition metals during

the charge/discharge cycles. To illustrate this process, Figure 6.1-(b,c,d) gives the

graphical illustrations of the change in the density of states of the transition met-

als (Ni, Co) in the NCM-333 system during the discharged state, half discharged

state and charge state, respectively. During the initial charging period (1 < xLi <
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2/3) of LixNi1/3Co1/3Mn1/3O2, nickel ion acts as the main active component where

the reduction reactions take place in the sequence of Ni2+/Ni3+ redox couple, to

Ni3+/Ni4+. In the further charging process subject to the lithium ratio of (2/3 <xLi

< 0), the cobalt redox couple of Co3+/Co4+ will be responsible for driving the elec-

trochemical reactions until the Fermi level reaches the top of the 2p band of oxygen

(Figure 6.1-d), which in turn creates the voltage limit for the material. It is impor-

tant to note that the manganese ions in the formula do not participate in any of the

aforementioned redox reactions and are mainly used to stabilize the overall material

crystal structure.

The full electrochemical potentials of NCM cathodes are still restricted due to

the thermal instability issue during cycling, short cyclic life, and additionally the

poor rate capability from the low electronic conductivity [25, 26, 290]. These inad-

equate performances are caused by the degradation mechanisms found in the crystal

structure (cation mixing, oxygen release) and on the material surface (microcrack

formation) during cycling. During the Li-ion extraction process, the cation mixing

effects occur as Ni+ ions can spontaneously migrate into vacancy sites in the lithium

layer due to the low energy barrier and their similar ionic radius (Ni2+: 0.69 Å and

Li+: 0.76 Å) [291]. This cation mixing would cause anisotropic stress to the local

crystal structure, reducing the Li-ion diffusion coefficient and lead to irreversible

capacity loss. In addition, the repulsive force between the oxygen and the transition

metal layer tends to increase from the repetitive charging of the NCM materials.

This effect would lead to the large expansion of the crystal volume along the c-axis

accompanied by loss of oxygen, causing undesirable phase transformation from the

hexagonal phase into the monoclinic phase and severely degrading the materials’

electrochemical performance. As a side effect, the increasing material strain and

the changes in the crystal volume tend to facilitate the formation of microcracks on

the electrode surface and this severely degrades the material mechanical strength

and raising safety concerns for cycling. Figure 6.2 compares the degree of mi-

crocrack formation for various NCM materials and it is found that the nickel rich

NCM tends to have more severe microcracking after repetitive charging/discharging
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Figure 6.1: (a) The ternary transition metal mix-phase diagrams for the boundaries of
lithium nickel oxide (LNO), lithium manganese oxide (LMO) and lithium
cobalt oxide (LCO) with the identifications of the NCM materials and the
schematic illustration of the energy and density of states for NCM-333 com-
pound at (a) discharged state, (b)half discharged and (c) charged state. Image
(a) is reproduced with permission from [24]. Image (b)-(d) are reproduced with
permission from [25].
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than the low nickel content formula. The increase in the degree of microcracks on

the material surface greatly increases the active surface area which promotes unde-

sirable side reactions with the electrode surface and cause great Li-ion losses and,

capacity decay as well as the formation of impurity phases (NiO-like as given in

Figure 6.2).

Figure 6.2: Comparisons of the degree of microcrack formation for NCM with low nickel
content and high nickel content. Reproduced with permission from [26].

To circumvent the crystal structure-related issues, a wide range of interest is

drawn toward applying doping technique to alter the intrinsic properties of the NCM

cathodes with the aim of improving their electrochemical performance. From the

literature, common doping benefits for the NCM structure are found in the increase

in the strength of the oxygen-TM bond and additionally preventing the oxygen re-

lease during cycling, mitigating the cationic mixing effect by reducing the migration

of the Ni+ into the lithium layer and lastly, promoting the Li+ transportation and im-

prove both the electronic and the ionic conductivity of the materials. A wide range

of doping elements has been investigated in recent years and they have shown great

promises in improving the electrochemical performance, such as Al [292], Fe [292],

Cu [293], Cr [294, 295], Mg [296], Mo [297], K [298], Pb [299], Ti [300], Si [301],

Sn [302]. Nevertheless, obstacles such as the diverse doping principles for different

element, different doping sites (Li, Ni, Co, Mn) and the large compositional space
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remain as challenges toward finding suitable dopants. The conventional approach

to characterise the electrochemical properties of a new doped system is through

conducting repetitive experiments which is costly and time-consuming. Another

approach based on first-principle computational modelling is also hindered by the

expensive computing cost for studying very large super-cell systems. To conquer

these shortcomings, this chapter implements various machine learning techniques to

investigate the linkages among various doping factors and the experimental cyclic

performance of doped NCM cathodes. In this work, 168 distinctive NCM doped

systems have been carefully collected covering 20 variations of dopants for all

doped NCM -derivate material classes (NCM-333, NCM-523, NCM-622, NCM-

811). Firstly, Pearson’s correlation coefficient study was performed to investigate

the co-linearity of every variable pair. Furthermore, six non-linear algorithms, in-

cluding gradient boosting machine, random forest, kernel ridge regression, feedfor-

ward deep learning, k-nearest neighbours and support vector machine were imple-

mented with the model design given in Table 6.1 to predict the initial discharge

capacities and 50th cycle discharge capacities of the doped NCMs based on twenty

covariates (e.g. material characterization results, experimental parameters, elemen-

tal properties). By comparing their electrochemical performance against a held-out

test set, the best models can be identified for each discharge capacity prediction task.

Furthermore, a variable importance study was performed with the best performing

model to reveal the key doping features that governed the accurate predictions of

discharging performance of the doped NCM systems. These insights should greatly

enhance the current understanding of the doping effects and facilitate the design of

future experimental work (e.g. independent variable selection, the doping concen-

trations).

6.2 Methods

6.2.1 Data Collection

During the initial stage of publication filtering, strict rules were applied to ensure

that collected data reach a high consistency. These include that the NCM materials
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Table 6.1: The proposed ML model including the name and abbreviations of the covariate
variables and response variables.

Covariate Variables
Publication Results Elemental Properties

Name Abbreviation Name Abbreviation
The ratio of
lithium, nickel,
cobalt, man-
ganese, the dopant
in the material
formula

Li, Ni, Co,
Mn, M
(dopant)

Material molar
mass

Mr

Crystal lattice con-
stants “a” and “c”

LC a, LC c Dopant’s mo-
lar mass

Mr dopant

The volume of the
unit cell

CV Dopant’s
number of
electrons

No electron M

Experimental cur-
rent density

CD Dopant’s elec-
tronegativity

EN dopant

Minimum and
maximum cyclic
voltage

V min, V max Dopant’s
number of
isotopes

No iso dopant

Dopant’s first
ionisation en-
ergy

E ion dopant

Dopant’s elec-
tron affinity

EA dopant

Dopant’s
atomic radius

AR dopant

Dopant’s
ionic radius

IR dopant

Response Variables
Name Abbreviation Name Abbreviation
Initial discharge ca-
pacity

IC 50th cycle
end discharge
capacity

EC
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should be i) single-doped with cation ions, ii) be single-phase iii) have a space group

of R-3m; and iv) have no surface coating. Furthermore, the electrochemical testing

should also fulfil the following criteria to meet the data collection requirements: i)

performed at least 50 cycles of charging/discharging cyclic test, ii) used lithium foil

as anode and aqueous LiPF6 as electrolyte iii) applied constant current density for

charging and discharging the battery; iv) the cyclic tests are carried out under the

atmospheric conditions (i.e. Temperature = 25 ± 5 ◦C, Pressure = 1atm). The cycle

of fifty was selected as this is the most commonly performed cycle across different

studies on the doped NCM cathodes. A graphical illustration of the publication

selection process is given in Figure 6.4. After applying these rules, the initial 524

publications were reduced to 59 covering 168 different doped NCM systems with

20 dopant variations (e.g. Al, Ce, Cr, Cu, Cs, Eu, Fe, La, Mo, Mg, Nd, Na, Nb, Ru,

Rb, Sn, Ti, V, Y, Zr) and these were published in the years between 1998 and 2020.

Electrolyte plays a significant role in bridging the two contrasting electrodes

and in facilitating the formation of a solid-electrolyte interface layer to protect the

electrode from any unwanted side reactions. Electrolytes are often a mixture sys-

tem with solvent and additives of which could lead to different performances if not

standardised. The types of electrolyte systems from our collected studies are sum-

marised in Figure 6.3. In our dataset, nearly 71% of the investigating electrochem-

ical test were performed from either the mixture of ethylene carbonate/dimethyl

carbonate (vol % 1:1) or the ethylene carbonate/dimethyl carbonate/ethyl methyl

carbonate (vol% 1:1:1). These systems have similar dielectric constants (Table B.1)

which should result in similar electrochemical performance. Only seven of the ma-

terial systems have been tested with the addition of fluoroethylene carbonates and

these are used to improve the battery operation safety and hence should not influ-

ence the overall data quality by a considerate amount.

6.2.2 Model Outlook and Training

The ML models used in this work were trained using Python programming language

and with its relevant ML libraries (Sciki-learn, Pandas). Within the model, 20 co-
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Figure 6.3: The bar plot of the number of the electrolyte mixture (excluding the LiPF6 salt
component) used in the studies from the dataset, where EC stands for Ethyl
carbonate, DMC stands for Dimethyl carbonates, DEC stands for diethyl car-
bonates, EMC stands for ethyl methyl carbonates, PC stands for Propylene
carbonate, FEC stands for fluoroethylene carbonates.

variate variables are selected to predict the initial and 50th cycle discharge capaci-

ties of each material. These cover the experimental results such as the crystal lattice

constants (“a” and “c”), the formula ratio of lithium, nickel, manganese, cobalt,

doping element in the material formula (Li, Ni, Mn, Co, M), material molar mass,

the volume of the unit cell (CV) and cyclic parameters such as the charge/discharge

current density (CD) as well as the upper and lower operating voltage limit (V min,

V max). Since this project aims to reveal the important doping features that control

the performance of the doped system, seven dopant elemental properties are cho-

sen as covariate variables. These include the dopant’s molar mass; the number of

electrons; electronegativity; electron affinity; first ionization energy; atomic radius

and ionic radius. In this work, six non-linear algorithms were implemented includ-

ing artificial neural network (ANN), random forest (RF), gradient boosting machine

(GBM), support vector machine (SVM), kernel ridge regression (KRR), k-nearest

neighbours (KNN).

The whole data space was randomly split into the ratio of 4:1 correspond to the

model training set and test set, respectively. Within the training set, the model train-

ing process was carried out using the 5-fold cross-validation method to optimise the

embedded hyperparameters. Table 6.2 summarises the hyperparameters considered
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Figure 6.4: An overview of the data collection process with the demonstration of every
condition applied in each publication filtering stage for doped nickel-cobalt-
manganese oxide layered cathode.
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for each of the algorithm and their value range of investigation in this project. In ad-

dition, to ensure that the results are reproducible, the same random-seed is assigned

to all machine learning models.

Please note, the data curated for this chapter and the written machine

learning codes can be found on the GitHub page (https://github.com/

thepowerligand/NCM-ML). The detailed references are provided for each

set of experimental data collected, in the same GitHub directory.

6.3 Results and Discussion

6.3.1 Covariate Selection for the Model

The covariates used to construct the model in this project can be categorised into

three classes. These include the curated experimentally reported results such as the

material compositions, crystal structure parameters (crystal lattice dimension and

volume), cyclic test conditions (charge/discharge current density, operating volt-

age) and finally, the elemental properties for both the intrinsic material elements

and the doping element in the structure. To begin with, the compositions of the

lithium, nickel, manganese, cobalt and the dopant in the layered cathode are chosen

as they determine the reaction kinetics, structural stability, and overall capacity, re-

spectively. The crystal lattice dimensions and lattice volume reveal the conditions of

the material’s crystal structure and can control the mechanisms of the Li-ion interca-

lation/deintercalation during cycling. In addition, these material physical properties

can be used to represent the differences in the synthesis routine implemented as

well as the precursors. The common synthesis methods for NCM cathode such as

the co-precipitation methods, the sol-gel method and the solvothermal method are

included in this project. Furthur to the data collection for the cyclic performance

results, the corresponding operating voltages and the current density (charging and

discharging) are collected as they account for the number of available Li-ions for

withdrawal in the material and the rate of Li-ion transfer within the battery system.

The cases of using extreme experimental conditions such as extremely high or low

current density and of using different current densities for charging and discharging

https://github.com/thepowerligand/NCM-ML
https://github.com/thepowerligand/NCM-ML
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Table 6.2: A summary of the hyperparameters considered in this project for each of the
algorithms, along with their investigating value ranges. Note, the random forest
and gradient boosting machine share many common hyperparameters and the
stared hyperparameter only applies to the gradient boosting machine model.

Algorithm name Hyperparameter Investigating
range

Artificial Neural Net-
work
(Feed-forward with Relu
activation function and
linear output rule)

Number of hidden layers 1∼20

Number of neurons in each
hidden layer

1∼20

Learning Rate 0.001, 0.01, 0.1
Kernel Ridge Regression Kernel function Laplacian, Radial

Basis Function
(RBF)

Gamma (RBF)/sigma
(Laplacian)

10−4 ∼ 104

Lambda 10−4 ∼ 104

Support Vector Machine
(Radial Basis Function)

Cost 10−4 ∼ 104

Gamma 10−3 ∼ 103

K-nearest Neighbour Number of Neighbours 1 ∼20
Random Forest and
Gradient Boosting Ma-
chine

Number of trees 100∼5000

The minimum amount of
sample considered for each
split

1∼15

The minimum amount of
samples remaining at each
leaf

1∼15

The maximum amount of
covariates considered at
each split

1∼19

The maximum tree depth 1∼15
Learning Rate* 10−4 ∼ 10−1
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are discarded to reduce the noise in the dataset. In the end, all the relevant dopant’s

properties are selected to enhance the prediction power of the ML models. For in-

stance, the dopant ion’s ionic size could mitigate the migrations of the Ni+ into the

Li+ layer. The dopant’s electronegativity would influence the type of bond-forming

inside of the material structure and hence the overall stability. Likewise, the ion-

isation energy and the electron affinity would affect the change in the systematic

energy during the reactions of Li-ion insertion and the extraction and hence deter-

mine the structural stability. The importance of these covariate variables in the final

model prediction will be examined in the later results section.

6.3.2 Preliminary Statistical Analysis for the Dataset

To gain initial insight into the underlying variable correlations, a Pearson’s corre-

lation coefficient study was performed for every pair of variables in the dataset.

Figure 6.5 shows the matrix of correlation values (R) calculated for the twenty co-

variates and the two response variables. The extent of correlation between every

pair is colour-coded with darker orange indicating a strong positive correlation and

dark green strong negative correlations.

From the computed R values, it can be seen that there are more strong correla-

tions (R > 0.75) being observed between covariates variables than for the covariate

variables with either of the two responsive variables. However, some of these strong

correlations observed between covariates might be misleading and do not provide

any intuitive insights. For instance, the high correlations of lithium content ratio

with minimum operating voltage (R = -0.77) and maximum operating voltage (R =

0.68) do not imply that any change in lithium content would influence the value of

operating voltages. These voltage values are often pre-set for the experiments based

on the specifications of the testing machine. In addition, a decrease in the lithium

ratio seems to increase the molar mass of the material (R = -0.93) and this is because

there are more available crystal lattice sites for the occupancies of heavier weighted

TM and dopant elements. Similarly, the manganese molar ratio appears to have a

correlation value of -0.95 with the nickel molar ratio in the formula, which is poten-

tially due to the direct TM crystal site substitution. For the model construction, it is
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important to find the linkage of covariate variables to the electrochemical properties.

First, no strong linear correlations are being observed between covariate variables

and response variables which might suggest that the presence of many non-linear

correlations in the dataset. The maximum cyclic voltage is found to have a relatively

high correlation with both IC and EC at 0.65 and 0.62, respectively. In addition, an

increase in the Li content ratio in the formula seems to suggest a partial increase in

both IC and EC as their correlation values are calculated to be positive 0.5 and 0.49

respectively. This observation seems to agree with the latest studies showing that the

lithium-rich layered cathode (∼200mAhg−1) can provide much higher discharging

capacities than the normal NCM-111 compounds (∼165mAhg−1) [303, 304].

6.3.3 Artificial Neural Network

The selection of the number of epochs is made by first running the ANN model up

to a high amount (10000) and then choose the epochs number where the five-fold

cross-validated prediction errors are reaching a steady pace and are no longer reduc-

ing after this point. Figure 6.6 illustrates the graphical results of the prediction loss

against the number of epochs tested in each prediction task. From both graphs, it

is seen that the prediction losses seem to stabilise at around 1000 and this was then

selected to be the number of training epochs in both models. In addition, the hyper-

parameter tuning was carried out with various combinations of the neural network

hyperparameters including the number of neurons per hidden layer, the number of

hidden layers and the learning rate. Figure 6.8 gives the heatmap results of the pre-

diction performance for different sets of hidden neuron number and hidden layers

number under the selected learning rates of 0.1, 0.01 and 0.0001, for the prediction

of initial capacity (a, b, c) and the prediction of the 50th cycle discharge capacity

(d, e, f). First, it is observed that the general mean squared error values across the

entire heat maps in Figure 6.8-c are shown to be less than 1000mAhg−1 (deep blue

colour) which are seemingly much lower than the results obtained from Figure 6.8-

a and Figure 6.8-b. This suggests that the lower learning rate (0.001) can reach

better overall accuracy than the higher learning rates such as 0.1 and 0.01. Similar

observations can be made for the heat map results for the EC model. The lowest
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Figure 6.5: Results matrix of Pearson coefficient correlations for every pair of variables
in the dataset, including covariate variables: Li, Ni, Co, Mn, M, LC a,
LC c, CV, V min, V max, CD, Mr, Mr dopant, No electron M, EA dopant,
No iso dopant, AR dopant, IR dopant and with response variables like the ini-
tial (IC) and the 50th cycle discharge capacity (EC) of doped nickel-cobalt-
manganese oxide layered cathode.
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learning rate graph (Figure 6.8-f) shows to have the most amount of hyperparame-

ters combinations among the three results graphs with the mean squared error less

than 1000 mAhg−1. Learning rate indicates the size of the search step for global

minima and the results presented indicate that the high learning rate could easily

miss capturing the optimal point, resulting in less accurate prediction. In addition,

the optimal hyperparameters of ANN models for the IC prediction and the EC pre-

diction are chosen from Figure 6.8-c and Figure 6.8-f, respectively and Table 6.3

summarises the hyperparameters used for constructing the ANN models.

Figure 6.6: The graphs of prediction loss versus the number of epochs computed by (a) the
ANN initial discharge model and (ANN-IC) (b) the ANN 50th cycle discharge
capacity model (ANN-EC) for doped nickel-cobalt-manganese oxide layered
cathode under the hyperparameter setting of learning rate of 0.001, hidden lay-
ers of 5 and hidden neurons of 18.

Table 6.3: The optimised hyperparameters for building the ANN models for the prediction
of the initial discharge capacity (IC) and the 50th cycle end discharge capacity
(EC) of doped nickel-cobalt-manganese oxide layered cathode.

Learning
Rate

Hidden neu-
rons per
layers

Number of
the Hidden
layers

Total num-
ber of
Parameters

ANN-IC 0.001 18 5 1680
ANN-EC 0.001 20 8 3229

The prediction power of the ANN models with the selected optimal hyperpa-

rameters is investigated by using them to predict for the hold-out test set. Figure 6.7

demonstrate the predicted results of the initial discharge capacities (Figure 6.7-a)
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Figure 6.7: The predicted values versus the experimental values for (a) the initial discharge
capacity (IC) and (b) 50th cycle end discharge capacity (EC) of doped nickel-
cobalt-manganese oxide layered cathode, computed by the artificial neural net-
work models, ANN-IC and ANN-EC, respectively.

and the 50th cycle discharge capacity (Figure 6.7-b) from the respective ANN mod-

els against the experimental observed values in the training set and the test set. It

is seen that the ANN model was able to explain more of the variance within the

test for initial discharge capacity than for the 50th cycle discharge as the R-value

was shown to be 0.24 higher in the previous case. The estimated test-set RMSE

values for both the IC and the EC predictions are seen to be reduced largely from

their respective training sets which suggests that the model performed better in the

test-set prediction than in the training set. In addition, the ANN-IC model seems

to have less power prediction power for the higher range of capacity ( at around

250 mAhg−1) in the test set. On the other hand, the ANN-EC have shown better

prediction power over a higher range of capacity (200∼280 mAhg−1) in the test set

as the respective points are closer to the true line. Furthermore, it is observed that

both models have insufficient prediction powers for lower range capacities (∼150

mAhg−1) as the points are shown the furthest to the true line than the rest of them.

These poor prediction powers could be due to the overfitting issues as the overly

parametrised ANN models (Table 6.3) often require a much larger training dataset

(10 times the parameters) to fully capture and learn the underlying relationships

between the covariate and the response variable.
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6.3.4 Kernel Ridge Regression

The hyperparameters optimised for the kernel ridge regression models are the

choice of the kernel function, the embedded parameter for the selected kernel func-

tions and the lambda values which represent the regularization strength from the

I2-ridge regularisation. Laplacian and the radial basis function are two chosen in-

vestigated kernel functions in this study as they both have demonstrated superior

prediction power in the literature. The additional model optimisations will be car-

ried out for the sigma parameter embedded in the laplacian function and the gamma

value embedded in the radial basis function. The equations of each parameter are

given in the methods chapter.

Figure 6.9 provides the graphical illustrations on the mean square error calcu-

lated using Laplacian kernel function (a, b) or using the Radial basis function (c,d)

with various lambda setting from 2 trials runs for the prediction of IC. Similarly,

Figure 6.10 provides the optimisation results for the EC prediction. To begin with,

it is seen that the results graphs each respective kernel functions are shown very

similar trend for both the IC and EC predictions. Comparing the results graphs of

the first trial (T-1) in Figure 6.9 for the two kernel functions, the Laplacian kernel

function seems to generate smaller regions corresponds to low errors (coloured in

purple) than the radial basis function. Similar observation can also be made in Fig-

ure 6.10. In general, the radial basis function kernel function seems to have less

predictive power than the Laplacian kernel function as the mean square error values

at the minimum point are relatively higher. Under the use of the Laplacian kernel

function, the optimal hyperparameters that result in the lowest prediction errors are

selected from Figure 6.9-c and Figure 6.10-c, for the prediction of IC and EC,

respectively and are summarised in Table 6.4.
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Table 6.4: The optimised hyperparameters for the kernel ridge regression models for the
prediction of initial discharge capacity and the 50th cycle discharge capacity of
doped nickel-cobalt-manganese oxide layered cathodes.

Kernel Sigma Lambda
IC Laplacian 0.0120 0.01058
EC Laplacian 0.00191 0.00791

Next, the prediction power of these optimal KRR models is tested using the

hold-out test set. Figure 6.11-a and Figure 6.11-b demonstrate the predicted dis-

charge capacity against the observed discharge capacity for the prediction of IC and

EC, respectively. It is seen that the KRR model used for the initial discharge ca-

pacity prediction performs much better than the previous ANN-IC model with its

root-mean-squared-error calculated to be 5.11 mAhg−1 lower for the test set and

the respective R2 scores to be 0.29 higher. This higher prediction power can be

explained as the predicted capacity reaches a higher alignment with the experimen-

tal capacity at both the middle range around 150mAhg−1 and the higher capacity

range around 240 mAhg−1 of the test set in Figure 6.11-a. For the prediction EC,

the KRR-EC model has seemed to outperform the ANN-EC model with better gen-

eralisation over both the training and test set with both the RMSE values for training

and testing calculated to be lower. In general, both KRR models have shown great

prediction power over the two capacity variables.

Figure 6.11: The predicted values computed versus the experimental values for (a) the ini-
tial discharge capacity (IC) and (b) 50th cycle end discharge capacity (EC)
of doped nickel-cobalt-manganese oxide layered cathodes computed by the
kernel ridge regression models, KRR-IC and KRR-EC, respectively.
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6.3.5 Support Vector Machine

The radial basis function is used as the main kernel function for building support

vector machine regression models. The targeted hyperparameters for these models

are the cost parameter which controls the strength of the L2 Lasso regularization and

the gamma parameter from the kernel function. The optimisation of these hyper-

parameters was carried in two rounds with each narrowing down the investigating

range based on the calculated prediction errors. Figure 6.12 demonstrates the re-

sults graphs of each round of hyperparameter optimisation for the initial discharge

capacity (a, b) and the 50th discharge capacity (c, d), respectively. Figure 6.12-a and

Figure 6.12-c correspond to the results from the first round of hyperparameters for

the cost and gamma parameters with the investigating range given in Table 6.2. It

is clear to see that any parameter combinations with gamma value larger than 100.92

and costs smaller than 10−0.08 are undesirable as they are given in grey colour (high

prediction error) in both graphs. In addition, the optimal hyperparameter regions

represented by the royal blue colour are found to be very similar for both the IC

model and the EC model with the gamma and the cost ranges identified to be 10−2

∼ 10−1 and 102 ∼ 103, respectively. We further analysed these hyperparameter

spaces and obtained the results graphs shown as the Figure 6.12-b for the initial ca-

pacity prediction and Figure 6.12-d for the 50th cycle discharge capacity prediction.

It is observed that the optimal hyperparameter region is more unified for the IC case

and shown as one whole region. On the other hand, the EC model has demonstrated

two clusters of optimal hyperparameter regions that contribute to low prediction

errors (coloured in deep blue). However, the optimal hyperparameter set from the

cluster with lower cost (log(2.0∼2.49)) and smaller gamma (log(-1.76∼1.39)) com-

putes much lower error than the optimal hyperparameter set from the other cluster

and hence this was selected as optimal set. In the end, the final selected hyperpa-

rameters for building the support vector machine regression models in this study are

given in Table 6.5.
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Table 6.5: The final optimised hyperparameter for the support vector machine regression
model for the prediction of the initial discharge capacity (IC) and the 50th cycle
end discharge capacity (EC) of doped nickel-cobalt-manganese oxide layered
cathodes.

Optimal hyperparameters and model performance
Cost Gamma

IC 281.177 0.0244
EC 126.486 0.0449

Figure 6.13-a and Figure 6.13-b indicate the prediction performance of the

SVM models for the initial discharge capacity and the 50th cycle discharge capacity,

respectively. Firstly, the SVM regression model for the EC prediction seems to

outperform the IC prediction model as its RMSE value and the R2 value for the

test set are calculated to be smaller. In addition, the SVM-EC model also seemed

to have better predictive power than the results of the previous KRR-EC model as

the plotted points are observed to be closer to the true line. On the other hand, the

SVM-IC model seems to perform less accurate prediction for the test set than the

KRR-IC model as the RMSE value is 1.32 mAhg−1 higher.

Figure 6.13: The predicted values computed versus the experimental values for (a) the ini-
tial discharge capacity (IC) and (b) 50th cycle end discharge capacity (EC)
of doped nickel-cobalt-manganese oxide layered cathodes computed by the
support vector machine models, SVM-IC and SVM-EC, respectively.

6.3.6 K-Nearest Neighbour

The main hyperparameters to be optimised for K-nearest Neighbour (KNN) is the

number of neighbours during the calculations of the Minkowski distances. Fig-
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ure 6.14 gives the graphical illustrations of the prediction error calculated for the

number of neighbours from 1 to 20. To begin with, both models have demonstrated

a positive relationship between the prediction error and the number of neighbours

with the higher amount leading to higher mean squared errors. In addition, the op-

timal number of neighbours corresponds to the minimum mean squared error are

observed to be 2 and 5 for the prediction of IC and EC, respectively. Furthermore,

Figure 6.15-a and Figure 6.15-b demonstrate the prediction power of these models

in the training set and the hold-out test set. It is seen that the prediction for the

initial discharge capacities have slightly improved from the previous SVM model

as the RMSE error is reduced from 21.11mAhg−1 to 18.98mAhg−1. This improve-

ment in the IC prediction accuracy is seen as the result of more accurate predictions

over the two test sets of higher capacity at around 250mAhg−1 as they appear to

be close to the true line. In addition, the performance of the KNN model over the

EC prediction is seen worse than the performance of the SVM model with its poor

explanations of the capacities in the test-set, particularly at the low-value range at

around 100mAhg−1 and the high-capacity range at around 225mAhg−1.

Figure 6.14: Mean Squared Error versus the number of neighbours during the predictions
of initial discharge capacity and the 50th cycle discharge capacity of doped
nickel-cobalt-manganese oxide layered cathodes.
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Figure 6.15: The predicted values computed versus the experimental values for (a) the ini-
tial discharge capacity (IC) and (b) 50th cycle end discharge capacity (EC)
of doped nickel-cobalt-manganese oxide layered cathodes, computed by the
2-nearest neighbour model and 5-nearest neighbour model, respectively.

6.3.7 Random Forest

The optimisation of the random forest model involves the considerations of five dif-

ferent hyperparameters including the number of trees, maximum number of covari-

ates for splitting, maximum tree depth, the minimum amount of samples remaining

at each leaf and the minimum amount of samples to be split at each node. The tuning

process for these parameters is carried out continuously with each step aimed at re-

fining the investigating value range to search for the optimal set of hyperparameters

with lower mean squared prediction errors. The randomised search technique is im-

plemented to automatically select the investigating parameter value from the given

range. Table 6.6 summarises the investigating value range of each random forest

hyperparameter at each trial with the identification of the minimum mean squared

error against the test set. In addition, the optimal sets of the hyperparameters are

chosen after the second trial of hyperparameter tuning and are highlighted in red.

During the selection of the optimal hyperparameters, it is noticed that the value of

the mean squared error is more sensitive towards the change of the maximum num-

ber of covariates feature at each split than the total number of trees in the random

forest. This is considered reasonable as different covariates would contribute differ-

ently to the splitting of the trees and hence the different prediction powers. A few

observations can be made by comparing the optimal forest parameters between the



6.3. Results and Discussion 195

Table 6.6: Different trials (T-1, T-2) of hyperparameter tuning results for the random for-
est models for the prediction of initial discharge capacity (IC) and the 50th cy-
cle discharge capacity (EC) of doped nickel-cobalt-manganese oxide layered
cathodes, where N trees indicates the number of trees, min samples split and
min samples leaf imply the minimum amount of samples considered at each
split and should remain at each leaf and max features indicate the maximum
number of covariate features should be considered at each split, max depth de-
notes for the maximum tree depth in the random forest and Min MSE represents
the minimum mean squared error obtained from the investigating range.

IC EC
T-1 T-2 Optimal T-1 T-2 Optimal

N trees 100 ∼
5000

300
∼5000

306 100 ∼
5000

350 ∼
5000

513

Min samples split 1 ∼15 2 2 1 ∼15 2 ∼6 5
Min sample leaf 1 ∼15 1 1 1 ∼15 1 1
Max features 1 ∼20 6 ∼ 11 7 1 ∼20 8, 11, 12 11
Max depth 1 ∼15 9 ∼15 14 1 ∼15 7 ∼15 7
Min MSE
(mAhg−1)

461.41 413.95 - 410.32 406.99 -

IC and the EC models. First, the IC model requires a much smaller number of trees

and fewer features at each split to predict than the EC model does. Both models

have the same requirement for the minimal amount of samples remained at each

leaf and the EC model requires more samples to split than the IC model does.

Next, the prediction power of these random forest models is examined with

the hold-out test set. Figure 6.16-a and Figure 6.16-b illustrate the prediction

performance of the random forest models for IC and EC experimental values in

the test set. From the results, the random forest model seems to perform better in

the prediction of the IC than the EC as the RMSE test value is 2.25 mAhg−1 higher

in the latter case. Overall, the IC model seems to have a good overall prediction

power as all the plotted test points are very close to the true line. On the other hand,

the EC model seems to have fewer prediction powers as the test points are further

away from the true line than the shown IC model results. In addition, Figure 6.16-c

and Figure 6.16-d reveal the importance of each covariate variable during the model

predictions of IC and EC values in the test set. The identifications of the covariate

variable associated with each feature number are given in Table 6.7. To begin with,
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it is seen that the relative importance of the covariate variables in the IC model is

more equally distributed than for the EC models. A clear observation can be made

as to the feature number 1, 10 and 11 are shown as the most important variables in

both prediction models and they are corresponding to the lithium formula ratio, the

minimum operating voltage, and the maximum operating voltage in the cyclic test.

Furthermore, the molar mass (feature number: 13) and the dopant’s electron affinity

(feature number: 18) are indicated as the fourth important covariate variable for the

IC model and the EC model, respectively.

Figure 6.16: The predicted values computed versus the experimental values for (a) the ini-
tial discharge capacity (IC) and (b) 50th cycle end discharge capacity (EC)
of doped nickel-cobalt-manganese oxide layered cathodes computed by the
random forest models and the ranking of the variable importance during the
prediction of the hold-out test set for (c) IC and (d) EC, respectively.

6.3.8 Gradient Boosting Machine

The optimisation of the hyperparameters in the gradient boosting machine was car-

ried out in a very similar manner as the previous random forest models. The hy-

perparameters of the gradient boosting machine include the number of trees, the

minimum amount of samples at each split and remained at each leaf, the maximum
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Table 6.7: Identification of the covariate variables to the feature number used in the model.

Feature Num-
ber

Covariate Variables Feature Num-
ber

Covariate Variables

1 Li formula ratio 11 Maximum operating
voltage

2 Ni formula ratio 12 M’s molar mass
3 Co formula ratio 13 Material formula’s

molar mass
4 Mn formula ratio 14 M’s number of elec-

trons
5 Dopant (M)’s for-

mula ratio
15 M’s electronegativity

6 Lattice constant a 16 M’s number of iso-
topes

7 Lattice constant c 17 M’s first ionisation
energy

8 Crystal lattice vol-
ume

18 M’s electron affinity

9 Current Density 19 M’s atomic radius
10 Minimum operating

voltage
20 M’s ionic radius

features considered at each split, maximum depth and the learning rate. Table 6.8

and Table 6.9 summarise the trials of investigating ranges for each hyperparameter

along with the minimum mean squared errors for IC and EC, respectively. From

Table 6.8, it is seen that the minimum mean square error value is reduced as the in-

vestigating value ranges for each hyperparameter reduce gradually from each trial.

On the other hand, despite the fact that the minimum means a squared error that

seems to increase from trial 1 to trial 4, the differences are seen to be very small

(< 4 mAhg−1). The optimal hyperparameter sets for the IC model is then selected

from the T-4 set and the optimal hyperparameter sets for the EC model is selected

from the T-1 set and these are coloured in red in each assigned results table. In

addition, it is noticed that the variations of learning rate seem to have more control

over the model prediction than other parameters like the number of trees and this

might be because the learning rate scales the contribution of each tree to the overall

prediction.

Figure 6.17-a and Figure 6.17-b illustrates the prediction performance of the
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Table 6.8: Four trials (T-1, T-2, T-3, T-4) of results of hyperparameter tuning results for the
gradient boosting models for the prediction of initial discharge capacity (IC) of
doped nickel-cobalt-manganese oxide layered cathodes, where N trees indicates
the number of trees, min samples split and min samples leaf imply the mini-
mum amount of samples considered at each split and should remain at each leaf
and max features indicate the maximum number of covariate features should be
considered at each split, max depth denotes for the maximum tree depth in the
random forest, the learning rate is the scaling factor and Min MSE represents
the minimum mean squared error obtained from the investigating range.

T-1 T-2 T-3 T-4 Optimal
N trees 100 ∼

5000
400
∼4801

1000 ∼
4801

1000 ∼
4801

3295

Min samples split 1 ∼15 3 ∼12 3 ∼12 4,5,6,9,10 4
Min sample leaf 1 ∼15 1 ∼9 2 ∼9 2, 3 2
Max features 1 ∼20 3 ∼ 9 3 ∼8 5, 6 5
Max depth 1 ∼15 1 ∼9 1 ∼5 3 3
Learning rate 10−1 ∼

10−4
10−1 ∼
10−3

10−1 ∼
10−3

10−1 ∼
10−3

0.0850

Min MSE
(mAhg−1)

367.81 364.15 357.78 357.76

Table 6.9: Four trials (T-1, T-2, T-3, T-4) of results of the hyperparameter tuning for the
gradient boosting models for the prediction of 50th cycle discharge capacity of
doped nickel-cobalt-manganese oxide layered cathodes, where N trees indicates
the number of trees, min samples split and min samples leaf imply the mini-
mum amount of samples considered at each split and should remain at each leaf
and max features indicate the maximum number of covariate features should be
considered at each split, max depth denotes for the maximum tree depth in the
random forest, the learning rate is the scaling factor and Min MSE represents
the minimum mean squared error obtained from the investigating range.

T-1 T-2 T-3 T-4 Optimal
N trees 100 ∼

5000
460
∼5001

460 ∼
4801

1000 ∼
4801

4369

Min samples split 1 ∼15 2 ∼15 8 ∼15 10 ∼14 2
Min sample leaf 1 ∼15 2 ∼15 1,2,3

,11,14
1, 2 1

Max features 1 ∼20 7 ∼ 18 7,8,10,11
,13,15,16

7,8 7

Max depth 1 ∼15 2 ∼10 2 ∼7 2∼4 3
Learning rate 10−1 ∼

10−4
10−1 ∼
10−3

10−1 ∼
10−3

10−1 ∼
10−3

0.0495

Min MSE
(mAhg−1)

359.07 363.95 363.95 363.54
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gradient boosting models for the IC prediction and EC prediction respectively in

the training set and test set. It is seen that both models have performed well in

predicting the experimental data in the hold-out test set as many of the test points

are shown to be close to the true line. The IC model results in a prediction error at

16.66mAhg−1 for the test set with its R2 scores calculated to be 0.76. In addition,

the training set RMSE value (20.26 mAhg−1) is shown to be much higher than the

RMSE test value. In the results graph of the EC model (Figure 6.17-b), a prediction

error of 18.59mAhg−1 is achieved for the test set with the R2 score calculated to be

0.64 and these demonstrate its great prediction power in explaining the test set data.

Figure 6.17- c and Figure 6.17- d provide further insight into the rationale behind

the variable importance for the IC and EC models. Like the previous findings from

the random forest graphs (Figure 6.16- (c-d)), the minimum operating voltage and

the maximum operating voltage remain the two most important variables in both

gradient boosting models for the IC and EC predictions. In addition, the dopant

formula ratio seems to be the third most important variable for the IC prediction

whereas the lithium formula ratio remains the third most important variable for the

EC prediction.

6.3.9 Model Performance Comparisons

In this project, six different non-linear regression algorithms have been trained, op-

timised, and validated against a holdout test set for their prediction powers. Ta-

ble 6.10 gives the summary of the computed RMSE values for each optimised

model during their training stage and for predicting the held-out test set. In addition,

the respective R2 values for the test set prediction are also included to demonstrate

the proportion of variation in the test set being accurately captured by the model. In

general, the validated test-set RMSE and R2 values are more insightful for select-

ing the best performing model as the data are not involved in the training process.

Firstly, the ANN models are shown to have the worst performance with the highest

test-set RMSE among all. This is because both ANN models are over parame-

terised (Table 6.3) and would require a much larger sample size to estimate these

well. Furthermore, the tree-based ensemble methods generally have much lower
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Figure 6.17: The predicted values computed versus the experimental values for (a) the ini-
tial discharge capacity (IC) and (b) 50th cycle end discharge capacity (EC) of
doped nickel-cobalt-manganese oxide layered cathodes computed by the gra-
dient boosting models and the ranking of the variable importance during the
prediction of the hold-out test set for (c) IC and (d) EC, respectively.

test-set RMSE values than other nonlinear models such as SVM and KNN. How-

ever, the prediction power of KRR model for the IC prediction is shown to be the

third best performing model with the RMSE value computed to be 17.28 mAhg−1

and this is very close to the performance of the respective random forest model.

In addition, the KRR model has also shown superior prediction power over the EC

prediction than the random forest model with its RMSE-test value calculated to be

0.12 mAhg−1 higher. Nevetherless, both KRR models are still not comparable with

the gradient boosting machine models as they have shown the best prediction per-

formance for both tasks, with their test set RMSE values being the lowest among

all, at 16.66 mAhg−1 and 18.59 mAhg−1, respectively. In this regard, these opti-

mised GBM models will then be used to carry out the variable correlation study to

reveal the relationship of each covariate with the target variables.
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Table 6.10: Comparisons of the mean RMSE values during the five-fold cross-validation
and for testing against holdout test and the R2 test score computed by six non-
linear models, for the prediction of initial discharge capacity and 50th cycle end
discharge capacity of doped nickel-cobalt-manganese oxide layered cathodes.

ML
techniques

Initial Discharge Capacity
(mAhg−1)

50th Cycle End Discharge
Capacity
(mAhg−1)

Cross-
validated
RMSE
mean

RMSE
on the
test set

R2 scores
on the
Test Set

Cross-
validated
RMSE
mean

RMSE
on the
test set

R2 scores
on the
Test Set

GBM 20.26 16.66 0.76 21.53 18.59 0.64
RF 21.98 17.00 0.59 21.86 19.25 0.42
SVM 22.94 21.11 0.37 22.00 19.38 0.41
KRR 20.65 17.28 0.58 21.77 19.13 0.43
KNN 23.57 18.98 0.49 25.03 21.51 0.28
ANN 34.15 22.39 0.29 33.93 24.58 0.05

6.3.10 Variable Correlation Analysis

The covariate variable importance can be estimated through the calculation of the

Shapley values from the best performing models’ predictions of the hold-out test set.

Sharpley values come from the coalitional game theory where each of the covariate

variables is treated as the individual “player” and the values estimate the covariate

variables’ contribution to the final prediction of a response variable instance. It is

more desirable than the traditional permutation method for the easier and clearer

interpretation of the variable correlation with the response variable. In this project,

the treeSHAP (Shapley Additive exPlanations) method proposed by Lundberg et

al [305], is used to gain insight into the importance of all covariate variables and

their feature effect on the prediction. Figure 6.18-a and Figure 6.18-b show the

summarized Shapley values for all 20 covariate variables during the predictions of

IC and EC in the test-set through the GBM-IC model and the GBM-EC model,

respectively. The Shapley values measure the impact of that covariate variable on

the model prediction with the more positive or negative value implying a larger

overall influence.

To begin with, the minimum cut-off voltage, maximum cut-off voltage and the
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current density are ranked within the top 10 important variables. These covariate

variables are all the experimental conditions for cycling and thereby are expected to

greatly influence the material’s discharging performance as a cathode [306]. After

excluding these experimental setting variables, one can see that the dopant content

ratio and the lithium content ratio are being ranked as the third and the fifth most

important features, respectively for the IC test-set prediction from Figure 6.18-a.

A negative correlation is identified for the dopant content ratio and the IC as an

increase in the corresponding Shapley values lead to the decrease in the IC feature

values (shown in the sequence of red to blue). On the contrary, the Shapley values

of lithium content ratio are shown to be positively correlated to the IC value, with

the colour of the data plot shown to be blue to red. Figure 6.19-a shows the 3D plot

of the dopant content ratio, Li content ratio correlating to the respective IC values

for the entire dataset (train+ test). Firstly, two clusters of data can be identified with

one characterized for having a lower Li content ratio with different dopant content

ratios and the other having a higher Li content ratio and lower dopant content ratio.

Observations can be made such that the IC values increase (Change from blue to

green) as the dopant content ratio reduces in the first cluster. Moreover, the latter

cluster has much higher average IC values than the first one which implies that a

higher Li content is generally more desirable for obtaining a high IC value. This

concludes that the layered material formula with a higher Li content ratio (x > 1.20)

coupled with a lower dopant content ratio (y < 0.02) can reach a higher IC. Further

key insights can be also gained that a doped NCM cathode material formula with

lower dopant’s electronegativity (EN M), the shorter lattice constant “a” (LC a) and

“c”(LC c), smaller the manganese content and the smaller formula molar mass can

lead to higher IC values.

Figure 6.18-b shows that the dopant content ratio and its electronegativity

value are ranked as the second and the fourth important for the predictions of EC.

Electronegativity measures the dopant element’s ability to attract electron pairs to-

ward itself. Dopant’s EN controls the bonding strength with the surrounding TMs

and oxygen atoms and influences structural stability as well as the overall crystal
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structure density. During long cyclic charging and discharging performance, the

overall crystal structure often becomes unstable which then triggers significant lat-

tice collapses and leads to severe capacity fading [307]. The involvement of dopant

content can greatly improve the structure stability by forming stronger bonds whilst

the strategy with doping with a small amount can ensure that no second material

phase is formed and also the whole crystal structure is not modified significantly to

disturb the Li-ion intercalation/deintercalation mechanisms. Both the content ratio

and the electronegativity of dopant are demonstrated to be negatively correlated to

the EC feature value as the colour of the trend are changing red to blue (left to right).

Figure 6.19-b displays the 3D intercorrelation of the two dopant-related covariate

variables with the respective EC in the whole dataset. A clear trend is observed for

EC decreasing with the decrease in the dopant content ratio (from blue to red). In

addition, high EC data are observed to be at the lower range between 1.25 and 1.5

for the dopant’s electronegativity for when the dopant content ratio is kept low (x >

0.02), and this corresponds to the magnesium (1.31) and zirconium (1.33) dopant

in the collected dataset. Mg2+ ions can occupy the Li+ sites in the crystal structure

owing to the similar ionic radius and this would prevent the crystal structure from

transforming from the layered to the spinel during the cycling. The Zr2+ ions can

substitute for the TM sites and can be used to alleviate the cation mixing effects

between the Li+ and the Ni2+. Nevertheless, both doping elements are considered

electrochemically inactive during the redox reactions and therefore a small amount

is more desirable to preserve the original high capacities of the NCM cathode. Other

observations can be made from Figure 6.18-b that a smaller material molar mass

with lower manganese and higher nickel content can lead to a higher EC value for

using doped NCM materials as the cathode, which shares a lot of similarities with

the previous findings in the IC variable correlations.

To conclude, our results have demonstrated that the materials that both consti-

tute high IC and EC share the common characteristics of high Li content ratio, small

dopant ratio and being doped with atoms of low to middle range electronegativity.

In addition, it is also encouraged to design a doped NCM material with low formula
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molar mass as it improves both discharge capacities.

6.4 Summary
Analysing the past experimental results is a crucial step to better understand the

complex correlations of the NCM system properties and their discharging perfor-

mance and additionally, the outcome of this project demonstrated the feasibility

of using machine learning techniques in doing so. Six various non-linear machine

learning algorithms have been trained and validated with the manually curated 2197

experimental results of 168 doped NCM materials. The models are built on using

thirteen material physical properties and seven dopant’s elemental properties as co-

variate variables to predict the initial (IC) and 50th cycle (EC) discharge capacities

of each material structure. First, the Pearson coefficient correlation study has in-

dicated that no strong linear correlations are captured for any pairs of covariate

variables with either of the two response variables. In addition, gradient boosting

models are suggested to hold the best prediction power against the holdout test set

for having the lowest root-mean-square error at 16.66 mAhg−1, 18.59 mAhg−1 and

highest R2 scores at 0.76, 0.64 during IC and EC prediction respectively. Further

insights are gained into the governing material features for each discharging proper-

ties. NCM materials with higher lithium content, smaller dopant content and doped

with the lower electronegativity value atom seem to bring higher values in both IC

and EC. From these promising results, we expect that these machine learning mod-

els can be used as a guide tool to estimate the discharging properties of any single

doped NCM materials and potentially discover new cathode materials with more

advanced electrochemical properties.



6.4. Summary 205

Fi
gu

re
6.

18
:T

he
su

m
m

ar
y

pl
ot

s
fo

rt
he

fe
at

ur
e

co
nt

ri
bu

tio
n

of
tw

en
ty

co
va

ri
at

e
va

ri
ab

le
s

in
th

e
te

st
-s

et
pr

ed
ic

tio
n

of
(a

)i
ni

tia
ld

is
ch

ar
ge

ca
pa

ci
ty

(I
C

)
of

do
pe

d
ni

ck
el

-c
ob

al
t-

m
an

ga
ne

se
ox

id
e

la
ye

re
d

ca
th

od
es

,g
en

er
at

ed
ba

se
d

on
th

e
G

B
M

-I
C

m
od

el
an

d
(b

)5
0th

cy
cl

e
di

sc
ha

rg
e

ca
pa

ci
ty

of
do

pe
d

ni
ck

el
-c

ob
al

t-
m

an
ga

ne
se

ox
id

e
la

ye
re

d
ca

th
od

es
(E

C
)o

fd
op

ed
ni

ck
el

-c
ob

al
t-

m
an

ga
ne

se
ox

id
e

la
ye

re
d

ca
th

od
es

,g
en

er
at

ed
ba

se
d

on
th

e
G

B
M

-E
C

m
od

el
.

T
he

y-
ax

is
in

di
ca

te
s

th
e

fe
at

ur
e

im
po

rt
an

ce
of

va
ri

ab
le

s
ra

nk
ed

in
de

sc
en

di
ng

or
de

r.
T

he
x-

ax
is

sh
ow

s
th

e
sc

al
e

of
th

e
Sh

ap
le

y
va

lu
es

fo
re

ve
ry

fe
at

ur
e

an
d

in
di

ca
te

s
th

ei
rc

on
tr

ib
ut

io
n

to
th

e
pr

ed
ic

tio
n.

T
he

fig
ur

e
le

ge
nd

s
ar

e
gi

ve
n

as
he

at
-m

ap
sh

ow
in

g
th

e
va

lu
es

of
th

e
re

sp
ec

tiv
e

re
sp

on
se

fe
at

ur
e

va
ri

ab
le

.



6.4. Summary 206

Fi
gu

re
6.

19
:T

he
3D

pl
ot

s
gi

ve
in

si
gh

ts
in

to
th

e
in

te
rc

or
re

la
tio

ns
of

(a
)i

ni
tia

ld
is

ch
ar

ge
ca

pa
ci

ty
(I

C
)o

fd
op

ed
ni

ck
el

-c
ob

al
t-

m
an

ga
ne

se
ox

id
e

la
ye

re
d

ca
th

od
es

w
ith

tw
o

m
os

ti
m

po
rt

an
tv

ar
ia

bl
es

(L
ic

on
te

nt
ra

tio
,d

op
an

tc
on

te
nt

ra
tio

)
an

d
(b

)
50

th
cy

cl
e

di
sc

ha
rg

e
ca

pa
ci

ty
(E

C
)

of
do

pe
d

ni
ck

el
-c

ob
al

t-
m

an
ga

ne
se

ox
id

e
la

ye
re

d
ca

th
od

es
w

ith
th

e
tw

o
m

os
ti

m
po

rt
an

tv
ar

ia
bl

es
(D

op
an

tc
on

te
nt

ra
tio

an
d

do
pa

nt
’s

el
ec

tr
on

eg
a-

tiv
ity

)i
n

th
e

w
ho

le
da

ta
se

t.



Chapter 7

Machine Learning Prediction of the

Discharge Capacities of Doped and

Carbon-Coated Olivine Cathodes

7.1 Background

Olivine cathode materials such as LiMnPO4 (LMP) and LiFePO4 (LFP) have at-

tracted a wide range of attention due to their steady cyclic performance, good ther-

mal stability, high energy density and low cost. In comparison to other cathode

classes, olivine-structured materials offer a unique one-dimensional Li-ion travel

path along the [010] tunnel direction as shown in Figure 7.1-a and have com-

paratively greater structural stability during cycling thanks to the strong covalent

bonded PO3−
4 three-dimensional frameworks. The differences in the redox poten-

tials of various transition metals have led to the different voltage profiles for ev-

ery olivine compound with a different base metal as shown in Figure 7.1-b. LFP

tends to generate a flat charge-discharge profile at 3.5V which is much lower than

LMP (4.1V), LiCoPO4 (4.8V) and LiNiPO4 (5.1V). In addition, LFP is known to

have the same theoretical capacity as the LMP. However, LMP is a more popu-

lar option for large scale applications due to its comparable operating voltage with

the widely commercialised layered LiCoO2 cathode (4V versus Li+/Li). The other

cobalt-containing olivine compound LiCoPO4 seems to be a more feasible cathode
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option than LiNiPO4 as its operating voltage is within the electrochemical window

of the conventional organic liquid electrolyte. However, the cost of cobalt is still a

big obstacle for the usage of this material in wide applications.

Figure 7.1: The illustration of (a) the crystal structure of LiFePO4 with the indication of
the [010] pathway for Li-ion diffusion and (b) the voltage profile of various
olivine-structured compounds like LiFePO4, LiCoPO4, LiMnPO4, LiNiPO4,
LiFe0.5Mn0.5PO4 against the Li-metal anode and tested under the conditions of
the current density of C/10 whilst using 1M LiPF6 as the electrolyte. Image
(a) taken with permission from [27] and image (b) taken with permission from
[28].

Nevertheless, common drawbacks shared among these olivine cathodes are

known to be the low electronic conductivity (< 10−9 Scm−1) and low Li-ion diffu-

sion coefficient (10−14 ∼ 10−16cm2s−1) and these inferior properties are attributed

to the insulation effects of the polyanions groups (PO3−
4 ) in the material structure.

As a result, olivine cathodes often suffer from poor performance such as poor rate

capability, low withdrawable capacity, limited cycle life, which restrict their ap-

plications in the industry. It is important to note that the low conductivity issue is

known to be more severe for the LMP as it is noted that their electronic conductivity

(<10−10Scm−1) is much less than LFP. LFP tends to form a new FePO4 phrase dur-

ing the Li-ion extraction process and this new LiFePO4/FePO4 interface can delay

the Li-ion diffusion and worsen the material’s rate capability. Similarly, LMP also
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suffers various disadvantages such as the large unit cell volumetric expansion dur-

ing cycling, the low kinetics of Li-ion diffusions due to the high energy barrier of

the interface between LiMnPO4 and MnPO4 at charged state (Jahn-teller distortion

effects of the Mn3+) and the unstable charged phase where the MnPO4 decomposes

to Li4P2O7 and O2 on the electrode surface.

Both the doping treatment and the carbon coating treatment are effective in

improving the electronic conductivity of the olivine materials and enhancing their

respective cyclic performance. The benefits of carbon coating vary from improv-

ing the conduction of the internal particles, avoiding the direct contact of the active

material with the electrolyte to prevent the metal dissolution reaction and restrict-

ing the unwanted crystal growth. An illustration the applied carbon coating on the

surface of the intrinsic olivine cathode is given in Figure 7.2-(a-d). Nevertheless,

the extent of these benefits is also controlled by the conditions and the properties of

the carbon coating. The carbon structure on a carbon coating is normally measured

by the D/G ratio calculating from their respective peaks on the Raman microprobe

spectrum and this represents the ratio of the graphitized carbon content to the dis-

ordered carbon content on the coating. A similar metric is also seen as the ratio

sp3/sp2, which indicates the ratio of the number of sp3 carbon to the number of sp2

carbon bonds in the coating. Research has indicated that the C/LiFePO4 composite

with lower D/G ratio (lower sp3/sp2 ratio) seems to have higher conductivity and

therefore suggests that the more graphitized carbon coating is more desirable for

better discharge performance [308]. In addition, studies have also been performed

on replacing the amorphous carbon with other carbon structures such as carbon nan-

otube [309, 310], carbon nano-fibres [311, 312] and these have seen various scales

of improvement in the rate capability and discharge performance. Other carbon

coating factors subject to the application for olivine cathode are also studied widely

such as the effects of carbon sources [313, 314], carbon coating deposition methods

[315, 316] and the carbon surface area and porosity [29, 317, 318, 319, 320, 321].

Next, the doping method with the use of aliovalent ions (Mg2+, Al3+) or preva-

lent ions (e.g. Ti4+, Nb5+) at either the lithium lattice sites or the transition metal



7.1. Background 210

lattice sites have been previously shown to improve the conductivity of the bulk

structure. The underlying reasons are thought to be that doping method improves

the kinetics of the phase transformation during the charging/discharging and some

studies also suggest that the [010] Li-ion diffusion path could be expanded by the

dopant atoms and therefore promoting fast Li-ion transfer during cycling. For in-

stance, Zhang et al [29] reported an improvement of 13% on the 50th cycle dis-

charge capacity from doping the pristine LiFePO4 with 5% of the vanadium ions

(shown in Figure 7.2-e)whilst reducing the carbon coating content from 3.43wt.%

to 3.14wt.%. This indicates that the doping methods can effectively enhance the

cyclic performance whilst improving the overall energy density by reducing the

content of carbon coating in the system. Nonetheless, there are still some remain-

ing challenges to be tackled before the large applications. The first is to determine

the optimal amount of carbon coating content to be applied onto the olivine material

without reducing for the overall energy density. A heavy amount of carbon coating

on the material would directly reduce the overall volumetric energy density, increase

the overall Li-ion batteries volume and make them less convenient for transporting.

In addition, there is a general lack of understanding in the correlations of the doping

treatment with the improved systematic electronic conductivity and the finally en-

hanced cyclic performance. Some suggest that doping treatment can induce lattice

distortion in the olivine structure which weakens the Li-O bond and improve the

electronic conductivity from the higher kinetics of Li-ion diffusions. Others ques-

tion whether the improved electronic conductivity is truly led by the doping effects

on the olivine lattice sites or that the doping metals caused the surface conducting

percolating [321]. Furthermore, the substitutions of the super-valent metal ions to

the M lattice sites of LiFePO4 are modelled to be energetically unfavourable, which

makes one wonder whether the improved discharge performance is caused by the

carbon coating alone or by the doping treatment [133, 322].

A thorough understanding of the roles of carbon coating and doping in the im-

provement of cyclic performance is needed for the development of new olivine cath-

odes with higher electrochemical performance. This work incorporates the power of
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Figure 7.2: The transmission electron microscopy images of (a-b) the undoped, carbon-
coated (3.43 wt.%) LiFePO4 compound and (c-d) 5% Vanadium doped, carbon-
coated (3.14 wt.%) LiFePO4 and (e) their cyclic performance up to 50 cycles
under the current density of 0.1C with the use of Li-metal as the anode and
LiPF6 as the electrolyte. Images were taken with permission from [29].

machine learning techniques to unveil the relationships of the aforementioned ma-

terial properties with their respective discharge capacities. Five different machine

learning algorithms were implemented to learn a dataset of 34 doped and carbon-

coated olivine materials that includes 24 LFP-based systems and 10 LMP-based

systems. 17 different covariates are chosen to predict the material’s discharge ca-

pacity at the first and the 20th cycle. These cover experimental results such as crystal

lattice constants (“a”, “b”, “c”), the volume of the unit cell (CV), the formula ratio

of the based metal element (B) and the dopant element in the material formula (M),

material molar mass and the cyclic test parameters such as the charge/discharge cur-

rent density (CD) and the minimum and maximum operating voltage limit (V min,

V max). A tabular illustration of the model variables with their abbreviations used

in the project is given in Table 7.1. Before the construction of the machine learning

models, Pearson coefficient correlation analysis is performed to investigate the cor-

relations of the variables in the dataset. Next, machine learning models including

Bayesian ridge linear regression, support vector machine, kernel ridge regression,

random forest and gradient boosting model are trained to predict the initial and the

20th cycle end discharge capacity with the given covariates. The predictive power of

every model will be assessed, and compared for both capacity prediction tasks. The
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optimal models will be further used to predict other olivine cathode systems with

different transition metals and carbon coating content from the literature. Mean-

while, a variable importance study is conducted to reveal the relationships of the

selected covariate variables such as the dopant amount, carbon coating content with

the target discharge performance variables.

7.2 Methods

The collection of the dataset for the doped Fe and Mn-based olivine materials was

carried out with strict selection rules. The publications should fulfil all following

criteria to be considered suitable for the data collection: i) the olivine undoped

materials should be either iron-based or manganese-based; ii) the olivine material

should be single doped on the transition-metal lattice sites with cationic ions; iii) the

material should be coated with carbon and report the amount of carbon coating in

the weighted percentage with respect to whole material system; iv) material should

have an orthorhombic structure with a space group of Pnmb and reported the lattice

parameters; v) the respective experimental section should report the information

of the mix ratio of the active materials, conductive and binder; vi) the cyclic test

should be carried out up to 20 cycles under the the standardised working conditions

(i.e. Temperature = 25 ± 5 ◦C, Pressure = 1atm) using the same current density for

charging and discharging; vii) the experimental section should report the minimum

and maximum operating voltage used for the cyclic test. In addition, Li metal and

LiPF6 should be used as the contrasting electrode and the electrolyte, respectively.

During the investigation of the carbon coating conditions, special attention was

paid to check that the coating is coated evenly on the material surface from the re-

ported transmission electron microscopy images. However, the conditions of the

carbon coating on the whole of the cathode material are not always available be-

cause of the limited reporting and the difficulty in manual interpretation of the par-

ticle size and morphology from the reported scanning electron microscopic images.

We excluded the olivine materials that had applied other coating materials such as

copper, silver, metal oxide, conductive polymer and/or doped with anion dopants
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Table 7.1: Overview of the covariate variables and response variables used in the construc-
tion of the olivine machine learning models.

Covariate Variables
Publication Results Elemental Properties

Name Abbreviation Name Abbreviation
The ratio of base-
metal (Fe or Mn)
and the dopant in the
olivine material for-
mula

B, M Material formula mo-
lar mass

Mr

Crystal lattice con-
stants “a”, “b” and “c”
and

LC a, LC b
LC c

The weighted average
value of the first ion-
isation energy, elec-
tronegativity, ionic ra-
dius for between the
based transition metal
and the dopant

Avg E ionisation,
Avg En,
Avg IR

Carbon coating con-
tent in the system

C ratio

The volume of the unit
cell

CV

The ratio of the active
component, conduc-
tive component and
the binder compo-
nent in the cathode
system

Active r,
Conduct r,
Bind r

Minimum and maxi-
mum operating volt-
age

V min,
V max

The current density for
charging and discharg-
ing

CD

Response Variables
Name Abbreviation Name Abbreviation
Initial discharge ca-
pacity

IC 20th cycle end dis-
charge capacity

EC
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such as chlorine or fluorine ion for data standardisation purposes. In addition, the

20th cycle as the collection target for the maximum discharge capacity is made

based on the most widely reported cycle number from a large number of studies

on the olivine cathode systems. After applying these rules, the initial 479 collected

olivine cathode journals were reduced to 18 journals, and these were turned into 34

sets of experimental data that covered 24 LFP-based systems and 10 LMP-based

systems. In the dataset for the LFP-based doped systems, ten variations of dopants

are collected that including Mn, V, Ti, Mo, Cu, Mg, Pt, Co, Gd. On the other

hand, the dataset for the LMP-based doped systems covered four types of dopants,

namely, Fe, V, Cu, Ce.

The ML models used in this work were trained using Python programming lan-

guage with its relevant ML libraries (Scikit-learn, Pandas). The models are trained

and validated on the mixed dataset of the LFP-based systems and LMP-based sys-

tems due to their similarities in structural properties as well as the electrochemical

properties. It is important to mention that the values of three elemental properties

(electronegativity, first ionisation energy and the ionic radius) are weighted based

on the ratio of the base-metal ratio and the dopant metal in the formula and the

formula for this is given in Equation 7.1.

W=
nm×wm+nd×wd

nm+nd
(7.1)

Where W is the weighted mean value of the property, nm and nd are the ratios

of the base-metal and the dopant in the material formula, wm and wd are the ele-

mental properties of the base metal and the doping metal in the material formula,

respectively.

Next, five algorithms were implemented including Bayesian ridge regression

(BRR), random forest (RF), gradient boosting machine (GBM), support vector ma-

chine (SVM), kernel ridge regression (KRR). The whole data space was randomly

split into the ratio of 4:1 correspond to the model training set and test set, respec-

tively. Within the training set, the model training process was carried out using the

10-fold cross-validation method to optimise the embedded hyperparameters.
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Table 7.2: A summary of the hyperparameters considered in this project for each of the
algorithms, along with their investigating value ranges. Note, the random forest
and gradient boosting machine share many common hyperparameters and the
stared hyperparameters only applies to the gradient boosting machine model.

Algorithm name Hyperparameter Investigating range
Kernel Ridge Regression Kernel function Laplacian, Radial Basis

Function
Gamma (RBF)/sigma
(Laplacian)

10−4 ∼ 104

Lambda 10−4 ∼ 104

Support Vector Machine
(Radial basis function)

Cost 10−4 ∼ 104

Gamma 10−3 ∼ 103

Random Forest and
Gradient Boosting Ma-
chine

Number of trees 100∼5000

The maximum number
of features considered at
each split

1∼17

The maximum tree
depth*

1∼15

Learning Rate* 10−4 ∼ 10−1

Table 7.2 summarises the hyperparameters considered for each of the al-

gorithms and their value range of investigation in this project. In addition, the

Bayesian ridge regression models were trained with the number of iterations set to

be 1000, the stopping criteria set to be for when the weights are reaching the values

1×10−6 and additionally, an intercept is included during the fitting of the models.

The initial alpha value that controls the precision of the noise during convergence

is set to be 1
variance(y) and the initial lambda value, that controls the precision of the

weights, is set to be 1. In addition, to ensure that the results are reproducible, the

same random-seed is assigned to all machine learning models.

Please note, the data curated for this chapter and the machine learn-

ing codes can be found on the GitHub page (https://github.com/

thepowerligand/LMP-ML). The detailed references for each set of experi-

mental data are provided in the same GitHub directory.

https://github.com/thepowerligand/LMP-ML
https://github.com/thepowerligand/LMP-ML
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7.3 Results and Discussion

7.3.1 Covariate Selection for the Model

The covariates selected for this model are very similar to those of other chapters.

On the other hand, a new variable such as carbon coating content is chosen specif-

ically to reflect on the common treatment of the olivine materials to increase their

electronic conductivity. The amount of carbon coating is selected as the covariate

variable in the model as it is directly related to the overall thickness of the coating

applied on the cathode surface. In addition, the ratios of the active material, conduc-

tive and binder during the fabrication of the cathode composites to investigate their

influence over the material’s electrochemical performance. In particular, the ratio

of the active material and the conductive are important as one is directly related to

the total amount of active cathode for carrying the discharge performance and the

other controls kinetics of the Li-ion transfer within the structure. For the elemental

properties such as the electronegativity, ionisation energy and the ionic radius, we

had taken the weighted mean value of the first ionisation energy, electronegativity,

and the ionic radius based on the weights of the base metal and the dopant element,

to represent the doping induced changes to the overall internal material properties.

For instance, the weighted average of the electronegativity values can indicate the

systematic bonding characters of all the metals with both the surrounding oxygen

atoms and the phosphorus atoms. In addition, the use of the first ionisation energy

of the atoms has been seen in the previous work as the model covariate to predict

the lithium diffusion barrier (EA) of the olivine materials [237]. Other experimental

variables such as the unit cell dimensions and volume are included to represent the

changes in material structural conditions attributed to both the different synthesis

routes and the different precursors.

7.3.2 Preliminary Statistical Analysis

Figure 7.3 gives the results matrix of the Pearson correlation coefficients for every

pair of the variables included in the dataset. The variable correlations are colour

coded and represented by the number from -1 to 1. The closer the numeric value to
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-1 or the bluer the square colour is, the more negative linearity of the variable pair

is. On the other hand, the closer the numeric value to 1 or the redder the square

colour is, the more positive the linearity of the variable pair is. Overall, one can see

many clusters of highly positive and negative linearity variable correlations being

identified in the map. For instance, the dimension parameters of the unit cells such

as the LC a, LC b, LC c and CV are shown to be negative linearly correlated to

the average mean values of the ionic radius, electronegativity and the first ionisa-

tion energy. This seems to be reasonable as any changes in the ionic radius and the

electronegativity would influence both the atomic arrangement and bonding char-

acteristics within the structure and hence lead to different dimensions of the unit

cell. Other observations can also be made such that the amount of carbon coating

(C ratio) seems to have a slight positive linear correlation with all lattice parame-

ters, suggesting that any increase in the carbon coating content will slight expand

the unit cell of the olivine cathode. This phenomenon could be considered as the

strong affinity between the Fe and C which would induce changes in the crystal

structures on the cathode surface. Furthermore, there are also many linear corre-

lations observed for the response variables (IC, EC) with the remaining covariates.

A clear trend of any expansion in the dimensions of the unit cell of the cathodes

seems to deteriorate both capacity variables (all coloured in deep blue). On the

other hand, an increase in the weighted mean values of the ionic radius (Avg IR),

the electronegativity (Avg EN), the first ionisation energy (Avg E ionisation) of the

base-metal and dopant metal in the material formula, tends to increase both of the

capacity response variables. This indicates a close correlation between the proper-

ties of the transition metals used in the Li-ion host structure and the capacity of the

cathode material.

7.3.3 Bayesian Ridge Linear Regression

The optimal coefficients of the covariates and the final alpha, gamma values in the

Bayesian ridge regression (BRR) models for the predictions of IC and EC are given

in Table 7.3. It is seen that the coefficients of covariates in both models are very sim-

ilar to each other. For instance, the Ave E ionisation and the Avg IR are observed
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Figure 7.3: Results matrix of Pearson coefficient correlations for every pair of variables
in the dataset, including covariate variables: based metal content (M), dop-
ing content (D), Average first ionisation energy of between the based metal
and dopant (Avg E ionisation), average electronegativity of the metal and
dopant(Avg EN), Average ionic radius of the metal and dopant (Avg IR),
Carbon content ratio (C ratio), Lattice constant-a (LC a), Lattice constant-b
(LC b), Lattice constant-c (LC c), crystal lattice volume (CV), the ratio of
the active component (Active r), conductive component (Conduct r), binder
(Bind r) in the material formula, minimum operating voltage (V min), maxi-
mum operating voltage (V max), current density (CD), initial discharge capac-
ity (IC), 20th cycle discharge capacity (EC) of doped LiMPO4 olivine cathodes.
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to have the first and second highest coefficients for both models. The optimised

Alpha values are shown to be very similar to each other with a small deviation of

0.0013. This also applies to the optimised lambda values where the difference is

noted to be around -0.88. The detailed discussions of the rationale behind these ob-

tained coefficients of the respective covariates are given in the variable importance

section.

Figure 7.4 (a-b) gives the graphical illustrations of the predicted values against

the observed values in the case of IC and EC prediction, respectively. The training-

set RMSE values in both cases are shown to be much larger than the test set RMSE,

with the differences calculated to be 1.82 mAhg−1 and 3.69 mAhg−1, respectively.

These suggest that the BRR models have performed less accurate than in the test set.

The reasons behind these phenomena are thought of as the presence of the outliners

within the range of 60 ∼ 80 mAhg−1 and 120∼140mAhg−1 in both Figure 7.4-a

and Figure 7.4-b. On the other hand, the prediction power of both models for the

test set is observed to be high, with their test-set RMSE values in both models are

calculated to be 9.52 mAhg−1 and 9.25mAhg−1. In addition, the predicted values

in the test set are shown to be fairly accurate as the points (coloured in deep blue)

are observed to be close to the true line.

Figure 7.4: The predicted values versus the experimental values for (a) the initial discharge
capacity (IC) and (b) 20th cycle end discharge capacity (EC) of doped and
carbon-coated LiMPO4 olivine cathodes, computed by the Bayesian Ridge lin-
ear regression models.
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Table 7.3: Coefficients of the covariate variables in the Bayesian ridge linear regression
functions for the prediction of initial discharge capacity (IC) and 20th cycle end
discharge capacity (EC) of doped and carbon-coated LiMPO4 olivine cathodes,
where M stands for metal.

IC EC
B 0.0131 0.0150
M -0.0146 -0.0168
Mr 0.1232 0.1603

Avg E ionisation 0.6573 0.6586
Avg Electronegativity 0.0040 0.0046

Avg IR 0.3298 0.3869
Carbon content 0.2661 0.4219

LC a -0.0011 -0.0012
LC b -0.0009 -0.0014
LC c -0.0004 -0.0004

Lattice volume -0.0957 -0.1257
Active component ratio 0.0026 0.0034

Conductive component ratio -0.0035 -0.0042
Binder component ratio 0.0008 0.0009

Minimum operating voltage 0.0559 0.0748
Maximum operating voltage 0.0054 -0.0040

Current Density -0.2689 -0.4340
Optimal Lambda 2.8968 2.0883

Alpha 0.0056 0.0043

7.3.4 Kernel Ridge Regression

The optimisation of the kernel ridge regression models is carried out for selecting

the kernel function from either Laplacian or radial basis functions. These two ker-

nel functions have their unique parameter named sigma and gamma, respectively

and these will be tuned with the given investigating ranges from Table 7.2. In ad-

dition, the regularization strength parameter lambda will also be optimised in each

kernel function case. Figure 7.5-(a, c) and Figure 7.5-(b, d) provide the heat map

results of the mean squared errors computed under the Laplacian kernel and radial

basis function kernel respectively with various internal parameter settings (Sigma

for Laplacian and gamma for radial basis function) for the prediction of IC. Simi-

larly, Figure 7.6-(a, c) and Figure 7.6-(b, d) are the heat map results of the mean

squared errors computed under the Laplacian kernel and radial basis function kernel

respectively with various parameter settings for the EC prediction. The colour of
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each square in the heat map results indicates the value of the mean squared error

with more reddish indicate a higher error value and more purple-ish indicating a

lower value. First, both the laplacian and the radial basis function have generated

similar regions that compute the lower error in the first trial results of hyperparam-

eter tuning for both the IC (Figure 7.5-(a-b)) and EC kernel (Figure 7.6-(a-b))

ridge regression models. These regions are coloured by purple and can be found

in the range of 10−0.57 ∼ 10−4 for the sigma/gamma values and 10−4 ∼101.55 for

the lambda values. We further analysed these low error regions and demonstrated

that the parameter combination is shown to generate a similar range of errors as the

purple colour are very equally distributed. In addition, the optimal hyperparameters

for each model are selected based on which combination would compute the lowest

error during training. Across all the trial runs for each model, the laplacian kernel

has seemed to generate the lowest errors than the radial basis function. Table 7.4

demonstrate the optimal combination of hyperparameters (Sigma and the Lambda)

for laplacian kernel-based ridge regression models used for the prediction of IC and

EC.
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Table 7.4: The optimal hyperparameters for the kernel ridge regression models for the pre-
diction of initial discharge capacity (IC) and the 20th cycle discharge capacity of
doped and carbon-coated LiMPO4 olivine cathodes.

Kernel Sigma Lambda
IC Laplacian 0.00912 0.00229
EC Laplacian 0.0107 0.000130

Figure 7.7-a and Figure 7.7-b gives the predicted value versus the observed

value for the IC and EC prediction computed by the kernel ridge regression models,

respectively. Figure 7.7-a indicates that the training error for the KRR-IC is similar

to that of the BRR-IC model with a small difference of 0.20 mAhg−1. The KRR-IC

model seems to have poorer prediction power over the initial capacities under the

range of 120 ∼140 mAhg−1 in the test set than the BRR-IC as the points are shown

to be further away from the true line. In addition, the prediction power of the KRR-

IC for the test-set is shown to be worse than the BRR-IC as the RMSEtest value

is 4.51 mAhg−1 higher. From Figure 7.7-b, it is seen that both the training and

testing RMSE values are shown to be larger than those computed by the BRR-EC

(Figure 7.4-b), and this shows that the KRR-EC has a poorer prediction power than

the KRR-EC.

Figure 7.7: The predicted values versus the observed values for (a) the initial discharge
capacity (IC) and (b) the 20th cycle end discharge capacity (EC) of doped and
carbon-coated LiMPO4 olivine cathodes, computed by the kernel ridge regres-
sion models.
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7.3.5 Support Vector Machine

The radial basis function is chosen as the major kernel function during the training

of the support vector machine and the optimisations are carried out for the hyper-

parameters such as the cost and the gamma (embedded in the radial basis function).

Figure 7.8-(a,b) and Figure 7.8-(c,d) give the heatmap illustrations of the mean

squared error results during the optimisation of these parameters for IC and EC

prediction, respectively. For the initial discharge capacity model, Figure 7.8-a il-

lustrates the results of the original investigating range noted in Table 7.2 and it is

seen that the region that can output the lowest prediction errors (coloured in blue),

corresponds to the range of 10−3 ∼ 100 for gamma and 101 ∼ 103 for the cost.

Similarly for the EC model, the lowest error prediction errors regions can be identi-

fied to be 101 ∼ 104 for the cost and gamma to be greater than 10−1. Next, further

optimisations are carried out with these identified parameter ranges and the results

are given in Figure 7.8-b and Figure 7.8-d for IC and EC, respectively. For the IC

prediction, smaller cost values are preferred within the range of 101.25 ∼ 101.86 and

along with the gamma range of 10−2.2 ∼ 10−0.55. On the other hand, the EC model

can adapt a much wider range of gamma values (10−3.51 ∼ 10−1.43) and cost values

(101.55 ∼ 104). The final selected hyperparameters for these models are given in

Table 7.5.
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Table 7.5: The final optimised hyperparameter for the support vector machine regression
model for the prediction of initial discharge capacity (IC) and of the 20th cy-
cle end discharge capacity (EC) of doped and carbon-coated LiMPO4 olivine
cathodes.

Optimal hyperparameters
Cost Gamma

IC 104.811 0.0910
EC 232.995 0.0595

Figure 7.9: The predicted values versus the observed values for (a) the initial discharge
capacity (IC) and (b) 20th cycle end discharge capacity (EC) of doped and
carbon-coated LiMPO4 olivine cathodes, computed by the support vector re-
gression models.

Next, the prediction power of the two fully optimised support vector machines

models, SVM-IC and SVM-EC are assessed through predicting against the hold-out

test set. Figure 7.9 illustrates the predicted values against the observed values for

initial and 20th cycle end discharge capacities, respectively. The prediction power

of SVM-IC for both the training set and the test set has shown to be worse than

the previous KRR-IC models. Both the training and the testing RMSE values from

Figure 7.9-a are much larger than the error indicated in Figure 7.7-a. The R2 scores

for the test-set prediction are also shown to be much smaller in Figure 7.9-a which

indicate that the support vector machine model does not capture the variations of

response variables in the test set well. On the other hand, the SVM-IC seems to be

able to predict well for the one initial capacity point between 120∼140 mAhg−1 in

the test set. This test-set point has commonly been either overly predicted (BRR-
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IC) or underpredicted (KRR-IC). Furthermore, the SVM-EC model has shown a

much lower RMSE value for the test-set (12.26 mAhg−1) than for the training set

(13.40 mAhg−1). The reason behind this high training error is thought to be the

persistent low capacities observed from the range of 60∼85 mAhg−1 and the one

outliner noticed between 100∼120 mAhg−1. The prediction against the test set has

not shown any promising improvement from the previous KRR-EC model with the

R2 scores estimated to be 0.26.

7.3.6 Random Forest

The optimisations of the random forest models are carried out for the two major

hyperparameters, namely, the number of trees and the maximum number of fea-

tures/covariates considered at each split. Other tree-based parameters such as the

minimum amount of samples for splitting at each leaf and the minimum amount of

samples to remain at each leaf are set to be 2 and 1, respectively. Figure 7.10-(a,b)

illustrate the mean squared error computed for every combination of the hyperpa-

rameters values within the ranges identified in Table 7.2. Figure 7.10-a illustrates

the optimisation results of the RF-IC model for the prediction of initial discharge

capacity of the doped and carbon-coated olivine systems. In addition, Figure 7.10-

b gives the optimisation results computed by the RF-EC model for the prediction

of the 20th cycle discharge capacities of doped and carbon-coated olivine systems.

To begin with, it is seen that both models are more sensitive to the change in the

covariates than to change in the number of trees as the colour is more even along

the x-axis. In addition, an observation can be made that the RF-IC model seems

to suggest a higher number of features than the RF-EC model as the region of low

covariate numbers is shown to be yellow colour. The optimal set of these two hy-

perparameters can be identified through the check of the position of the deep-red

troughs. Table 7.6 summarises the optimised hyperparameters that lead to the low-

est errors from Figure 7.10. These hyperparameters will be used to train the models

and assessed their prediction power through the hold-out test set.

Figure 7.11-a and Figure 7.11-b give the predicted values versus the observed

value in the test set computed by the optimised RF-IC and RF-EC, respectively.
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Figure 7.11-c and Figure 7.11-d provide graphical illustrations of the random-

forest computed variable importance for every covariate in the prediction for IC and

EC, respectively. The identifications of each index covariate are given in Table 7.7.

To begin with, the overall prediction performance of RF-IC is seen to improve from

the previous SVM-IC model with its RMSE values calculated to be 11.77mAhg−1

and 10.63 mAhg−1, respectively. The reduction in the training set RMSE error is

believed to be caused by the more accurate prediction of the capacities in the lower

range (60 ∼ 80 mAhg−1) and middle-ranged capacity at around 120 mAhg−1. The

prediction over the test-set has shown an improvement comparing to the previous

SVM-IC model as its RMSE-test is calculated to be 1.84mAhg−1 lower and the R2

score has increased from 0.11 to 0.35. In addition, it is seen that the three weighted

elemental properties, Avg E ionisation (Index Number: 3), Avg Electronegativity

(Index Number: 4) and the Avg IR (index number: 5) are shown as the most impor-

tant covariates for RF-IC to make good predictions in the test-set. All of the other

covariates are shown as much less important as the length of their bars are much

shorter as shown in Figure 7.11-c. Further to the prediction of the RF-EC model,

better prediction power for the middle-ranged capacity at around 120mAhg−1 is ob-

served as the respective points in both the training and testing sets are shown closer

to the true line than other models’ cases (Figure 7.7-a and Figure 7.7-b). The over-

all predictions over the test-set are seen fairly accurate as the test-set dots (coloured

in deep blue) are closer to the true line. In addition, the variable importance graph

(Figure 7.11-d) suggest that the three elemental-properties covariates remain as the

top three most important covariates for RF-IC to make predictions for the EC values

in the test-set. On the other hand, the results graph also indicates that other crystal

unit cell parameters are also essential in the prediction of EC. In particular, the vari-

able of the volume of the unit cell (CV) has been ranked nearly as important as the

Avg E ionisation which is followed by the lattice parameter “c” of the unit cell.



7.3. Results and Discussion 230

Figure 7.10: Three-dimensional plot of the mean squared error against the number of trees
and number of features considered at each split of random forest models for
the predictions of (a) Initial discharge capacity (b) 20th cycle end discharge
capacity of doped and carbon-coated LiMPO4 olivine cathodes, respectively.
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Table 7.6: The optimised hyperparameters for the random forest models including the num-
ber of trees and the maximum number of features considered at each split for the
prediction of initial discharge capacity (IC) and the 20th cycle discharge capacity
(EC) of doped and carbon-coated LiMPO4 olivine cathodes.

IC EC
Number of trees 240 156
Maximum number of covariates consid-
ered at each split

8 2

Figure 7.11: The predicted values computed versus the experimental values for (a) the ini-
tial discharge capacity (IC) and (b) the 20th cycle end discharge capacity (EC)
of doped and carbon-coated LiMPO4 olivine cathodes, computed by the ran-
dom forest models and the ranking of the variable importance during the pre-
diction of the hold-out test set for (c) IC and (d) EC, respectively.
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Table 7.7: Identification of the covariates used in the olivine cathode model.

Feature
Number

Covariate Variables Feature
Number

Covariate Variables

0 Base-metal ratio’s for-
mula ratio

9 The lattice constant “c”

1 Dopant’s formula ratio 10 Crystal lattice volume
2 The molar mass of the

cathode material
11 The ratio of the active

component
3 Weighted mean of the

first ionisation energy
between the base-metal
ratio and the dopant ra-
tio

12 The ratio of the conduc-
tive component

4 Weighted mean of the
electronegativity values
between the base-metal
ratio and the dopant ra-
tio

13 The ratio of the binder
component

5 Weighted mean of the
ionic radius between the
base-metal ratio and the
dopant ratio

14 Minimum operating
voltage

6 Carbon coating content 15 Maximum operating
voltage

7 The lattice constant “a” 16 Current density
8 The lattice constant “b”

7.3.7 Gradient Boosting Machine

For the optimisation of the gradient boosting machine models, four major hyper-

parameters are investigated, namely, the number of trees (N trees), the maximum

number of features considered at each split (Max features), the maximum interac-

tion depth (Max depth) and the learning rate for scaling the contribution of every

tree in the model. Table 7.8 and Table 7.9 summarise the trials of optimisation

results including the investigating ranges for each hyperparameter, and the lowest

computed mean squared error from those trials of results. The investigating ranges

after the first initial trial are selected based on the best performing 10 sets of hy-

perparameter combinations from the previous trial. In Table 7.8, it is seen that

the minimum mean squared error is reduced by a slight amount from T-1 to T-2.
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Table 7.8: Results of two trials (T-1, T-2) of results of hyperparameter tuning results for
the gradient boosting models for the prediction of initial discharge capacity (IC)
of doped and carbon-coated LiMPO4 olivine cathodes, where N trees indicates
the number of trees, max features indicate the maximum number of covariate
features should be considered at each split, max depth denotes for the maximum
tree depth in the random forest, the learning rate is the scaling factor and the
Min MSE represents the minimum mean squared error obtained from the inves-
tigating range. Variables of min samples split and min samples leaf are kept at
the default setting of 2 and 1 respectively.

T-1 T-2 Optimal
N trees 100 ∼ 5000 500 ∼ 4500 1041
Max features 1 ∼16 5,7,11,12,13,15,16 5
Max depth 1 ∼ 20 2 ∼ 5 3
Learning rate 10−1 ∼

10−4
10−1 ∼ 10−3 0.0153

Min MSE (mAhg−1) 80.119 79.453

Table 7.9: Results of two trials (T-1, T-2) of results of hyperparameter tuning results for
the gradient boosting models for the prediction of 20th cycle discharge capac-
ity (EC) of doped and carbon-coated LiMPO4 olivine cathodes, where N trees
indicates the number of trees, max features indicate the maximum number of
covariate features should be considered at each split, max depth denotes for the
maximum tree depth in the random forest, the learning rate is the scaling factor
and the Min MSE represents the minimum mean squared error obtained from
the investigating range. Variables of min samples split and min samples leaf
are kept at the default setting of 2 and 1 respectively.

T-1 T-2 Optimal
N trees 100 ∼ 5000 500 ∼ 4500 2432
Max features 1 ∼16 1 ∼ 6 1
Max depth 1 ∼ 20 2 ∼ 20 2
Learning rate 10−1 ∼ 10−4 10−1 ∼ 10−3 0.0105
Min MSE (mAhg−1) 131.333 131.400

It is important to mention that the GBM-IC model is more sensitive towards the

change in the maximum number of interactions and the learning rate than towards

the N trees during the training process. The optimal hyperparameters for the GBM-

IC model are selected from the T-2 trial and are highlighted in red. In Table 7.9,

the minimum mean squared error results from T-2 has not seemed to change much

compared to the result of the previous T-1 trial. The optimised hyperparameters for

the GBM-EC are highlighted in red.

Next, the prediction powers of both GBM-IC and GBM-EC models will be
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assessed through their prediction against the hold-out test set. Figure 7.12-a and

Figure 7.12-b give the graphs of the predicted value against the observed values

for IC and EC, computed by the GBM-IC and GBM-EC, respectively. First, the

prediction power of the GBM-EC model for the test-set is much higher than the

GBM-IC model as the test-set RMSE is calculated to be much lower. The prediction

performance of the GBM-IC for both the training and testing set is shown to be

very poor as the data points in Figure 7.12-a are far from the true line. On the

other hand, the GBM-EC model seems to hold good prediction power over the

test set as its RMSE value is calculated to be 9.19mAhg−1 whilst the R2 score is

computed to be 0.59. There are a few outliners identified at the lower capacity range

(60∼80 mAhg−1) and middle capacity range (100∼120 mAhg−1), which increases

the value of the training RMSE. The importance of the covariate in GBM-IC and

GBM-EC are ranked and given as Figure 7.12-c and Figure 7.12-d, respectively.

In Figure 7.12-c, it is seen that the three elemental properties are ranked as the top

three important variables, and this agrees with the conclusion from Figure 7.11-

c. In addition, Figure 7.12-d seems to suggest that Avg Electronegativity (index

number: 4) and Avg IR (index number: 5) are the two most important covariates

which agree with the previous findings from Figure 7.11-d. On the other hand, the

lattice constant “a” (LC a, index number: 7) seems to be the third most important

variable for the prediction of EC instead of the Avg E ionisation (index number:

3). In general, one can conclude that the predictions of the IC from both RF-IC and

GBM-IC model are mainly made from the three elemental properties, whereas the

EC predictions require much broader covariate variables as the relative size of the

bars are shown much spread out among different covariates in Figure 7.11-d and

Figure 7.12-d.

7.3.8 Model Performance Comparisons

In this project, five different regression algorithms are used to train and build the

models for the datasets Mn and Fe based materials. Table 7.10 summarises the

RMSE values computed for the training and testing set of every optimised model,

along with the R2 scores for the test set predictions. It is seen that the BRR mod-
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Figure 7.12: The predicted values computed versus the experimental values for (a) the ini-
tial discharge capacity (IC) and (b) the 20th cycle end discharge capacity (EC)
of doped and carbon-coated LiMPO4 olivine cathodes, computed by the gra-
dient boosting models and the ranking of the variable importance during the
prediction of the hold-out test set for (c) IC and (d) EC, respectively.

els seem to have the highest prediction power for IC among all other models with

their test-set RMSE values calculated to be the lowest (9.52mAhg−1) and the R2

score (0.48) calculated to be highest among all models. In the case of EC predic-

tion, the GBM seems to have slightly better prediction performance than the BRR

model as the RMSE values for both the training and testing set are shown to be

0.78mAhg−1 and 0.06mAhg−1 lower, respectively. Similarly, the R2 score for the

test-set prediction is slightly better for the GBM model than for the BRR model.

BRR algorithm is known for its advantages of efficient adaption to the dataset as

well as the implementation of the regularization technique to reduce the likelihood

of model overfitting to any dataset. On the other hand, the GBM algorithm is pre-

ferred for its robust power in explaining the non-linear relationships of the variables

in the dataset.
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Table 7.10: Comparisons of the mean RMSE values during the 10-fold cross-validation
and for testing against holdout test and the R2 test score computed by five ML
models, for the prediction of the initial discharge capacity and the 20th cycle
end discharge capacity of doped and carbon-coated LiMPO4 olivine cathodes.

ML Techniques
Initial Discharge Capacity

(mAhg−1 )
20th Cycle End Discharge Capacity

(mAhg−1 )
Cross-
validated
RMSE
mean

RMSE
on the
test set

R2

scores
on the
Test
Set

Cross-
validated
RMSE
mean

RMSE
on the
test set

R2

scores
on the
Test
Set

BRR 11.34 9.52 0.48 12.94 9.25 0.58
GBM 11.99 11.40 0.25 12.16 9.19 0.59
RF 11.77 10.63 0.35 12.39 11.19 0.39
SVM 12.88 12.47 0.11 13.40 12.26 0.26
KRR 11.11 12.49 0.10 11.84 13.76 0.07

7.3.9 Variable Importance Analysis

Next, investigations of correlations of every covariate to the capacity prediction can

be made through estimating their contribution towards the model prediction against

the test-set. In this project, further analysis will be carried for the BRR-IC model

and the GBM-EC model as they were tested to be the best-performing ones among

all. BRR model is a linear model that outputs the coefficients, or the weights of

every covariate involved in the prediction. By comparing the weight value for each

covariate where the values have been standarised, we can estimate the correlations

of the covariates for the target IC. Furthermore, Shapley values can be computed

using the SHAP package to estimate the prediction contributions of each covariate

to the GBM-EC’s predictions on the test set. The more positive or more negative

the respective Shapley value, the more contribution the instance of the covariate has

on the prediction of that EC instance.

Table 7.3 summarises the computed coefficients of every covariate used for

the prediction of IC. To begin with, it is seen that the Avg E ionisation is ranked as

the most important variable with its coefficient estimated to be highest at 0.6573.

This value suggests that the higher initial capacity can be achieved through an in-

crease in the weighted average ionisation energy between the base metal and the
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dopant. For the olivine systems, the conditions of the material crystallinity are

commonly governed by how well-defined the peaks of the M-O (metal and oxy-

gen bond) from their octahedron networks show on their Fourier transform infrared

spectrum (FT-IR) [323]. The higher the crystallinity of the olivine materials, the

better the electrochemical performance it would be as there are no other material

impurities present. Recent research has confirmed that the large difference of the

ionisation energy between the inserted dopant and the base-metal material can in-

duce peak splitting effects which produce many well-defined MO6 bands in the FT-

IR at around 650cm−1 and consequently reflecting on higher material crystallinity

[324, 325]. Our results have suggested that a higher weighted mean ionisation en-

ergy between the base-metal and the dopant metal would lead to a higher IC. In

addition, the Avg IR and carbon content seem to be ranked as the second and the

third most important variables for the BRR-IC model. The increase in the Avg IR

in the olivine system could lead to a larger unit cell volume and additionally expand

the [010] pathway to promote Li-ion transfer. Interestingly, the coefficient results of

the unit cell volume and the lattice parameters had also suggested the reverse trend

where the reductions in the unit cell dimensions and size would lead to a larger IC.

However, the contributions of these unit cell parameters to the overall predictions

are shown to be small as their coefficients are computed to be two-fold smaller than

Avg IR. Furthermore, an increase in the amount of carbon coating content is sug-

gested to lead to a higher IC as the respective coefficient is calculated to be 0.266.

However, it is also suggested that a thick carbon coating would also greatly inhibit

the Li-ion from penetrating the cathode and lead to lower capacity performance.

Other small correlations can be observed that the higher base-metal content and

smaller dopant content is preferable for reaching high IC. This is considered rea-

sonable since the high content of dopant would increase the likelihood of blocking

the [010] diffusion path and constrain the kinetics of Li-ion diffusion within the

olivine system. In conclusion, the covariates that relate to the doping treatment

(Avg IR, Avg E ionisation) have much higher coefficient values than the variable

of carbon coating content, which might suggest their greater influence on the initial



7.3. Results and Discussion 238

discharge performance of the doped olivine system.

Figure 7.13 gives a graphical illustration of the Shapley values computed for

every covariate during the prediction of each EC instance in the test-set using GBM-

EC. The order of the covariates on the y-axis shows the ranking of the importance

of the covariate for the predictions with the higher indicating greater importance

towards the model prediction. To begin with, the Avg electronegativity is ranked

as the top covariate by the GBM-EC. The values of electronegativity can determine

the characteristics of the bond formed with the other element. From the results, it

is observed that the increase in the metal elements’ (include the base metal and the

dopant metal) average electronegativity values seem to improve the respective EC

as the colour is changing points are changing from blue to red. An increase in the

weighted metals’ elements electronegativity in the olivine system can lead to the

formation of more covalent bonds with the surrounding P and O atoms. The co-

valent bonding characters will make the M-P bonds become longer to push further

the PO4 tetrahedra groups. This will eventually reduce the [010] diffusion path for

Li-ions to travel through, promoting the efficient transfer of the Li-ions and hence

leading to a higher discharge capacity [326]. Similarly, an observation of an in-

crease in the Avg IR result to a larger EC can also be explained as the increase in

the ionic radius would increase the bond length with surround P atoms from the

reduced charge density and hence reducing the Li-ion diffusion path. Higher car-

bon coating content is shown to be more desirable as it increases the EC values.

The underlying reasons could be thought as the reduction in the metal dissolution

reactions with the electrolyte, which occurs during the frequent charging cycle, and

this would both destabilise the cathode’s Li-ion hosting structure and reduce the

kinetics of Li-ion transfer from the surficial crystal growth. This finding seems to

agree with the previous correlation of IC results from Table 7.3. In addition, the

contractions of both the lattice dimension ‘a’ (LC a) and “c” (LC c) are shown to

lead to higher EC values. Previous research has reported that the shortening of the

dimensions along “a” and “c” axes would narrow the [010] diffusion channel in the

olivine systems and hence boost up their electrochemical performance [326]. In ad-
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dition, the correlations of the material formula molar mass (Mr) with the 20th cycle

discharge capacity (EC) cannot be confirmed due to the unevenly distributed data

trend; some datapoints with lower formula molar mass seems to provide generate

a higher EC than the ones with higher formula molar mass. Other useful observa-

tions can be made such as that the higher EC can be achieved with smaller dopant

content and higher base-metal content. For the mixing ratios of binder, active com-

ponent and the conductive, the only clear correlation is observed for the binder

content where the less respective binder content is suggested for reaching a higher

EC value. In conclusion, the Shapley values computed for the elemental properties

related variables such as Avg EN, Avg IR are much larger than the carbon coating

content variable which potentially implies that the dopant plays a bigger role in the

prediction of 20th cycle discharge capacity.

Figure 7.13: The summary plot of the Shapley values computed from the gradient boosting
model for the prediction of the 20th cycle end discharge capacity of the carbon-
coated, doped cobalt olivine systems in the test set.
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7.4 Summary
Understanding the relative importance of the doping treatment and the carbon coat-

ing is vital for the development of better olivine materials. In this project, we trained

and optimised ten machine learning models from five underlying machine learn-

ing algorithms including Bayesian ridge regression, support vector machine, kernel

ridge regression, random forest and the gradient boosting machine to predict for

the initial and the 20th cycle end discharge capacity of carbon-coated, doped, for

the iron-based and the manganese-based olivine systems. Among all models, the

Bayesian ridge regression model has shown greater prediction power for the initial

discharge capacity with its root-mean-square-error computed to be lowest at 9.54

mAhg−1 in the hold-out test-set. In addition, the gradient boosting machine model

has demonstrated good prediction power for the 20th cycle discharge capacity at

9.25 mAhg−1. The variable importance analysis reveals that the doping treatment

has played a greater role in performing these predictions than the carbon coating

content. In the end, the variable correlations suggest higher initial and 20th cycle

discharge are more attainable for the olivine systems should have higher base-metal

ratio, lower dopant ratio, smaller crystal dimensions and are doped with dopant

atoms that have higher electronegativity, ionic radius and ionisation energy.



Chapter 8

Overall Discussion, Conclusions and

Future Work

8.1 General Discussion and Conclusions

The market for lithium-ion batteries (LIB) is undergoing a big transformation as the

renewable energy industry demands devices with cheaper prices, higher capacity,

higher charge/discharge rate and longer lifetimes. As such, finding new cathode

material has become the key as it is known to be the constraining factor for the LIB

performance. The conventional materials discovery method is very inefficient and

costly due to the slow processes in the trial-error experimenting and battery perfor-

mance testing. Leveraging the high volume of experimental data from over 7000

publications made each year on LIB materials, this thesis mainly investigates the

power of using various machine learning techniques for the prediction of the dis-

charge performance based on a collection of variables such as the systematic mate-

rials properties and the experimental conditions. Three promising classes of doped

cathode materials are investigated in this thesis, namely, layered materials, spinel

cathode and carbon-coated olivine cathodes. In addition, the underlying complex

variable correlations have been analysed to identify the governing material variable

for both the initial and the higher cycle of discharge capacities. In this section, an

overall discussion over the three results chapter will be given from the aspects of

data quality, quantity as well as the model outlook. To aid with the discussion, a
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Table 8.1: A comparison of the size of the dataset, model outlook and the best performing
ML model for each of the aforementioned results chapters.

Name Doped LMO
cathodes

Doped NCM
cathodes

Doped and
Carbon-coated
Olivine cathodes

Dataset size 102 168 34
Number of
Covariates

6 20 17

Response
Variable

IC 20th cycle
discharge
capacity

IC 50th cycle
discharge
capacity

IC 20th cycle
discharge
capacity

Best Perform-
ing Model

GBM GBM GBM GBM BRR GBM

comparison of these aspects is given in Table 8.1.

The prediction power of any machine learning model is closely related to the

quality and the quantity of the data used during the training process. To ensure the

high quality of data being collected, several selection rules have been implemented

in the three projects reported. The final curated size of the data used for Chapter

5, Chapter 6 and Chapter 7 are indicated in Table 8.1 as 102, 168 and 34, re-

spectively. A clear observation can be seen that the dataset for the NCM project is

much bigger than both the doped spinel project and the doped olivine project. The

reasons are thought as doped NCM cathodes have more available transition metal

doping sites than the other two cathode systems, which implies that there is more

possible scope to study the dopant effects on the intrinsic properties. In terms of

electrochemical performance, the layered materials receive more attention among

the three cathode systems as it has the highest capacities and widest operating volt-

age range. On the other hand, the collation of feasible data for doped olivine cathode

systems has been very difficult because most publications do not report key infor-

mation such as the carbon coating content on the surface of the cathode materials

nor the mixing ratio of binder/active/conductive components in cathode systems.

In addition, the research for the olivine system is seen as less popular because it

involves extra consideration of carbon precursors, coating process and doping strat-

egy, which are more complex than the other two projects. During the collection
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of datasets for all three projects, it is important to note that a lot of publications

have used different current densities for discharging than charging and these were

neglected from the data collection process to ensure a more standardised dataset.

However, this has largely reduced the number of publications qualifying for the

collection criteria.

In Chapter 5, 102 doped spinel cathode (LiMxMn2−xO4) materials with 17

dopant variations were investigated using seven machine learning techniques for

the correlations of six material-related properties and their discharge performance.

Gradient boosting machine models have shown the best prediction power for pre-

dicting the initial and the 20th cycle discharge capacity with test-set error computed

to be 11.41mAhg−1 and 11.28 mAhg−1, respectively. Among all covariate vari-

ables, material formula molar mass is estimated to be the most important covariate

by both gradients boosting models and the additional variable importance study re-

veals that doped spinel cathode with higher material formula molar mass, shorter

crystal lattice constant “a” and doping with smaller electronegativity value dopant

can lead to higher discharge capacities in both cycles.

In Chapter 6, 168 doped nickel-cobalt-manganese (NCM) materials with

twenty dopant variations were investigated using six non-linear machine learning

algorithms for correlation of twenty covariate variables (including material struc-

tural properties, experimental conditions and dopant elemental properties) with their

discharge performance. Among all investigated models, gradient boosting models

have shown the best prediction power over the initial and 50th cycle discharge ca-

pacities, with their test-set error estimated to be 16.66 mAhg−1 and 18.59 mAhg−1,

respectively. In addition, artificial neural networks models are shown to have the

worst prediction power among all models. The variable correlation study reveals

that Greater initial and 50th cycle discharge capacities can be achieved by increas-

ing the Li content in the doped NCM formula, reducing the overall material molar

mass, increasing the nickel content and doping the system with a small amount of

low electronegativity dopant.

In Chapter 7, a mixture of 34 carbon-coated and doped olivine materials con-
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sists of 24 LiFePO4 systems and 10 LiMnPO4 systems are investigated using five

different machine learning algorithms for the correlations of 17 material related

covariate variables (carbon coating content, crystal structure lattice constant.. etc)

and the respective discharge performance. Among all models, the Bayesian ridge

regression model and the gradient boosting model have shown the best prediction

power for the initial and the 20th cycle discharge capacity, respectively, with each

error calculated to be 9.52 mAhg−1 and 9.19 mAhg−1. These optimal models have

been used to predict the capacity of carbon-coated and doped cobalt-based systems

and resulted in capacity error percentages of 6% and 6.1% (on average) than the re-

ported values. Furthermore, higher values of both capacities can be achieved by al-

tering the material system to have higher base-metal content, lower dopant content,

smaller unit cell lattice dimension and are additionally doped with dopant atoms of

higher electronegativity, higher ionisation energy and a larger ionic radius.

In conclusion, all of the results present in this thesis have demonstrated the ben-

efits of implementing machine learning techniques into the LIB research; i) helps to

construct highly predictive models to given fast predictions over the material prop-

erties; ii) illustrate the highly complex correlations of the doping-induced changes

in material systematic properties and their respective discharging performance; iii)

help to propose the potential direction of new cathode properties that could lead

to better discharging performance. This includes the selection of dopant, material

formula stoichiometries and crystal structural properties for all three investigated

cathode classes. Non-linear models such as gradient boosting machines models

have shown superior prediction performance for the discharge performance of two

of the material classes and this potentially suggests the nature of non-linear mate-

rial property correlations. This thesis can be seen as a milestone in achieving the

predictions of discharge performance and is useful in shortening the testing stage

as well as facilitating the discovery of new highly functional cathode materials for

Li-ion battery applications.
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8.2 Machine Learning Model Choices

All of the investigated projects share a common goal of investigating the corre-

lations between the material’s structural properties and the short and long cycle

discharge capacities of the cathode material. Since all three cathode materials have

similar electrochemical reactions and underlying discharging mechanisms, it is as-

sumed that the underlying variable correlations between the materials’ structural

properties and the performance properties should be similar. In addition, this could

then lead to the assumption that the knowledge of the prediction power of certain

ML algorithms prediction from one project could be used to guide the selection of

the algorithms for the next project.

Chapter 5 investigated the prediction power of both linear and non-linear al-

gorithms as to not include any initial bias in the algorithm selection. This includes

the investigation of ridge regression, LASSO regression, ANN, gradient boosting

model, etc. After comparing the prediction errors of each model, it was concluded

that the non-linear models such as support vector machine and gradient boosting

model have much higher prediction power than linear models such as the ridge re-

gression models. From this, an assumption was made that the correlations between

the materials’ properties and the discharge capacities are in a non-linear manner for

the NCM materials investigated in Chapter 6. In addition, the ANN model has

demonstrated much poorer prediction performance than other tree-based models

and this might be due to the limited dataset used for training. After gaining these

insights, only six different non-linear algorithms were investigated in Chapter 6

and all of the linear algorithms investigated in Chapter 5 were excluded. ANN

algorithm was again investigated as the size of the dataset implemented in Chapter

6 is much bigger than in Chapter 5. The tree-based model, gradient boosting ma-

chine demonstrated the highest prediction power among all models and this agrees

with the findings from Chapter 5. In addition, ANN has again shown the worst

prediction power among all non-linear models which then suggest that the current

dataset is still very limited to unleash its full prediction power. This insight then

suggests that the ANN model should not be further investigated in the next project.
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In Chapter 7, the investigated ML models are very similar to the ones investigated

in Chapter 6 besides the inclusion of a new linear Bayesian ridge regression model.

Bayesian ridge regression algorithm is known for being less prone to overfitting is-

sues as well as highly adaptable to various scales of the dataset. This algorithm

was only learnt in the later stage of the research project and hence was only applied

in the last results chapter. As discussed in the previous project, Artificial neural

network has received high popularity in machine learning power battery material

research for their ability to capture non-linear correlations. However, its great pre-

diction power was not validated from the results of all three chapters. In addition,

tree-based models like random forest and gradient boosting machine have consis-

tently demonstrated great prediction power over the structure-property-performance

correlations of three different classes of cathode materials.

8.3 Model Performance Validations

From the optimised ML models, various chemical insights can be gained through

interpreting the model structure and the output from the best performing model.

These variable correlations could be used to guide the of design new battery materi-

als with better discharging performance. However, attention should also be made to

investigate the truthfulness of these obtained correlations and this can be achieved

through conducting experiments.

Min et al [17] first generated 50,000 sets of experimental input parameters

within the sensible range and used the best performing machine learning model to

reversely predict their discharging performance. A few sets of experimental pa-

rameters that were predicted to lead to outstanding discharging performance were

validated experimentally and the final experimental results have shown a high level

of agreement. In the end, 15 new high-performing layered cathode materials were

discovered.

Following this example above, various experiments could be designed using

the correlations identified in the previous results chapter and the final experimen-

tal results could be used to validate them. The first step of this validation process
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involves the generation of different sets of covariates values using the correlations

that have been identified. For instance, the new doped spinel cathode formula could

have a higher formula ratio of dopant with heavier molar mass such as molybde-

num or technetium as this was indicated to lead to higher initial and 20th cycle

end discharge capacity. After selecting a range of dopants and their respective ra-

tios for the new testing formulas, one could use DFT simulation modelling tools

to access their structural stability through estimating the relative free energies. In

addition, the results of these simulations will also give the optimal structural prop-

erties which could then be used to be fed back into the ML model for discharge

capacity prediction. After estimating the structural free energy and the respective

discharge capacities, further experiments could be carried out for candidates that

have the lowest free energy (most stable) and are predicted to possess high initial

and higher cycle discharge capacities. This method would greatly fasten the process

of discovering new materials with better discharging capacities.

To investigate the real prediction power of the optimal machine learning mod-

els from each project, a list of real experimental data have been collected and used

to compare with the predictions made by the optimal models in each project. Ta-

ble 8.2, Table 8.3 and Table 8.4 gives the prediction errors computed using the

optimal machine learning for the predictions of initial and higher cycle discharge

capacities of doped spinel cathode, doped NCM cathode and doped olivine cathode,

respectively.

In Table 8.2, it is seen that the gradient boosting models have performed rea-

sonably well for most of the discharge capacities of the cathode materials with

the averaging deviation percentage estimated to be 8.5%. On the other hand, it

is noticed that a high error percentage (17.5%) is reached for EC prediction for

LiBa0.01Mn1.99 O4 materials. The respective experimental EC value is very similar

to LiBa0.02Mn1.98 O4, however, the latter case has demonstrated a much lower pre-

diction error percentage error (8.5%). Both of these materials formulas have molar

mass and this implies that the molar mass difference is not the key contributor to

these prediction deviations. The major difference between these two materials is



8.3. Model Performance Validations 248

Table 8.2: The predicted initial (IC) and the 20th cycle discharge capacities (EC) of the
doped spinel cathode materials, calculated by the gradient boosting models and
the respective experimental values.

Material
formulas

LiTi0.03Mn1.97
O4

LiBa0.01Mn1.99
O4

LiBa0.02Mn1.98
O4

LiBa0.05Mn1.95
O4

Lattice con-
stant (Å)

8.233 8.242 8.236 8.238

Capacities IC EC IC EC IC EC IC EC
Experimental
Capacities
(mAhg−1)

128.34 123.66 115.482 111.12 115.345 112.902 89.867 89.474

Predicted
Capacities
(mAhg−1)

119.2 112.5 105.1 91.7 111.4 103.3 98.7 96.5

Deviations
(%)

7.1 9.0 9.0 17.5 3.4 8.5 9.8 7.9

Reference Zhang et al
[327]

Sahan et al [328]

seen as LiBa0.01Mn1.99O4’s lattice constant is longer than LiBa0.02Mn1.98 O4 and

this could be the cause for the prediction difference as materials’ lattice constant

was previously ranked as a governing covariate by the optimal gradient boosting

models.

In Table 8.3, it is seen that the deviation percentage between the predicted

capacities and the experimental capacities for the IC and EC are very different

across all three materials. Li1.21Ni0.125Co0.125 Mn0.525In0.015O2 is shown to have

the highest average error percentage, whereas Li1.21Ni0.125Co0.125 Mn0.53In0.02O2

has the lowest average error. A trend is observed that as the capacity values in-

crease, the prediction power of the gradient boosting machine model reduces. For

instance, Li1.21Ni0.125Co0.125Mn0.525In0.015O2 has the highest IC and EC among

the three materials and its deviation percentages are much higher than the case of

Li1.21Ni0.125Co0.125Mn0.53In0.02O2 where both experimental IC and EC are shown

to be the lowest. This suggests that the optimal GBM model can predict well for

materials with lower capacities (< 250 mAhg−1 ), however, cannot predict well for

materials with higher discharge capacities. A possible cause of this lack of pre-

diction power could be the lack of data for training the machine learning models,
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Table 8.3: The predicted initial (IC) and the 50th cycle discharge capacities (EC) of the
doped NCM layered materials, calculated by the gradient boosting models and
the respective experimental values.

Material
formulas

Li1.21Ni0.125Co0.125
Mn0.53In0.01O2

Li1.21Ni0.125Co0.125
Mn0.525In0.015O2

Li1.21Ni0.125Co0.125
Mn0.53In0.02O2

Capacities IC EC IC EC IC EC
Experimental
Capacities
(mAhg−1)

249.47 240.96 296.72 293.99 208.847 170.9131

Predicted
Capacities
(mAhg−1)

223.546 183.145 228.262 180.187 219.729 179.807

Deviations (%) 10.4 24.0 23.1 38.7 5.2 5.2
Reference Etefagh et al [329]

Table 8.4: The predicted initial (IC) and the 20th cycle discharge capacities (EC) of the
carbon-coated and doped olivine materials, calculated by the gradient boosting
model and bayesian ridge regression model respectively and the experimental
results.

Material Formula LiNi0.2Co0.8 PO4 LiCo0.95Mn0.05PO4
Carbon Content (wt.%) 4.08 2.97
Capacity IC EC IC EC
Experimental (mAh/g) 141 129 141.23 135
Predicted (mAh/g) 149.03 137.32 150.76 142.41
Deviations (%) 5.6 6.4 6.7 5.5
Reference Ornek et al [330] Ornek et al [331]

which leads to the model not being able to capture these correlations precisely.

Table 8.4 gives the prediction of the IC and EC values for two doped and

carbon-coated olivine systems, namely, LiNi0.2Co0.8PO4 and LiCo0.95Mn0.05PO4.

Small prediction deviations are observed among the predictions for IC and EC, with

the average deviation calculated to be 6.15% and 5.95% respectively for the two

systems. This indicates that our models have sufficiently captured the underlying

correlations between the material properties and their discharge performance and

can additionally predict the capacities of other metal-based olivine systems. In this

case, it was the cobalt and nickel doped olivine systems.

Overall, promising predictions of the discharge capacities have been achieved

by some ML models for a few experimental reported material cases. However,
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many high prediction deviation percentages still can be observed as 38.7% and 24%.

These high errors suggest that the ML models are still yet to provide highly accurate

predictions over the experimental results and still have a big room for improvement.

One direct method to improve their prediction power is to increase the size of the

dataset for training. Further discussion over the future work can be found in the

later section.

8.4 Limitations of the Study

The potentials of using machine learning techniques for predicting the discharge ca-

pacities of cathode materials and for uncovering the complex correlations of battery

materials have been revealed in this thesis. However, there are still some challenges

that remain to be solved. This section reveals two aspects of the limitations and

challenges that are faced in each study, namely, the material data and the ML model

optimisation for achieving higher prediction power.

The lack of agreed standardisation of experimental conditions, both on material

synthesis and the electrochemical test has been a major challenge when collecting

data. In Chapter 5 and Chapter 6, it has been observed that battery cell fabrica-

tion methods such as the mixing ratio for anode and cathode components are varied

across different research teams (e.g. binder, conductive additives, and active mate-

rial). The ratio of binder and additive can affect the mechanical stability and elec-

trical conductivity of the cathode material and therefore affects the durability of the

battery and their long-term discharge capacities [80]. However, such information

is often not reported, hindering the selection of this covariate as a part of the ML

model from the first two projects. The effects of these mixing ratios are only inves-

tigated in the last olivine system because the respective dataset is much smaller and

hence, it is easier to collate full mixing information for all cathode systems. Nev-

ertheless, other key experimental information have also been missing such as the

volume of the electrolyte used and the measurement of the surface area of cathode

and anode. Since the elemental composition might be unevenly distributed in the

whole of the cathode composite system, this could lead to unreasonable fluctuations
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in the capacity loading [27].

Next, the microstructure of the cathode material such as particle sizes and their

distribution, as well as their surface morphologies are known to affect the electrical

conductivity and the rate of electrochemical reactions of the cathode [276, 332].

The collection of such data is found to be challenging as either the measurements

are not performed in some publications or the results are not published in a numeri-

cal format, and thus would require further interpretation. The publications that have

reported SEM images of the surface have used various scales (e.g. D10, D50, D90)

which adds up the complexity of data collecting. A similar issue has also been

reported by Kauwe et al [93] during data collection work for their studies of Li-

ion battery materials. In addition, such information is particularly important when

it comes to analysing the properties of the carbon coating on the surface of doped

olivine material and their effects on the respective electrochemical performance. For

instance, several studies have demonstrated the effects of the properties of carbon

coating such as carbon surface distribution, surface area, morphology and porosity,

on the rate of electrons transfer from the olivine cathode [133, 333, 334, 335, 336].

These properties were not widely available from the publications as previously dis-

cussed and therefore remain a limitation for the studies.

Despite various findings that have been made previously such as identifying

the best performing ML model for each cathode system, there are still many uncer-

tainties relating to the covariates that remain. These could both affect the validity of

the obtained variable correlations. To begin with, the experimental data collection

involves a lot of uncertainties such as misreading or misreporting the results from

the equipment. These errors will lead to the collection of invalid data which would

only add noise to the ML model and not guide the useful research. The lack of

reporting standards is also another concern when it comes to covariate uncertainty.

A common phenomenon is observed in that different numbers of significant figures

are used to report the same covariate variable across different publications. One

example of this can be seen from that certain publications report lattice constants

in three significant figures and some in five significant figures and this could add
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another layer of uncertainty to the model.

In addition, the variance of the covariates used for model training could also

play a key part in the ML model prediction accuracy. Materials molar mass was

ranked as being the top governing variable in Chapter 5. However, it is noticed

that this variable also has the highest variance than other materials properties such

as the electronegativity and this could mislead the gradient boosting model in using

this variable more during the tree splitting process and hence would potentially re-

duce the model prediction force.This issue could be potentially resolved by collating

more data to improve the variance of each covariate. Furthermore, multicollinearity

of the covariates is also another issue that could affect the model prediction power.

This occurs when the degree of linearity correlation of two independent variables

is very high and would make the model variable coefficient more sensitive to small

changes and additionally reduce the overall model prediction power. This issue

could be mostly found in the linear regression algorithms where estimations of the

variable coefficients are required. In Chapter 5, a high linear correlation was iden-

tified between the ratio of manganese and the dopant in the formula and this could

be one of the reasons for the observed poor prediction power of the linear models.

In summary, there are many uncertainties relating to the covariates that would lead

to the reduction of model prediction power. The most effective way to access the

real prediction power of the ML model is to utilise them to predict against the real

experimental results and compare the differences in the results. In this thesis, the

prediction power of the best performing ML model under each project has been in-

vestigated by validating with the real experimental results and this is indicated in

the previous validation section.

The model training process and the selection of hyperparameters for the ma-

chine learning models can largely affect their prediction power. The artificial neu-

ral network models investigated in Chapters 5 and Chapter 6 have demonstrated

poor prediction power over targeted discharge capacity and as discussed, this was

potentially caused by the overfitting issue, both from the small dataset and the over-

parameterisation. In addition, the general lack of available high-quality datasets is
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also seen as the biggest challenge across all three research projects.

8.5 Material Correlation Insights

Through interpreting the covariate contribution in the best performing machine

learning models, insights can be gained on the governing variable and their cor-

relations with the response variables. This section entails the discussion over the

chemical intuitions behind the observed correlations under each results chapter.

In Chapter 5, the molar mass of the doped spinel cathode material was de-

termined to be the governing variable for the discharge capacities of the first and

the twentieth cycle. The importance of the cathode material molar mass has been

widely observed from Faraday’s law where it stated that the material molar mass

and the number of reactive Li-ions are inversely proportional to the specific capac-

ities of an electrode and therefore would have a significant impact on it. A positive

correlation is observed between the material molar mass the discharge performance

which implies that higher discharge capacities could be achieved with lower mate-

rial formula mass. This, on the other hand, contradicts the relationship mentioned

previously where the lower material molar would be considered to be better in terms

of leading to higher discharging performance. After interpreting the variable impor-

tance results from both the NCM and the olivine ML models, a common finding has

made that the initial and higher cycle discharge capacities of both material systems

are shown inversely proportionally to the material molar mass and this agrees with

the previously stated Faraday’s law.

Crystal lattice dimensions of the material control the Li-ion site energy which

in turn affect the lithium-ion diffusion rate and hence could greatly affect the dis-

charging performance of the materials. During the investigation of the correlations

between the crystal dimension lattice of the cubic doped spinel cathode, the inverse

correlations have been identified where the smaller the crystal dimension lattice, the

higher the discharging performance at both the first and the twentieth cycle. The

underlying reason could be that a shorter crystal lattice dimension would greatly

reduce the diffusion pass for the Li-ions and hence enhance the transfer rate dur-
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ing the charging/discharging which leads to higher discharge capacities at various

cycles. Similar observations can also be made from other material variable studies

such as the shorter the lattice dimensions “a” and “c” of doped NCM cathode would

lead to higher the first and the 50th cycle capacities and the shorter lattice dimen-

sions of “a”, “b” and “c” of carbon-coated and doped olivine system, the higher

the initial and the 20th cycle discharge capacities would be. The chemical intuition

behind this could be because the smaller lattice parameter means a shorter diffusion

path for the Li-ions to travel and this increases the rate of electrochemical reactions

which in turn delivers more energy during the discharging performance.

Electronegativity measures the dopant element’s ability to attract electron pairs

toward itself. Dopant’s EN controls the bonding strength with the surrounding TMs

and oxygen atoms and influences structural stability as well as the overall crystal

structure density. During a long cyclic charging and discharging process, the over-

all crystal structure often becomes unstable which then triggers significant lattice

collapses and leads to severe capacity fading [307]. The involvement of dopant

content can greatly improve the structure stability by forming stronger bonds whilst

the strategy with doping with a small amount can ensure that no second material

phase is formed and also the whole crystal structure is not modified significantly

to disturb the Li-ion intercalation/deintercalation mechanisms. In the first results

chapter, it is found that higher discharge capacities of the first and the twentieth

cycle can be achieved using dopant of a moderate to lower range electronegativity

value (1.4 ∼ 1.8). The average electronegativity of this value is close to 1.6 which

is 0.1 higher than the manganese elements. This suggests that the dopant will es-

tablish bonds with more covalent characters with surrounding oxygen atoms than

manganese atoms do. Dopants such as vanadium or chromium could be useful for

improving the discharging performance of spinel cathodes according to this corre-

lation. In Chapter 6, negative correlations between the dopant’s electronegativity

value and the discharge performance are obtained, indicating that more ionic bonds

within the material structure are better in terms of promoting greater discharge ca-

pacities. Similarly, the last results chapter has indicated that having a greater av-
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erage electronegativity of the based metal and the dopant atom can lead to higher

discharge capacities at both the initial and the twentieth cycle. This is because an in-

crease in the weighted metals’ elements electronegativity in the olivine system can

lead to the formation of more covalent bonds with the surrounding P and O atoms.

The covalent bonding characters will make the M-P bonds become longer to push

further the PO4 tetrahedra groups. This will eventually reduce the [010] diffusion

path for Li-ions to travel through, promoting the efficient transfer of the Li-ions and

hence leading to a higher discharge capacity [326].

The material composition determines the chemical environment within the

cathode material which influence the structural physical and electrochemical prop-

erties directly and hence the respective discharging performance. The ratio of

dopant in the material formula is one of the commonly discussed issues in mate-

rial research as an increased amount will significantly affect the material intrinsic

structure and lead to unwanted change to the discharge performance. In the case of

doping electrochemical inactive dopants such as titanium would greatly reduce the

rate of the electrochemical reactions during charge/discharge performance. Dur-

ing the investigation of the dopant ratio on the electrochemical performance of the

NCM materials, it is found that a lower amount of dopant is preferred as it would

lead to an increase in the discharge capacities of the initial and the 50th cycle. This

could be understood as such that a larger amount of dopant would greatly alter the

intrinsic properties of the NCM cathodes and hence would restrict the rate of Li-

ion transfer during the charge/discharge process. Similarly, for the carbon-coated

olivine cathode materials, a lower dopant ratio can lead to an increase in the initial

and the 20th cycle discharge capacities. This is thought to be reasonable since a

high content of dopant would increase the likelihood of blocking the [010] diffu-

sion path and constrain the kinetics of Li-ion diffusion within the olivine system.

Overall, over-doping is undesirable as it would greatly reduce the discharge capac-

ities of the cathode materials at both the initial and the higher cycle in general. The

underlying reason could be that over-doping would largely replace the electrochem-

ically active atoms within the structure of the material and hence lower the rate of
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electrochemical reactions during the charging/discharging process.

In Chapter 7, Carbon coating content was introduced as new covariate as the

material system requires the application of it to boost the ionic conductivities. On

the other hand, the selection of the optimal amount of carbon coating content for

reaching the best discharge performance is very difficult. Thick carbon coating

would also greatly inhibit the Li-ion from penetrating the cathode and lead to the

lower capacity performance of the whole cathode material. In addition, a smaller

amount of carbon coating would not enhance the Li-ion conductivity enough to

boost up the overall discharge performance. The results of the variable importance

study revealed that a higher carbon coating content would lead to higher discharge

capacities at the first and the twentieth cycle. This could be because higher carbon

coating content would lead to a great boost in the ionic conductivity of the materials.

However, this still requires further investigations on the upper limit carbon coating

amount for reaching the best discharging capacity before it gets deteriorated.

8.6 Future Work
This thesis lays a solid foundation in using machine learning techniques to investi-

gate the doping effects on the discharge capacities of three classes of cathode mate-

rial for lithium-ion batteries. This section summarises some valuable prospects that

could be further investigated as additional future work of this thesis:

• In response to the potential overfitting issue caused by small datasets and

a large number of covariates, dimension reduction techniques can be applied

before training the ML model. For instance, the principal component analysis

is a useful method that selects the principal component based on covariates’

relevance to the final response variable [337]. The use of such a technique

will greatly eliminate irrelevant covariates, reduce computational cost whilst

maintaining useful information and most importantly, reducing the overfitting

effects. Another similar dimensionality reduction approach is linear discrim-

inate analysis (LCA), which has also demonstrated great help in reducing

dimensionalities of variable space whilst improving the prediction power of
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ML models [338]. These techniques can be applied to all of the datasets used

in the aforementioned results chapters, particularly for chapter 7, where there

are only 34 sets of data with the presence of 17 covariates.

• The prediction power of the artificial neural network has shown to be very

poor in Chapter 5 and Chapter 6 and this is partially due to the models be-

ing overly parameterised. As a method to improve it, the L2 regularisation

method introduced in subsection 4.7.2 can be used to regulate the weights

of hidden neurons to improve the model prediction power. This technique

works by shrinking the weights of neurons that do not contribute much to-

wards the prediction to avoid the addition of noise to the neural network

model [339, 340]. This would not only greatly improve the learning speed

of the neural network model, but also helps to reduce the likelihood of the

model being overfitted to the dataset. However, implementation of such a

technique requires optimisation of the lambda value (controls the strength of

regularisation), which involves a higher computational cost. As a potential

approach to reduce this long computing time, an early-stopping technique

can be used in parallel with the regularisation method. The early-stopping

technique involves reducing the length of the training process and has shown

improvements in model prediction power [341, 342, 343].

• The Bayesian ridge regression algorithm has demonstrated great prediction

power for the initial and the twentieth cycle of the discharge capacity for

the carbon-coated and doped olivine cathode. This technique could also be

investigated for its prediction power over the dataset of other different cathode

systems.

• New covariates could be introduced towards the future model construction to

boost up prediction power. The valence number of manganese ions in doped

spinel cathode material can be calculated and used as an additional descrip-

tor, as it is an indication of the manganese dissolution reaction in the spinel

system. In addition, it has been reported during the synthesis of NCM materi-
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als, some synthesis parameters such as temperature used for sintering or cal-

cinating could influence both the materials morphologies, surface chemistry

between electrode and electrolyte (oxygen loss) and hence, the respective dis-

charge capacities [344, 345, 346, 347]. However, this correlation has not yet

been investigated quantitatively in the literature, which leaves room for fu-

ture exploitation. Similarly, despite the effects of material properties such

as particle size and size distribution being discussed to be influential for the

materials’ electrochemical performance. there are still difficulties remaining

such as identification of the most suitable particle size to reach the best cyclic

performance. One could potentially implement the power of a convolutional

neural network to investigate the linkage between the Scanning Electron Mi-

croscopy (SEM) images of the cathode material surface and their respective

discharge performance. After identifying the best particle size and particle

distribution for reaching higher performance, one could use 3D printing tech-

niques to print out the cathode material with the desirable microstructure that

leads to high discharge capacities.

• The lack of agreed experimental reporting standards is one of the major

causes for the relatively small datasets used in this thesis. This problem could

be potentially solved by integrating this machine learning project with some

experimental work on the side. In such a way, experimentalists could consis-

tently control the experimental conditions such as to standardise the chemical

usage and cyclic performance conditions across all experiments. In this re-

gard, a large amount of high-quality data can be produced and made available

for later ML training. Further utilisation of such detailed experimental data

could be to find the linkage between synthesis parameters and properties of

the final cathode materials. These models could be applied consecutively to

the models built from this thesis to identify the desirable synthesis parameters

that would lead to great discharge capacities, and in general help to streamline

the whole process of material discovery.

• The application of reverse engineering has shown great promise in identifying
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new cathode materials with desired properties. This process involves gener-

ating a new dataset of covariates within the chemically intuitive value ranges

and fed back into the ML models to predict their discharge capacities. After

identifying the new cathode structure with desirable dopant and the relative

amount, one can perform density-functional-theory calculations to assess the

stability of the structure and select the most stable one to perform the addi-

tional experimental synthesis. This approach will help to save a lot of time

and money from conducting trial-and-error experiments that may not lead to

the discovery of new materials of the desired property.



Appendix A

List of Supplementary Figures

This section includes the optimisation graphs generated during the computa-

tion of the ridge regression and LASSO regression models for the prediction of

the initial and the 20th cycle discharge capacities of the doped spinel cathode

materials(LiMxMn2−xO4). The software used for generating these graphs are from

a R package named ”glmnet”.
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Figure A.1: The training and testing errors versus the variations of lambda values com-
puted by the Ridge model for the prediction of initial discharge capacity (IC)
of doped LiMn2O4 cathodes. The dotted line indicates the optimal lambda
value used in the model.
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Figure A.2: The computed mean squared error with the change in the lambda values (in
logarithmic scale with the base of 2) computed by the ridge regression model
for the prediction of initial discharge capacity (IC) of doped LiMn2O4 cath-
odes. The red indicates the averaged validation error across the ten-folds and
the dotted line indicate the optimal lambda values.
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Figure A.3: The changes in the coefficients of covariates variable (labelled by numbers)
against the fraction of the deviance explained by the ridge regression model for
the prediction of initial discharge capacity (IC) of doped LiMn2O4 cathodes.
The model complexity increases from left to right.
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Figure A.4: The changes in the coefficients of covariates variable (labelled by numbers)
against the change in the lambda values (in logarithmic scale with the base
of 2) computed by the ridge regression models for the prediction of initial
discharge capacity (IC) of doped LiMn2O4 cathodes.
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Figure A.5: The training and testing errors versus the variations of lambda values computed
by the Ridge model for the prediction of 20th cycle end discharge capacity (EC)
of doped LiMn2O4 cathodes. The dotted line indicates the optimal lambda
value used in the model.
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Figure A.6: The computed mean squared error with the change in the lambda values (in
logarithmic scale with the base of 2) computed by the ridge regression model
for the prediction of 20th cycle end discharge capacity (EC) of doped LiMn2O4
cathodes. The red indicates the averaged validation error across the ten-folds
and the dotted line indicate the optimal lambda values.
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Figure A.7: The changes in the coefficients of covariates variable (labelled by numbers)
against the fraction of the deviance explained by the ridge regression model
for the prediction of 20th cycle end discharge capacity (EC) of doped LiMn2O4
cathodes. The model complexity increases from left to right.
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Figure A.8: The changes in the coefficients of covariates variable (labelled by numbers)
against the change in the lambda values (in logarithmic scale with the base of
2) computed by the ridge regression models for the prediction of 20th cycle
end discharge capacity (EC) of doped LiMn2O4 cathodes.



269

−3 −2 −1 0 1

0
5

10
15

20
25

30

RMSE against the log2(lambda) computed by the LR−IC

log2(λ)

R
M

S
E

 (
m

A
h/

g)

Training Error

Test Error

Figure A.9: The training and testing errors versus the variations of lambda values computed
by the LASSO model for the prediction of initial discharge capacity (IC) of
doped LiMn2O4 cathodes. The dotted line indicates the optimal lambda value
used in the model.



270

−3 −2 −1 0 1

25
0

30
0

35
0

log2(λ)

M
ea

n 
S

qu
ar

ed
 E

rr
or

 (
m

A
h/

g)

5 5 5 5 5 5 4 4 4 4 4 4 4 4 3 3 3 3 3 3 3 3 3 3 3 3 3 3 2 2 2 2 2 2 2 0

Figure A.10: The computed mean squared error with the change in the lambda values (in
logarithmic scale with the base of 2) computed by the LASSO regression
model for the prediction of initial discharge capacity (IC) of doped LiMn2O4
cathodes. The red indicates the averaged validation error across the ten-folds
and the dotted line indicate the optimal lambda values.
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Figure A.11: The changes in the coefficients of covariates variable (labelled by numbers)
against the fraction of the deviance explained by the LASSO regression model
for for the prediction of initial discharge capacity (IC) of doped LiMn2O4
cathodes. The model complexity increases from left to right.
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Figure A.12: The changes in the coefficients of covariates variable (labelled by numbers)
against the change in the lambda values (in logarithmic scale with the base of
2) computed by the LASSO regression models for for the prediction of initial
discharge capacity (IC) of doped LiMn2O4 cathodes.



273

−2 −1 0 1

0
5

10
15

20
25

30

RMSE against the log2(lambda) computed by the LR−EC

log2(λ)

R
M

S
E

 (
m

A
h/

g)

Training Error

Test Error

Figure A.13: The training and testing errors versus the variations of lambda values com-
puted by the LASSO model for the prediction of 20th cycle end discharge
capacity (EC) doped LiMn2O4 cathodes. The dotted line indicates the opti-
mal lambda value used in the model.
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Figure A.14: The computed mean squared error with the change in the lambda values (in
logarithmic scale with the base of 2) computed by the LASSO regression
model for the prediction of 20th cycle end discharge capacity (EC) doped
LiMn2O4 cathodes. The red indicates the averaged validation error across the
ten-folds and the dotted line indicate the optimal lambda values.
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Figure A.15: The changes in the coefficients of covariates variable (labelled by numbers)
against the fraction of the deviance explained by the LASSO regression model
for the prediction of 20th cycle end discharge capacity (EC) doped LiMn2O4
cathodes. The model complexity increases from left to right.
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Figure A.16: The changes in the coefficients of covariates variable (labelled by numbers)
against the change in the lambda values (in logarithmic scale with the base
of 2) computed by the LASSO regression models for the prediction of 20th

cycle end discharge capacity (EC) doped LiMn2O4 cathodes.

Figure A.17: Capture of the pen license agreement on the use of materials for constructing
the Chapter 3 in this thesis, with the Publisher, John Wiley and Sons.
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Figure A.18: Capture of the pen license agreement on the use of materials for constructing
the Chapter 4 in this thesis, with the Publisher, American Chemical Science.



Appendix B

List of Supplementary Tables

Table B.1: The dielectric constants of various compounds are used in the electrolyte mix-
ture for lithium-ion batteries applications. Adapted with permission from [31].

Compound Dielectric Constant (25◦)
Ethyl Carbonate (EC) 95.3

Dimethyl Carbonates (DMC) 3.12
Diethyl Carbonates (DEC) 2.82
Propylene carbonate (PC) 65.5

Ethyl Methyl Cabornates (EMC) 2.4
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