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Abstract

A thermodynamically consistent phase-field model is introduced for simulating mo-
tion and shape transformation of vesicles under flow conditions. In particular, a general
slip boundary condition is used to describe the interaction between vesicles and the wall
of the fluid domain. A second-order accurate in both space and time C? finite element
method is proposed to solve the model governing equations. Various numerical tests
confirm the convergence, energy stability, and conservation of mass and surface area
of cells of the proposed scheme. Vesicles with different mechanical properties are also
used to explain the pathological risk for patients with sickle cell disease.

Keywords— Vesicle; Local inextensibility; Energy stable scheme; Narrow channel.

1 Introduction

Studying dynamic motion and shape transformation of biological cells is always a point of interest
in cell biology, because the shapes of the cells usually relate to their function. For example, many
blood-related diseases are known to be associated with alterations in the geometry and membrane
properties of red blood cells [64]. Red blood cells in diabetes or sepsis patients exhibit impaired
cell deformability [22, 50]. During blood clot formation, an indicator of platelet activation is its
shape change by forming filopodia and lamellipodia. Notably, platelets shape changes facilitate
their adhesion to the site of vascular injury and cohesion with other platelets or erythrocytes [62,
2].
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In in silico study, it is vitally important to establish a proper model [41, 8, 15, 46| of cell
membranes for analyzing the dynamical shape transformation of cells in addition to modeling intra-
cellular and extracellular fluids. Various mathematical models were introduced for predicting cell
morphology and function. Dissipative particle dynamics (DPD) [39] models of red blood cell were
developed in [49, 39, 48|, and were used to study effects of red blood cells on platelet aggregation
[49]. Models based on interface tracking or capturing such as level set method [70, 69, 58] were also
developed [7, 35, 31, 30| to take into consideration the fluid-cell-structure interaction. In numerical
treatment, various methods such as immersed boundary method [36, 60, 47, 65, 68|, immersed in-
terface method [32, 37|, and fictitious domain method [30] using finite difference or finite element
formulation have been introduced to solve governing equations of these models.

Recently the phase-field approach has become one of the popular choices for modeling compli-
cated evolution of various structures presented in biological problems [19, 8, 41] as well as problems
in other scientific disciplines [40, 13, 66, 71|. The phase-field method considers the material interface
as a diffuse layer instead of a sharp discontinuity. This regularization can be rigorously formulated
through a variational process. The main advantages of the phase-field method are twofolds. The
phase-field order parameter identifying the diffuse interface is treated as an additional primary un-
known of the problem to be solved on the whole domain. Consequently, interface transformations
are predicted without the necessity of a remeshing algorithm to treat the evolution of the interface.
The physics mediating the interface dynamics can be easily incorporated into the phase-field models.

Lots of phase-field type vesicle models have been introduced lately 33, 79, 42, 17, 14, 18, 6, 80, 9,
67] . Mechanical properties of the vesicle membrane such as bending stiffness and inextensibility can
be modeled rigorously by the phase-field theory [17, 15, 16, 19] to establish a more comprehensive
model. For instance, the bending energy F.j,st:c of bending resistance of the lipid bilayer membrane
I in the isotropic case (neglecting the proteins and channels on the membrane) given in the form
of the Helfrich bending energy

Eelastz'c = ﬁHQdS ) (1)
2
r

can be approximated by a modified elastic energy defined on the whole domain in the phase-field
formulation [12, 18, 15, 16]. Here k is the bending modulus and H is the mean curvature of the
membrane. Constraints conserving cell mass and ensuring global inextensibility of cell membrane are
frequently introduced into vesicle models to keep the mass and surface area of the vesicle constant
[19, 1].

The focus of this paper is to model flowing vesicles interacting with the domain boundaries which
mimics scenarios such as red blood cells passing a narrowed blood vessel. This involves considering
a moving contact line problem. The first goal of this paper thus is to derive a thermodynamically
consistent phase-field model for vesicles’ motion and shape transformation in a closed spatial domain
by using an energy variational method [61, 72, 74, 27|. All the physics taken into consideration are
introduced through definitions of energy functionals and dissipation functional, together with the
kinematic assumptions of laws of conservation. Besides the energy and dissipation terms defined
on the bulk region of the domain, terms accounting for boundary effects are also added to the
functionals. Then performing variation of these functionals yields an Allen-Cahn-Navier-Stokes
(ACNS) system [67] with Allen-Cahn general Navier boundary conditions (GNBC) [52]. This is
in contrast to most previous works [15, 16, 9] in which dynamic boundary condition was rarely
derived during the course of model derivation. Dirichlet or Neumann type conditions were simply



added to these models at the end to close the governing equations [1, 19, 18]. Moreover, in our
model derivation, the incompressibility of the fluid, the local and global inextensibility of the vesicle
membrane and the conservation of vesicle mass are taken into account by introducing two Lagrangian
multipliers, hydrostatic pressure p and surface pressure A [47] and penalty terms, respectively.

The second goal of this paper is to propose an efficient and accurate numerical scheme for solving
the obtained fourth-order nonlinear coupled partial differential equation (PDE) system. Over the
past decades, a lot of schemes have been developed for Allen-Cahn- or Cahn-Hilliard-Navier-Stokes
systems [8, 11, 76, 13, 10, 28, 78, 77]. As for systems such as vesicle models introduced in the
current and other works which are more sophisticated than Allen-Cahn- or Cahn-Hilliard-Navier-
Stokes systems, backward Euler time discretization method is frequently used [1, 15, 24, 23| leading
to a first-order accurate scheme. Later on, decoupled energy stable schemes are proposal by Chen
& Yang in [9], and Francisco & Giordano [25] by introducing explicit, convective velocities. In the
current work, an efficient, energy-law preserving (thus energy stable) and second-order accurate C°
finite element (FE) scheme is proposed to solve the obtained vesicle system using ideas introduced
in [28]. The key idea of this scheme is to utilize the mid-point method in time discretizaiton to
ensure the accuracy in time, and the form of the law of the discrete energy dissipation is same as
that of the continuous model. In order to properly treat the term related to inextensibility of the
membrane, a relaxation term of local inextensibility as in [1] is introduced. The numerical study
of convergence confirms the proposed scheme is second-order convergence in both time and space.
Furthermore vesicle deformation simulations illustrate it is energy stable, and numerically conserves
mass and surface area of vesicles.

The introduction of the GNBC in this work makes it possible to study the more complicated
fluid-structure interaction problems. In this paper, the developed model is applied to studying
vesicles passing narrow channels. The results confirm that the more rounded the vesicles (smaller
surface-volume ratio) are, the more likely the vesicles form lockage when they pass through narrow
channels. It is also worth noting that it is critical to include the local inextensibility of the vesicle
membrane in the model when studying this type of problems. Without the local inextensibility, the
vesicle membrane can be falsely stretched or compressed. Lastly, although membrane structures of
vesicles and blood cells are quite different, a blood cell in many studies can be treated as an elastic
capsule with bending rigidity, in which the membrane is impenetrable to both interior and exterior
fluids. Therefore our model developed for vesicles can be readily applied for studying a vast body
of blood cells related problems [44].

The rest of paper is organized as follows. Section 2 of the paper begins with introducing basic
dynamical assumptions that have been used in many papers [19, 51|, and is devoted to model
derivation. Dimensionless model governing equations and the energy decaying law of the model are
presented in Section 3. In Section 4, the numerical scheme solving the proposed model is developed,
and its energy law is given. Numerical simulation results are described in Section 5 to confirm the
energy law of the numerical scheme and the feasibility of our model. A case study of vesicle passing
through a narrow channel is shown, which is to simulate the motion of red blood cells in blood
vessel. Conclusions are drawn in Section 6.



2 Model Derivation

Derivation of the model for simulating a flowing vesicle deforming in a channel filled with extracel-
lular fluid is presented in this section. The phase-field label function ¢ is introduced to track the
motion of the vesicle, where ¢(x) = +1 denotes the intracellular and extracellular space, and ¢ =0
is the vesicle membrane or interface.

The model is derived using an energy variational method [61]. It begins with defining two
functionals, namely, the total energy and dissipation of the system, and introducing the kinematic
equations based on physical laws of conservation. The specific forms of the fluxes and stresses in
the kinematic equations are obtained by taking the time derivative of the total energetic functional
and comparing with the defined dissipation functional. More details of this method can be found
in [61, 74].

In what follows, we detail steps of using this method to derive the model. We first make the
following assumptions about mass and momentum conservation of the mixture of extracellular fluid
and vesicle and the interface inextensibility, and assume that the dynamics of the phase field function
¢ follows an L? gradient flow:

% +V - (ug) =gy ,
V-u=0,
dy(P:Vu)=0.

with forms of flux ¢4, stress o, and body force density Fy to be determined. Here p and u are the
density and velocity of the mixture, respectively. The first equation is the Allen-Cahn type equation
to track the interface. The second equation is the conservation of momentum. The third equation
accounts for the fluid incompressibility (or mass conservation).

The last equation is related to the local inextensibility of the vesicle membrane which prevents
from stretching on any point of the vesicle membrane surface [5]. In the sharp interface model, the
local inextensibility (or mass conservation on the interface) is represented by Vr - u = 0 defined on
the interface I' [42, 44]. This equation is equivalent to P : Vu = 0 where the projection operator P
is defined to be (I — n,, ® n,,), and n,, = % is the unit outward normal vector of the interface
when it is defined as an implicit surface by the level function. In the phase-field formulation, the
interface is modelled as a diffuse layer. This is different from the sharp interface concept. For
computational convenience using phase-field formulation, this local inextensibility constraint on the
interface I' is extended to the domain €2 by multiplying with a scalar function

1
0y =57 IVel*, (3)

where V¢ is nonzero only in the diffuse interface layer, and  is related to the thickness of the
diffuse interface layer.
On the wall boundary 0€2,, of the domain, the following boundary conditions are assumed

u-n=20,

uT'Ti:fTi?

¢=9% tu Vrp=Jr, (4)
f
0

n

0,
=0,

> |l



where an Allen-Cahn type boundary condition is employed for ¢, u; = u— (u-n)n is the fluid slip
velocity with respect to the wall, 73,7 = 1,2 are the tangential directions on the wall surface (2D),
and Vr = V —n(n - V) is the surface gradient operator on the boundary 9€),,. Here the subscript
I" refers to 0§, and n is its unit outward normal. The meaning of equation f = 0 will be explicit
after definition of the interface curvature (see Eq. (8)). A, 9, A, Jr are not defined.

The rest part of this section is devoted to deriving the exact forms of ¢4, o), Fy and Jr using the
energy variational method [61, 74]. By following the works in [67, 17|, the total energy functional
Eiota; of a cell- (or vesicle-) fluid system is defined to be the sum of the kinetic energy El;y,, the cell
membrane energy F..; and the specific wall energy E,, due to the cell-wall interaction

Etotal = Ekzn + Ecell + Ew . (5)
—~— ——
Macroscale Microscale

The kinetic energy accounts for the transport of the cell-fluid mixture, and is defined as:

Buin = [ (;muﬁ) i | (6)

where p is the macroscale density of the mixture, and is assumed to be equal to a constant pg in
this work (matched density case).

The cell energy E..; is defined to be the sum of the bending energy Ejpe,qging and two penalty
terms in order to preserve the total volume and surface area of the cell,

M, (V(¢) = V() | M (S(¢) — S(0))?

Ece = K en — ) 7
1 bend 1 5 V(do) + 5 S(0) (7)
where V(¢) = [, ¢dx is the volume difference of the cell-fluid system and the value of S(¢) =
fQ @da} is used to measure the surface area of the cell. M, and M, are cell volume and surface

area constraint coefficients, respectively.

If the cell membrane is assumed to be isotropic and only composed of lipid bilayer, the bending
energy of the bending resistance of the cell membrane can be modeled by the Helfrich bending
energy [17]. If we let G(¢) = [, 72'2‘1)‘2 + (17552)2 dx be the free energy of the membrane surface,
the curvature of membrane can be calculated as

0G
f(@) == 36 —7*A¢ + (¢° - 1)¢ . (8)
Then the Helfrich bending energy can be regularized as follows
ip | f(9)]°
E end — o | T ;
bend /Q 2 |~ € (9)

where A p is the bending modulus.
In order to account for the interaction between vesicle and the channel wall 0f),,, when the
vesicle passes through the fluid flow channel, the wall free energy E,, is introduced

Ew - fw((b)ds ) (10)
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where f,, is the vesicle-wall interaction energy density. Here we borrow the idea introduced in
moving contact lines models [53, 51| to account for hydrophobic or hydrophilic property of the
channel wall

ful@) = —Zsin (@”) cos(6) (11)

with the static contact angle 65 [56, 55]. When 6, is an acute angle, it means there is adhesion force
between vesicles and walls. The term sin(%”) is a smooth interpolation between £7.

The chemical potential i is obtained by taking the variation of Fyyx = Erin + Feeyp With respect
to ¢,

0EBvur kB
pr— = —— v
56 v 9(¢) + M

where g(¢) = —v’Af + (3¢ — 1) f(¢).

It is assumed in the present work that dissipation of the system energy is due to fluid viscosity,
friction on the wall, and interfacial mixing due to diffuse interface representation. Accordingly, the
total dissipation functional A is defined as follows

V() = V(o) | M S(¢) — S(o)

V(d0) Y Sy @) (12)

1
A = /277|Dn|2da:+/ L |q¢|2da:+/ ﬂs\u.,-|2ds+/ el Jr2ds (13)
Q oMo 0 EIo

where the first term is the macroscopic dissipation induced by the fluid viscosity with D,, = %[Vu—i—
(Vu)T], the second term is the microscopic dissipation induced by the diffuse interface, the third
term is the boundary friction dissipation, and the last term is the dissipation induced by the diffuse
interface contacting the wall.

By taking the time derivative of the total energy functional (5), it is obtained that

dFE;otal d d d
= —Fun E. FE. 14
i ai ki +dt ll+d (14)
= L+DLb+13. (15)

This leads to

L =

d/ pluf
d
10 P uf?
/1p %dx +/ uda:—/(pu-Vu)-uda:
2 Ot Par 0
1 p du lul?
/28 ul’dx +/pdt udm+/QV(pu) dr
/V oy) ud:c+/F¢~ud:B+/A&,P:Vudm—/pI:Vudm
Q Q Q

= ((oy +pI): Vu)dx —i—/ F,-udr — / V- (X6, P) - udz
Q Q Q



—i—/ ((y + A6yP) -n) - u.dS , (16)
0w

where p and A are introduced as Lagrange multipliers accounting for fluid incompressiblity and local

inextensibility of the cell membrane, respectively. d, is defined in Eq. (3). The velocity boundary

conditions in (4) and integration by parts are utilized in the above derivation from step 4 to step 6.
Using the first equation in Eq. set (2), and the definitions of g(¢) and f(¢) give rise to

_d mB @2 d (M, (V() = V(¢0)® M, (S(¢) — S(¢))*
I, = i - dzc+d ( (¢0) + 5 S(CZ)O)
_ ’LBiflf Vi(g) = Vigo) 0¢ S(¢) — S(po) 0S(¢)
B /9772875(1 +M/ d>o ot +M/Q S(o) o @
_ [EB S (_ 09 2 1,00
- [ ( ”A<at>+(3¢ ”6t>d“’
V(¢) — Vi(go) 0
+My / ¢0) ot o™
+M/ ( 7( Ve - vg‘f + (¢ — 1)¢g‘f> x
- [ 2Af+<3¢2—1>f)‘§fdaz
V() = Vigo) 0¢
—I—M/ ¢0 atda:
+M/ %S) %0) 1 7( VA¢ + (¢* — 1)) %dw
kg, 00 S(¢) — S(¢o) , 00
/mw fp, 0 <n¢>ds+/m 20,155+ v, [ SOZEN) 15,0504,

= / Y da: - /le I%—Bfg(an(b)ds

fp, 00 S(6) = Sle0) 5 20,
+/3Q nf d3+M/ ((250) n¢

= /,uq¢dac—/,uu-v¢da:
Q

+/ s nfa¢d + M, a¢
Oy

S(¢) — S(¢o)
PO S(¢o)

Here the second and third equations in the boundary conditions (4) and integration by parts are
used in step 4 in the above derivation.
For I3 in Eq. (14), it is easy to see that

1Ot (17)

Ofw 0
pu— 1
13 /39 8¢ ot —ds . ( 8)
Combining Eqgs. (16) to (18) yields
d
%Etotal = — / (o + pI) : Vu)dx + / (Fp —uVeo —V - (A,P)) - udx +/ pgpde
Q Q Q
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.00
+/8Qw((0'n + A0,P) -n) - urds+ /BQS L(qﬁ)ads

= —/((m7 +pl): Vu)dx + / (Fp —uVeo —V - (A4P)) - udx +/ pgpde
Q Q Q
+/ ((oy + A5, P) - n) - u,ds + / L(¢)(—u - V¢ + Jr)ds
0y 0Qs

= —/((0n+pI):Vu)d:c+/(F¢—W¢—v.(mﬂ>))-udx+/uq¢dm
Q Q Q

—1—/ ((y + A0,P) -0 — L(¢)Vr¢) - urds + / L(¢)Jrds
O 1o}

Qu
(19)
- kB S5(¢) — S(¢o) 0 fu
where L(¢) = —0nf + Ms————2~0,¢ + ——.
0= S 1t 9
Using the energy dissipation law % = —A |72, 20|, and the definition of the dissipation
functional (13), it is obtained that
o, =2nD, —pl , in Q ,
qp = —Myp , in Q ,
Fo=uVo+V-(A,P), in Q, (20)
Jr=—kp'L(9) , on 0y, ,

Ur;, = Bs_l(_(n' (on + A6, P) - 7) + ﬁ(@angb) , 1=1,2, on 0, .

Here constant My is called the mobility (a phenomenological parameter), £ is the boundary mo-
bility (a phenomenological parameter) and [, is the wall friction coefficient.
To this end, the proposed phase-field model is composed of the following equations

5+ Vo (u0) = —Mp
= %g(¢) + M, V(¢‘;(*¢‘g§¢o) + 1\’/55 S(d’;(*(;gfﬁo)f(gb) ’
9(d) = —*Af + (3¢ — 1) f(9),
f(9) = —*A¢+ (¢* — )¢ , (21)
p(G7 + (u-V)u) + Vp =V - (21Dy) + uVe + V- (A6, P) .
V-u=0,
[ 04(P:Vu) =0,
with the boundary conditions
un=20,
—Bstir, = (- (0 + X5, P) - Ti) — L($)0r ¢ , i = 1,2,
f=0,

ar (5 +u- Vo) = ~L(9),
L(¢) = 20, f + M, 220Ny, 6 4 O
O\ =0




3 Dimentionless Model Governing Equations and Energy
Dissipation Law

If the viscosity, length, velocity, time, bulk and boundary chemical potentials in Eqgs. (21)-(22) are
scaled by their corresponding characteristic values ng, L, U, L 77°U and noU, respectively, Egs. (21)-
(22) can be rewritten as

Re(22 + (u-V)u) + VP =V (29D) + uVeé + V- (A6P) , in Q,
V.ou=0, in Q
%‘f—l—qub:—M,u, in Q,
(V(4)—V(¢0)) (S(¢)—S(¢0)) : (23)
1= rpg(¢) + My W‘FM =S (@), in Q,
f(9) = —eAo+ T, g(9) = —Af + 5B~ Df(0), Q.
[ 6e(P:Vu) =0, in Q,
with the boundary conditions
Ko+ L(¢) =0, on Y, ,
L(¢) = konf + GMSS( L S§¢>0 Ond + vy Ugg , on 08y, ,
17y, = T3 (20D, + A6P) - — L(¢)dr,é , i =1,2, on 0, , (24)
f=0, on 98y, ,
OpA =0, on 0%, ,

where V(¢) = / pdx, S(p) = / E|V¢\2 + i(5252 —1)%dz and §. = 3€2|V¢[2. The dimensionless
Q

constants appeared in Eqgs. (23)-(24) are given by € ; L%, Re = pon[éL, M = Mgno, kg = Lfﬁ%,
HB — 0 — —_
b I7f7 we ldeﬁngstLI;eaéuobolgx[f] ;p/:lces as77 fgfljvr\fl: M= e
W3 = (Wis)?, (25)
Wh3(Q) = {u = (ug,uy)" € W u-n =0, on 09,7}, (26)
W, = WH3(Q) x WH3(Q) x WH3(Q) x WH3/2(Q) x WH3/2(Q) x W3(Q), (27)

and norms | f[| = ([, ]f]de)% and || f|lw = (f(m |f|2ds) be the L2 norm defined in the domain

and on the domain boundary respectively, then the system (23)-(24) satisfies the following energy
law.

Theorem 3.1. If (¢, f, u, A\, P, u) € W, are smooth solutions of the above system (23)-(24),
then the following energy law is satisfied:

d _d

%gtotal dt (gk:zn + gcell + & )



= —2[n'/*Dy || = M]lu]® - /<6H<z5H2 L (28)

1 (V(¢) = V(o))
h = Ck; wy Ckin = d cell =™ o d
wnere gtotal gkzn :‘ gcell +& gk 2 / |11| T, & i = / |f| T + M 2V(¢0) +
(5(¢) — S(d0))
M and Ep=0y, fuwds.
25(¢o) o
Proof: Multiplying the first equation in Eq. (23) with u and integration by parts yield
igkm = —/ 2n|D,|*dx +/ (o -m)-urds+ / uVe - udx — / AP : Vudzx
dt Q 9% Q Q
+/ (A0eP - m) - u,ds
O
= —/ 2n| Dy *dx — / AP : Vudzx — z;l/ lu,|?ds
Q Q O
+/ L(¢)0-¢ - urds + / uVe-ude , (29)
0w Q
where the slip boundary condition in Eq. (24) is applied.
Taking the inner product of the third equation in Eq. (23) with p results in
99 _ 2
pde + [ u-Voude =—-M | |p|*dz . (30)
o Ot Q 0
Multiplying the fourth equation in Eq. (23) with % and integration by part give rise to
5¢> (V(¢) = V(¢o))? S(¢) — S(¢o) / o¢
—dx = —dx + — v s —d
igpie = na [ agpde g (MG ) SERE [
1 [J0)
= Z(—Ad+ (¢ — - ) f—
o [ 15 (<80t 56 o) do—ns [ 0,150
d (V(g) — V(¢o))2> d ((S(¢) - 5(¢o))2>
+7 Mv + MS 5,
dt < V(o) dt 25(¢o)
(¢) — (@f?o)) / o¢
— M ( €Onp—ds
o) P ot
_ \fl2 d (V(¢) = V(0))?
= il [ o)+ ()
S(¢) — S(¢0))? > / 99 d /
+Ms— — L(¢p)—=ds + qp— wds
< 25(¢o) P (@) ot dt Jagq,, /
d 0¢
= Gt - [ 15, (1)
where the definitions of f(¢), g(¢) and the boundary conditions of ¢ and f are utilized.
Multiplying the last equations with A and integration by parts leads to
/()\5677) : Vude =0 . (32)
Q

Finally, the energy dissipation law (28) is obtained by combining Egs. (29), (30), (31) and (32).

10



4 Numerical Scheme and Discrete Energy law

4.1 Time-discrete primitive method

The numerical scheme for solving Eqgs. (23)-(24) uses the mid-point method for temporal discretiza-
tion. Let At denote the time step size, ()"*! and ()" denote the value of the variables at times

(n + 1)At and nAt, respectively. The semi-discrete in time equations are as follows:

F ATV 4 LY (WP
V.ou'tz =0,

¢n+it—¢" + (un+% . v)d)nJr% — _MMnJr% 7

gnt3

1 nJrl _
e = kpg(¢nth, on) 4+ M, WSO 4 o B

Fr = —eAG"E 4+ L((¢7F2)2 — 1)gnt s

§€2v . (<¢n)2v)\n+§) + 6P : vun-l—% =0,

The numerical boundary conditions can be written as:

( H(j)n %:—LnJr% ,
n+1_ rn
LTL+2 _ HBa fTL-‘rQ +M Ma ¢n+2 +aw(];n+l (];% ,

LW = (VA 4 (T )T) 4 A RSP

L - Ln+%an¢n+% ’ Z: 1727
nt3 =0
frii =0,
[ 0,3 =0,

where

F@,67) = —eAFE b (6 + (67 - 26" + 7).
g(¢" !, 0") = (—Af”+é o (@) (67 g~ 1) f”+5> !

un+A1t_un + (un—i—% _v)un-i-% + évpn—‘rl _ év . (nn<vun+% + (vun—i-%)T))

e (Gl

on 0y,
on 0Ny,

on 0Ny,
on 0y,
on 0Ny,

)

in

9

in Q

in Q,

in Q

in

)

in Q.

(33)

(34)

Remark 4.1. Here an extra term feQV-((gb”)ZV/\”JF%) is introduced to extend X to the whole domain
as in [1]. This can be regarded as a relazation for the local inextensibility near the membrane. The
last equation can also be derived directly by the variational method described in Section 2 by adding

an extra dissipation term fQ £2|¢V\|%2dx in the dissipation functional.

The above scheme obeys the following theorem of energy stability.
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Theorem 4.1. If (¢™,u”™, P") are smooth solutions of the above system (33)-(34), then the following
energy law is satisfied:

Eiotat — Elorar = (Ea" + EL + ET) — (Elin + Eleu + E1)
At n+3i n+= n nt+i
" Re < 2| (") 2Dy 72 = MR — €| eg" VAT
1 n+i
S S A @)
K
where 8157215(1[ = gl?m + gcell + gn with gl?zn - %”un”Q gzll = M M”Wm—¢()()¢o))2 T
(S(¢™)—~S(¢0))? n_ n
MSTM() and 5w—Oéw 0 f ds.
The following two lemmas are needed for proving Theorem 4.1.
Lemma 4.2. Let
F(@™1,0") = —eAg™T2 + ((0"T)7 + (¢7)7 = 2)(¢" T + ") - (38)
Then f(¢"TL ¢") satisfies
[ p@ @ = gtyie =5 =5 [ o0t - omds (39)
Oy

where S"T = f G(¢"t)dx, S™ = fﬂ
Proof:

[ r s omer = oty
— /Q (€A¢n+§(¢n+1 _ an) + 4iﬁ(((ﬁn-I—l)Q + (¢n)2 _ 2)(¢n+1 + ¢n)(¢n+1 _ ¢n)> dx
— / 6v¢n+% . V(¢n+1 o ¢n)d$ _ / Ean(anr%(qanrl o ¢n)d8

Q 0w
1 n n n n

[ el =2 - () 26 da
= /Q |:€((v¢n+1)2 . (v¢n)2) + i(((¢n+1)2 o 1)2 o ((¢n)2 _ 1)2):| do

‘/ 0,02 (¢! — ¢")ds

101947%

_/ €Dnd™ 3 (¢ — ¢ ds
Oy

[\)

— Sn—f—l _gqn _/(99 eangbn—l—%(qbn—&-l _¢n)d8 )
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Lemma 4.3. Let

98,67 = ~AFE () (8 + @ 1)
Then g(¢™ Tt ¢™) satisfies
[ sttt = onde = [ S (R = (e - [ aurien -
Q o 2€ 9
where [P = —eA¢" 4 L((¢" )2 = 1)t [ = —eAd™ + L((¢7)* — 1)¢".

Proof:

/Q g(6™+, ") (@ — ") da
— / VY (6 - ¢ da — / D™ (¢ — 7)ds
Q

Oy

1 1
+ [ ST - 0 = (67 - Do)
— / fTH_%A(QZ)n—H o ¢n)dm o anfn—&—%(gbn—&—l o ¢n)d8
Q

0

+/Q E%fn+%(((¢n+1)2 . 1)¢n+1 o ((d)n)? _ 1)(;5”)(193

_ /Qifn+; <(—6A¢n+1 + %((¢n+1)2 _ 1)¢n+1) — (—eAg" + %(((ﬁn)Q _ 1)¢n)> dx

— [ O TE(¢™ — ¢™)ds

0w
— / 2i(fn-‘rl + fn)(fn—I—l _ f”)da: _ anfn+%(¢n+1 _ (an)ds
Q <€ 0
- / 21€<<f”+1> —(M)de— [ B (e - ¢")ds
Oy

¢")ds

Proof of Theorem 4.1: Multiplying the first equation in system (33) by Atu™tz gives

/Vu“+2 o (Vu'tz 4 (Va't2) ) da + /

A
/ A2 P Ve da + Rl A2 (5P n) - un

€ JoQu,

+= / utz g (Va4 (Vut2)T)  n)ds
Re 0y

o

/1((u"+1) (0" d:c+/Atu"+2-((u”+5V)-u"+%)d:c—§

€ Ja

Vst da

41
st

(40)

(41)

1 1
P2V -u"zde

(42)

Multiplying the fourth equation in system (33) by *—Z " and integration by parts lead to
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1 1

Mn+%(¢n+1 - ¢n)dm _ kB ((fn+1)2 _ (fn)Q)dw

Re Jo = Re Jo 2¢
LMy (V@) = Vo) — (V(6") Vo) | M (S(6"1) = S0)® — (S(6") — So)?
Re 2V, Re 250
M, [ S(¢™E) -8

P gt (e — ¢M)ds

b 0 n+i n+l _ n 4
i Dpg" (" —g"ds . (43)

R€ BIO S()

C . . n+5 AL
Multiplying the third equation in system (33) by #—

and integration by parts yield

1 At At
E Qun-i-é(gbn-l—l_(bn)dw_i_Re/QMn—&-;(un—&-% .v)(bn-i-%dx:_'/\/];e /Q(’un-i-é)de ) (44)
el
Multiplying the last equation in system (33) by % and integration by parts give
At 2 At
—/ £ (¢")? \w"% do + =~ / (A"F265P™) : V't ada =0 . (45)
Re QO Re [¢)

The discretized energy dissipation law (37) is obtained by combining Eqs. (42)-(45) and organizing
the terms according to the boundary conditions L(¢) as shown in (34). [

Remark 4.2. The semi-discrete scheme given by Eq. (33) is second-order accurate in time except
for the last equation. It can be changed to be second-order accurate as well by using ¢"t1/2 and
P12 However, this change makes the Newton iteration discussed in next session very complicated.

For simplicity of computer implementation, a first-order accurate treatment for the last equation is
adopted here.

4.2 Fully-discrete C° finite element scheme

The spatial discretization using C° finite element is straight forward. Let € be the domain of
interest with a Lipschitz-continuous boundary 8. Let W* € W, be a finite element space with
respect to the triangulation of the domain Q. The fully discrete scheme for Eqgs. (23)-(24) is to find
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(¢hn+17 Mhn+17 fhn+17 )\hn+17phn+17 uhn+1) S th7 such that fOI' any (wh’ Xhs <h7 @hv dh, Vh) c W}??

( n+l_ n n+l n+i n
fQ(“h 2 (u *2-v>uh*2+,;evph“)‘vhdwz—fm%emz(v T (VT )T))  Vvda

+3 +3 +3
+ fo e Ve, 2 ~v;}dm— o R%AZ 273;;561; vydz
 fpo, gen- (R (Va2 4+ (Va7 £ A EPRS) - vids

1
fQ(V . uZ+2)qhdm =0,

n+1_ n n n 1
Jo(B 2+ (2 )6 ynda = — o, My P
n n n n n+ i V(e
Joy i} xndz = |, (H%w 2R+ -1+ My % (46)
1
Sl y—s n 7 o 1
+M£W(i((¢h“)2 + ()2 = 2)(pp ™ + th))) Xndx
+ Jo "tifh 2 + M 6$v¢"+2) Vxndz

ntg, ntl
— faﬂ HBanfh+2 +M 6—( ((z)hS(éo S(¢O))8n¢h+2)thS )

Jo T2 uda = [ Vo - Vdm + fo 102 = )6} udm — [, cOndy Cnds

— [ (g2 A, 5). VOudx + Jo 0ePp Vuz+5@hdm + Joa, 562((¢;;)2@nAZ+5)@hds =0.

Theorem 4.4. If (¢h”+1,uh”+1,fh”+1,)\h"+1,ph"+1,uh”+1) e W are solutions of the above
system, then the following energy law is satisfied:

n n At n+ n+ n+
EL — ED s = Re( ) DI 2 MU — € eqpArTE?
1 n-}-l
R~ 15 T,fnw) , (47

. ) . Atprt? ntl_n

It is easy to prove this theorem by letting v; = Atuerl,qh = ;’é ,p = %»Xﬁ =
At,uh+1 At)\
@h - Re

and following the process of proving Theorem 4.1.

4.3 Linearization and unique solvability

Note that the energy stable scheme (46) is a coupled nonlinear system. Newton’s method [26] is
used to solve the equations (46). First, the scheme (46) can be written into the following form:

+1 _
Fp =

by relocating all of the constant terms to the right-hand side (RHS) of the equations and the terms
contain unknown variables to the left-hand side (LHS), respectively. For the sake of simplification,
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we let Unthk —

n+1,k 1,k n+1,k n+1,k 1,k
(¢h ) ,u’hn+ P fh ) )‘h ) uhn+ D

,pr"THF) be the solution at time (n -+

1)At in the k'™ iteration of Newton’s method, and the variations be

(5U)n+1,k —

where (J-) stands for the amount of change of the value, (J-)

method can be formally written as:

FrrUmthR) 4 Vynan Fp

The solution is updated by [U2+1,k+1
following theorem for the solvability.

Un+1 k + 5Un+1 k where [Un+1 0 _

((5¢h)n+1,k+1’ (5Nh)n+17k+1, (5fh)n+1,k+1, (5)\h)n+1,k+1’ (6uh)n+1,k+1’ (6ph)n+1,k+1) ,

ntLk — (ntlktl_(ntlE - Newton's

+1 . (6[U)n+1,k — C([Un) )

= U". Then we have the

Theorem 4.5. If the time step At is small enough, then the scheme (46) is uniquely solvable.

Proof: From the last three equations we find ,u"“
With the first and the second equations, P’ "+l can be expressed as

(¢Z+1) fn-i-l f(d)Z—H) )\n-i-l )\(uz-i-l).
P = P(u "+1,¢"+1) Then

the first and the third equations can be solved separately. Applying Newton’s method to the first

three equations, we have their linearized form:

n+1,k—|—1 n+1 k

J—_-( Z—i—l k’ ¢n+1 k) + Vuerl . n+1 kf( n+1, k’ ¢TL+1 k) ( h h ’¢TL+1 Jk+1 ¢n+1 k) 6(48)
Note that u”+1 ML= (y ZH k. ZH M) Multiplying At to (48) yields
I — AtAll AtAlg AtAlg UZ—H k+l
AtAy; I —AtAsy  AtAys oL = ¢ (49)
AtA31 AtAgg I — AtAgg ¢n+1 K+l
where
1,k 1,k 1,k
A = 7( wr Oy h+8a7 huz+ +U zh+a$ fluh—'_8 ahUZJr ) 2]1:58 (28177}1(7728‘17’}1)_’_8 ,h(n;:ay,h))"f—
1 On(Oun P"“ B O@en (AT ’“( 02,0 $)2) 0y n Ap " 00 08710y 1}
2Re o n+1,k " 4Re Su n+1,k 3
hUp, Up
_ 1, n+lk 1 1 0@ n PP 1 000 O (000002 0y n AT F 0, 070y n e}
Al? — 7uh 8y7h_27}%e77]7—:8.’z ha 7h+ 2Re 8h n+1,k 4R€ b b av}rlH—l;yk b hy b
1k e Lk Lk
Az = _41136( w a ht a¢n+lk xhﬁanr amh"’ ad)nJrlk xhﬁb?}:)
Any = 30 00— e 0Oyt 5 h’ifi e
e ) e Onuy, n e oul
1,k 1,k 1,k
Agy = ( h+ Oy,p+ By pvy " 4 Op y,h+<9y,hv2‘ + 0y ) — %Re(a:v,h(ﬁﬁaw,h) +20y 1 (M) Oyn)) +
1 ahw yn PR 0@y O By ) )+ 0 A 00 0 Oy 0}
2Re 9 AT ~ 4Re BuTTLF )
hUp,
1 k +1 k 1 k} n+1 k
Aoz = _411{’6 (MZ+ 8y h Tt 8¢n+1 % y7h¢n+ + /J, bt a¢n+1 k y,hd)Z) ’
Azt = 20, (o7 7 + 07
1,k
A32:18("+ + o), )
Lk Kk py
Asy = H(( ™+ a4 (0 07)0y ) + M
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Using Gaussian elimination, left side of the above matrix system can be transformed as follows

I — AtA AtAqs AtAq3
0 I — AtAgy — (At)Q(I — AtAH)_lAglAlQ AtAgg — (At)g(l — AtAH)_lA21A13 (50)
0 0 Al

Where Ag3 =1 — AtAgg — (At)Q(I — AtA22 — (At)2(1 — AtA11)71A21A12)71A32A23. C, C' are
constant matrices. When At is small enough, I — AtA;;(i = 1,2,3) is invertible. Thus the given
matrix is invertible, we can obtain the unique solution of (uZH’kH, ¢Z+1’k+1) with given boundary

condition, which means the equation (46) is uniquely solvable. |

5 Simulation Results

Numerical simulations using the model introduced in the paper are presented in this section. The
first example is used to illustrate the convergence and energy stability of the proposed numerical
scheme. Then feasibility of the proposed model and the model simulation scheme to studying
vesicle motion and shape transformation is assessed by cell tank treading and tumbling tests. The
last simulation is devoted to studying effects of mechanical and geometric properties of a vesicle on
its deformability when it passes through a narrow channel.

5.1 Convergence study

The initial condition of the convergence test is set to be a 2D tear shape vesicle in a closed cube
with intercellular and extracellular fluid velocity being 0. The initial conditions are:

[ —tanh[(15(y — 0.185)(y — 0.065) — x + 0.125)/v/2¢], = < 0.125
Po(z) = { —tanh[(y/(x — 0.125)2 + (y — 0.125)2 — 0.06) /v/2¢], = >= 0.125, (51)
uy = (0,0)

Thanks to the bending force of the cell membrane, the shape of the vesicle gradually transforms
into a perfect circle to minimize the total energy (see Figure 1). The parameter values used for this
simulation are chosen as follows: Re =2 x 107*, M =5x 107%, kg = 8 x 107!, e = 2.5 x 1072,
My =20, My =2,6=16x10°, s =8x 10719 ap, =2 x 10%, [, = 5 x 1073.

In the simulations, the numerical solution computed with a mesh size h = 1/240 is treated as
the reference solution or “the true solution”. As shown in Table 1, our scheme is a second-order
accurate in space.

The time convergence rate of the scheme is obtained by comparing the numerical errors cal-
culated using each pair of successively reduced time step sizes. The purpose of doing so is to
eliminate the influence from the error of the reference solution which is also a numerical result.
Larger Reynolds number Re and interface thickness e, and a smoother initial profile of the interface
are applied to ensure that the convergence rate is not affected by any sharp changes in the phase
field label function ¢(x). Results in Table 2 confirm that our scheme is a also second-order accurate
in time.
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Figure 1: Relaxation of a tear shape vesicle.

Spac‘l al mesh P2 Element
size h
Convergence Convergence Convergence
Brr(u, ) Rate(gum) Brr(uy) Rate(guy) Err(9) Rate%gzﬁ)

1/47 1.3e-1 1.5e-1 1.4e-2

1/71 8.3e-2 1.15 7.6e-2 1.71 6.1e-3 1.97
1/107 3.8e-2 1.94 3.7e-2 1.83 2.3e-3 2.45
1/160 1.5e-2 2.35 1.3e-2 2.59 5.7e-4 3.42

Table 1: L? norm of the error and convergence rate for velocity u = (u,,u,), phase-field
function ¢, at time ¢ = 0.02 with both intercellular and extracellular fluid viscosity being 1.

Remark 5.1. During the convergence test, we mainly focus on the convergence rates of the velocity
and the phase-field function. The local inextensibility is neglected, and only the global area and
volume constraints are taken into consideration.

Finally, the energy law (Theorem 4.1) and conservation of mass and surface area of vesicles
are tested by simulating the relaxation of a bent vesicle. The vesicle gradually evolves back to its
equilibrium biconcave shape. Figure 2 shows the snapshots of the vesicle profile at different times
t =0,0.25,0.5 and 1.25. The parameter values used here are:

Re=2x104 M=25%x103 kp=2,e=75%x10"3, M, =20, M, =2, £ = 7.1 x 10%,
k=2x10"1 q, =2x10° I, =0.5.

The initial conditions are:

Po(x) = { —tanh|(5(y — 0.7)(y — 0.3) — x + 0.5)/V/2e], r <05

—tanh[(400(y — 0.7)(y — 0.3)(y — 0.5)2 + = — 0.5)/V/2¢], = >=0.5, (52)
ug = (0,0).

The changes of vesicle mass and surface area and the change of total discrete energy of this test
case computed by the scheme (Eqs. (23)-(24)) are shown in Figure 3. It is evident that the vesicle
mass and surface area are almost perfectly preserved, and the total energy decays over the course
of time as expected.
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time step At P2 Element
Convergence Convergence Convergence
Brr(u,) Rate(ix) Brr(uy) Rate(%,by) Err(¢) Rateizﬁ)

0.025 - - -

0.0125 8.12e-6 8.13e-6 9.92¢-6

0.00625 2.90e-6 1.49 2.97e-6 1.45 2.42e-6 2.04
0.003125 1.03e-6 1.48 1.07e-6 1.48 5.98e-7 2.01
0.0015625 2.53e-7 2.03 2.60e-7 2.03 1.49e-7 2.01

Table 2: L? norm of the error and convergence rate for velocity u =
function ¢, at time t = 0.05 with both intercellular and extracellular fluid viscosities being

1 1
0.8 0s
0.8

0
0.4
0.2 0.5
0 -1
0 0.5 1

1.

1

1
0.8 05
0.6
0
0.4
0.2 08
0 El
0 0.5 1
1=0

05

-0.5

0.5 1
t=0.5

1=0.25

t=1.25

05

-0.5

(ug, uy), phase-field

Figure 2: Relaxation of a bent vesicle. The fluid viscosities are 1 and 50 for intercellular and
extracellular fluids, respecfively.

5.2 Tank treading and tumbling

The vesicle motion in a Couette flow changes with respect to the ratio of the viscosities 7;, and
Moyt Of intracellular and extracellular fluids [38, 4, 21, 30]. When this viscosity ratio is small, the
vesicle is prone to move in the tank treading mode; while the tumbling mode is preferred when the
viscosity ratio is large. The parameter values utilized for this vesicle motion simulation are set as
follows:
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Figure 3: The test case of relaxation of a bent vesicle. Left: Change of mass and surface
area vs. time; Right: Change of discrete energy vs. time.

Re=2x10"% 6. = |V¢"|>, M =10"3 kg =5 x 1073, ¢ = 7.5 x 1073, M,, = 20, M, = 200,
E=178x107, k =2 x 10712, oy = 2 x 10°, I, = 0.2.

The upper and bottom walls of the domain are set to move in opposite direction horizontally
with velocities —20 and 20, respectively. The simulation domain is 2 x 1, and the initial shape of the
vesicle is chosen to be an ellipse with eccentricity /3. The ratios of viscosities of the intracellular
and extracellular fluids are set to be 1 : 1 and 1 : 500, respectively. Figures 4 and 5 show the
interfaces of tank treading vesicle (low viscosity ratio case) and tumbling vesicle (high viscosity
ratio case) and corresponding fluid velocity fields at different times, respectively. A point on the
interface (black solid) is tracked to illustrate these two different types of motion. For the tank
treading motion, the angle between the long axis of the vesicle and horizontal axis is fixed when
the vesicle is at equilibrium, but the tracer point rotates in a counter clockwise direction along the
membrane. For the tumbling motion, the vesicle keeps rotating and the tracer point does not move
with respect to the membrane shape.

Remark 5.2. Tracking of the marker point (the black solid dot) is done by the following steps:
1. Determine a marker point P that is located on the interface with coordinate (x,y);
2. Compute the velocity u(P) = (ug(P),uy(P)) of the marker point by interpolation;
3. Update the marker point position at the next time point by (x + ugy(P)At, y + uy (P)At);
4. Go to step 2.
This tracking gives the trajectory of the marker point.

Next, simulation result of tumbling motion of a rigid ellipse is compared with the theoretical
solution obtained using Jeffery’s orbit theory [34]. Specifically, the angle between the long axis of
the ellipse and the horizontal axis is compared. As shown in Figure 6, our simulation result is in
close agreement with the analytical Jeffery orbit.

Remark 5.3. The long axis of the rigid ellipse during the tumbling motion is determined as follows:
1. Determine the interface location of the ellipse by ¢ = 0;
2. Find the point on the interface that is farthest away from the center of the vesicle in upper
domain;
3. Match these two points and the line is considered as the long azis of the ellipse.

20



0 0.5 1 1.5 2

S N S S

0 .
0 0.5 1 1.5 2
t=0.35
| [ I

T T T T T me e g g i e e o ——
ST M s e e e e e o o o
------------

0 0.5 1 1.5 2
t=0.7

Figure 4: Tank treading with viscosity ratio 1 : 1. The orientation of the vesicle and the
velocity field are kept stable when the system comes to equilibrium. The tracer point (in
black) on the membrane rotates in the clockwise direction along the vesicle.

Since the ellipse is located at the center of the domain at the initial time point, and the motion
of the fluid is centrosymmetric according to the specified boundary condition, it is expected that
the center of the ellipse is kept at the center of the domain ). Therefore the determination of the
long axis of the ellipse based on its geometry character is acceptable.
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Figure 5: Tumbling with viscosity ratio 1:500. The vesicle keeps rotating in the flow. Position
of the tracer point (in black) is fixed with respect to the vesicle membrane.

5.3 Vesicle passing through a narrow fluid channel

Finally, the calibrated model is used to study the effects of mechanical properties of the membrane of
the vesicle on its circulating through constricting micro channels [29]. The vesicle shape is described
by an ellipse with eccentricity v/3, and the width of the squeezing section of the narrow channel is
0.3 by default. A pressure drop boundary condition is applied at the inlet(left) and outlet(right) of
the domain by setting the pressure on the inlet and outlet to be P = 50 and P = —50, respectively.
Fluid viscosity ratio is set to be 1 : 10 for extracellular and intracellular fluids, respectively. The
other parameters are as follows:
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Figure 6: Comparison between theoretical and simulation results of the flipping ellipse. The
blue line is the angle between the long axis of the ellipse and the horizontal axis predicted
by the Jeffery orbit theory, and the red circles are the angle from the simulation.

Re=2x107% 6. = 10 x |[V¢"|>, M =5x107% kg =4 x 1072, ¢ = 7.5 x 1073, M,, = 20,
Mg=100,6=71x10% k=4 x 107" a, =2 x 107, Iy, =5 x 1073,

Effect of the local inextensibility of vesicle membrane is assessed by comparing vesicle simulations
with and without using the local inextensibility constraint P : Vu = 0 in the model. Snapshots of
these simulations at different times are shown in Figure 7. They illustrate that a vesicle modeled
without using the local inextensiblity can pass through the channel by introducing large extension
and deformation of its body with a relatively small value of global inextensibility coefficient Mg;
while a vesicle modeled with the local inextensibility hardly exhibits large extension and deformation
of its body and blocks the channel. This is also confirmed by Figure 8. It shows under otherwise
same conditions, the total arc length of the membrane of the vesicle modeled without the local
inextensibility increases significantly when it passes through the channel, and the vesicle with the
local inextensibilty preserves its membrane arc length well during the course of the simulation.

Although the total arc length of a vesicle without the local inextensibility and with a very large
M value could maintain almost unchanged as shown in 7 (c¢) and 8, the morphological changes of
vesicles with and without the local inextensibility are drastically different. For the vesicles modeled
without the local inextensibility, Figure 9(b,c) illustrates that the vesicle membranes are stretched
(red) or compressed (blue) everywhere, even though the total arc length of the vesicle modeled
using a large modulus M, value could be preserved, and the vesicle forms the blockage. For the
vesicle modeled with the local inextensibility, Figure 9(c) confirms that there is almost no local
extension or compression of the membrane, which is consistent with experimental observations. All
simulations described below use the local inextensibility.

Both experiments and clinic reports have shown that the cell bending modulus and surface-
volume ratio play important roles in determining the deformability of vesicles, especially when
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Figure 7: Snapshots of vesicles passing a narrowed channel with different surface area con-
straints at times ¢ = 0.08,2 and 4, respectively. (a) M, = 100 with the local inextensibility;
(b) M, = 100 without the local inextensibility; (¢) Mg = 20000 without the local inexten-
sibility. The curves on the top and bottom ceiling are the wall boundary of the narrowed
channel.
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Figure 8: Total arc length of vesicle membrane with the local inextensibility (blue line), and
the total arc lengths of vesicle membranes with low (100) (red dashed line) and high (20000)
(black point) M and no local inextensibility, respectively, during vesicles passing through
the constriction of the micro channel with otherwise same parameter values and settings.

they pass through narrow channels [63, 45, 57]. The latest results reveal that a moderate decrease
in the surface-volume ratio has a more significant effect than varying the cell bending stiffness.
This surface-volume ratio effect is tested by increasing the ratio value slightly from 1.5 : 1 to
2 : 1. Results in Figures 10 and 11 confirm that the more rounded vesicles are much harder to
pass through the narrow channel and can easily form the blockage. This is consistent with the
experimental observations.

The effect of the bending modulus is assessed by increasing its value 10 times. The surface-
volume ratio of the vesicle is 2 : 1 in this test. Figure 11 illustrates that this more rigid vesicle can
also pass the same size channel but exhibits very different shape transformation.

6 Conclusion

In this paper, an energy variational method is used to derive a thermodynamically consistent phase-
field model for simulating vesicles motion and deformation under flow conditions. Corresponding
Allen-Cahn GNBC boundary conditions accounting for the vesicle-wall (or fluid-structure) inter-
action are also proposed by introducing the boundary dissipation and the vesicle-wall interaction
energy.

Then an efficient C? finite element method combined with the mid-point temporal discretization
is proposed to solve the obtained model equations. Thanks to the mid-point temporal discretiza-
tion, the obtained numerical scheme is unconditionally energy stable. The numerical experiments
confirm that this scheme is second-order accurate in both space and time. Simulations of the vesicle
tank treading and tumbling motions reproduce experimental observations. And the flipping ellipse
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Figure 9: Effects of the local inextensibility P : Vu = 0. Snapshots of membrane forces
of vesicles: (a) Mg = 100 with the local inextensibility; (b) M, = 100 without the local
inextensibility; and (¢) My = 20000 without the local inextensibility.

26



08
06
041
0.2

08
06
041
02

08
06
041
0.2

I 1 L L L
0.5 1 1.5 2 25
t=10

Figure 10: Side view of a vesicle with surface-volume ratio 1.5 : 1 at different times.
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Figure 11: Side view of a vesicle with surface-volume ratio 2 : 1 at different times.

simulation agrees with the analytical solution well. Finally, the model is used to investigate how
vesicles” mechanical properties affect the vesicles’ capability to pass through narrow channels. It is
shown that whether a vesicle can pass a narrow channel is largely determined by the surface-volume
ratio of the vesicle, which is consistent with in vitro experiments.

Our model can be used to study the effects of mechanical properties of membranes induced by
sickle cell disease [3] and diabetes [43]. Combining with the restricted diffusion model [54], our
model could be generalized to model the mass transfer through a semi-permeable membrane, like
oxygen delivering [65]. Also, with detailed cell-wall and cell-cell interactions submodels, our work
is applicable for blood clotting modelling |73, 75| and cell crawling [59].
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Figure 12: Side view of a vesicle with large bending modulus k5 = 4 x 10~! and surface-
volume ratio 2 : 1 at different times.
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Appendix

The detail of the derixiation of the discrete energy law is given: Multiplying the first equation in
system (33) by Atu™"2 and do integration by parts gives

RHS
1 1
- /((u”+1)2—(un)2)d:c+/Atu"+é V(= [u"t22)de
Q2 Q 2
_At PrTeV . u"tede + at / Prraute - nds
R€ [e) R€ Quw
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= /;((un+1)2 (u” dcc—/AtV u” \u”+2| dw—i—/ Atumts -n(%\u”+%|2)ds
Q

gt/Pn+ 2V - u"+2d:c+ At/ prty "+§-nds
e

LHS
n+i n nt+i n+ At n+ i nt+i ntl
= Vu 2 (Va2 4 (Vu T 2)de + — u 2. Vo' 2" 2d

Re
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Re A”* 5P Vutade + B oo, A"+a(557>n ‘n)-u ' 2ds
At 41 41 417
—l—E u""2 " ((Vu""z + (Va7 2)" ) -n)ds . (53)

With the boundary condition u"2 -n =0 and the constrainV - u"t2 = 0, we have

RHS :/ %((un+1)27(un)2)dﬂ3
Q
(54)
thus we have

1 n n

/ L2 - (w)?)da
o [ Rt e B [ vt tide

At A3 0P Vu"+2dac—|—£ A2 2(0P" ) - u, Eds

e Ja 0w

At n+1 n n—l—l n—i—l T
= [ wtE r(Vutte + (Vut2)T)  m)ds (55)

Re O

Multiplying the third equation in system (33) by u eA and do integration yield

i n+i n+l . n At/ n+l/  n+l n+i __MAt/ n+iy2
Re/gu Hort = onde+ o [ttt Dygrhas = <252 [ e (56)

Multiplying the fourth equation in system (33) by ¢n+;2;¢n and integration by parts lead to

1 1
LHS = - /Q (6 ) da (57)

with (4.2) and (4.3) we have the following result on the right hand side:

KB n+l n n+1 n
s | 90" (@ T — ") de

KB n+1 n n n+1 n
—23%/9(1’*) — (e 5 [ ot - g

29



Ms S(¢n+%) - S(qbo) n+l n n+l _ n
e P [ e o - o)

M S + S(6") = 25(90) o mery  ap
~ M S(¢™) + S(0") — 25(¢o) ntl i
e Xty / c0n6™H (71 — phi™)ds
_ M S(¢")? — S(¢")? — 25(0)S(¢"F) + 25(¢0)S(¢") + S(¢0) — S(¢o)?
Re 25(¢0)
- M, S(¢n+1)+S( &™) — 28(¢) ntlgntl _pny g
e Xty | et hiont = phinyd
_ M (S(@™F) — S(0))? — (S(¢") — S(¢0))”
Re 25(¢o)
~ M S(¢™) + S(6") — 25(¢o) ntl
Re 25 () / e0n¢" T2 (¢! — phi™)ds (58)

By simple calculation we also have
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Where ¢y is the initial condition of phase order. V ( ng" fQ ¢"dw, S(¢") = [ 5|V P+ = ((¢0™)* —

1)2de. V(¢"t2) = L(V(¢" +1) + V(phi™)), S(¢"+2) = 5(S(¢" + )+S(¢”)) are considered as
constants in the integration.

n 1
Multiplying the last equation in system (33) by % and integration by parts give
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