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ABSTRACT
Interfacial thermal conductance (ITC) quantifies heat transport across material–fluid interfaces. It is a property of crucial importance to
study heat transfer processes at both macro- and nanoscales. Therefore, it is essential to accurately model the specific interactions between
solids and liquids. Here, we investigate the thermal conductance of gold–water interfaces using polarizable and non-polarizable models. Both
models have been fitted to reproduce the interfacial tension of the gold–water interface, but they predict significantly different ITCs. We
demonstrate that the treatment of polarization using Drude-like models, widely employed in molecular simulations, leads to a coupling of
the solid and liquid vibrational modes that give rise to a significant overestimation of the ITCs. We analyze the dependence of the vibrational
coupling with the mass of the Drude particle and propose a solution to the artificial enhancement of the ITC, preserving at the same time
the polarization response of the solid. Based on our calculations, we estimate ITCs of 200 MW/(m2 K) for the water–gold interface. This
magnitude is comparable to that reported recently for gold–water interfaces [279 ± 16 MW/(m2 K)] using atomic fluctuating charges to
account for the polarization contribution.

© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0090983

I. INTRODUCTION
Interfacial thermal conductance (ITC), G = Jq/ΔT, or its

inverse, Kapitza resistance,1,2 quantifies the abrupt temperature
drop, ΔT, associated with a heat flux, Jq, normal to an inter-
face between dissimilar materials or fluids. The first study of
ITC focused on a metal–helium interface at low temperatures.1
Nowadays, ITC is of interest in transport theory, technological
applications concerned with condensation–evaporation processes,
nanomaterials, and energy transfer in biomolecules.3–7 The nano-
meter length scales characteristic of electronic components, nano-
materials, and their interfaces give rise to large heat energy
densities and significant heat fluxes, with characteristic dissipa-
tion times across interfaces determined by the ITC. Therefore, an
important objective is to understand the microscopic mechanism
determining the magnitude and dependence of the ITC with

intermolecular interactions and experimental conditions (e.g.,
temperature).

Traditional models for heat transport, such as diffuse mismatch
and the acoustic mismatch model, rely on the knowledge of bulk
thermal transport properties of materials and fluids and assume elas-
tic phonon scattering at the interface, neglecting the local interfacial
structure.2 At the nanoscale, interfaces often feature local spatial
heterogeneity spanning nanometer length scales.8 The theoretical
modeling of interfacial heat transport is more complex, making it
necessary to incorporate interfacial modes,9 interfacial structural
details,10 and multi-phonon scattering events.11 Interestingly, recent
experiments of ZnO/GaN heteroepitaxial interfaces showed that the
ITC could depend on vibrational modes characteristic of the mate-
rials.12 This concept goes beyond the vibrational mismatch between
two bulk materials assumed in the diffuse mismatch model.
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The importance of wettability on the ITC was analyzed recently,
showing that the conductance increases with the hydrophilicity
(wettability) of surfaces in contact with water.13 Studies of flat14 and
curved-nanometer size15,16 surfaces provide a correlation between
surface wettability, surface structure,17 interfacial width,18 and
thermal conductance. Recent works19 demonstrated a correlation
between interfacial fluid adsorption and thermal conductance of
liquid–vapor interfaces. These studies provide further impetus to
develop theoretical approaches to quantify interfacial heat transport
by incorporating interfacial degrees of freedom explicitly.

In this work, we investigate the interfacial thermal conduc-
tance of the gold–water interface using Non-Equilibrium Molec-
ular Dynamics (NEMD). This interface has been studied recently
using polarizable and non-polarizable models.20 The authors used
the so-called density readjusting embedded atom model for the
polarizable model (DR-EAM). They reported a slight increase
(5%–10%) in the ITC when the calculations included the polar-
ization. There is considerable interest in understanding the role
of polarizability on transport processes, and different approaches
have been considered in the literature to tackle this prob-
lem. In addition to the DR-EAM approach, which resolves the
atomic valence density dynamically, the Drude–Lorentz method
is widely used to investigate polarization effects in molecules21

and solids.22

In this work, we quantify the interfacial thermal conductance of
polarizable and non-polarizable gold–water interfaces. To address
the impact of surface wettability, which is known to influence the
ITC, we have chosen two models that reproduce the experimental
surface energy of gold, the gold–water monolayer hydration energy
and the gold–water interfacial tension. We will show that the pre-
dicted interfacial thermal conductances obtained with the polar-
izable and non-polarizable models are significantly different. We
explain this observation in terms of a coupling of internal degrees
of freedom of the polarizable force fields and the density of states of
liquid water, using for the latter both rigid and fully flexible water
models. Our work provides the proof of principle on the lack of a
direct correlation between wettability and thermal conductance due
to the role of internal degrees of freedom of the gold surface on
one side of the interface. We further explore approaches to resolve
this problem and predict consistent ITCs by preserving polarization
effects in interfacial heat transport computer simulations.

II. METHODS
A. Non-equilibrium simulations

We performed simulations of the gold(111)–water interface
and calculated the ITC by setting an explicit heat flux in the
direction perpendicular to the interface plane. We employed the

FIG. 1. (Top panel) Simulation set-up employed to compute the interfacial thermal conductance. To generate the heat flux in the direction perpendicular to the (111) face of
the gold substrate, we thermostatted the gold slab (hot thermostat, yellow spheres) and the water molecules at the edges of the simulation box (cold thermostat highlighted
in blue). The simulation box is fully periodic. The water molecules outside the non-thermostatted region (red-oxygen and white-hydrogen spheres) move according to
Newtonian dynamics. Snapshot constructed using Ovito.27 (Bottom panel) Temperature profiles obtained with polarizable (filled symbols) and non-polarizable (empty
symbols) models. The lines near the interface indicate the region of the temperature profile used to fit the temperature profiles (linear fitting) to calculate the temperature
jumps ΔT (see arrows). The error bars represent the standard deviation of the temperature profile over the different replicas.
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SPC/E water model23 and a flexible water model based on the SPC
model (mSPCFw).24 For gold, we employed non-polarizable (NP)25

and polarizable (P) force fields.22 The polarization calculations rely
on the Lorentz–Drude oscillator model, which is widely used to
include polarization effects in the simulation of condensed phases.
The polarizability of the gold atoms was modeled by adding an elec-
tron “shell” to each gold “core,” with shell and core sites bonded
through a harmonic bond with force constant, ke. This model repro-
duces accurately the image potential induced by a charge next to
a metallic surface.22 The P and NP models predict the density and
surface free energy of gold, and the gold–water interfacial tension
1.23 J/m2 (P) and 1.24 J/m2 (NP), in good agreement with exper-
iments (see Refs. 22 and 25). The surface free energies of Au(111)
[1.55 mJ/m2 (P) and 1.54 mJ/m2 (NP)] are also in excellent agree-
ment with experiments (1.54 mJ/m226). In the Appendix, we include
additional details on the force fields employed and simulation
protocols employed in this work.

We show in Fig. 1 the simulation set-up employed in this work,
consisting of a gold slab in contact with water. The thermal gradi-
ent was set up by thermostatting the water molecules (cold) at the
edges of the simulation box and the entirety of the gold slab (hot)
(see the Appendix for details). All the simulations were performed
at constant volume using a simulation cell with dimensions, 113.06
× 28.84 × 24.97 Å3, with the volume adjusted to ensure that the den-
sity of water far from the gold surface was ρm = 1.0 g/cm3. Following
pre-equilibration using a Nosé–Hoover thermostat (with damping
time τD = 0.1 ps) at the average temperature of the hot and cold
regions, we activated the thermostats. The non-equilibrium system
reached the stationary state after 105 steps (∼100 ps). We show in
Fig. 1 representative temperature profiles for the P and NP models.
Despite having the same interfacial free energy, the models predict
very different temperature jumps, ΔT, and very different thermal
conductances (see Fig. 2). The thermal conductances were calculated
using equation G = Jq/ΔT, with the heat flux Jq obtained from the
continuity equation (see the Appendix for additional details).

FIG. 2. Temperature profiles for the non-polarizable model. The blue (filled) points
correspond to the effective degrees of freedom in Eqs. (8) and (9). The red (empty)
points correspond to a calculation using two degrees of freedom per atom of the
rigid molecule. The error bars represent the standard deviation over the different
replicas.

B. Calculation of temperature profile for rigid water
models

The temperature profile of water molecules can be obtained
using the velocity of the center of mass and the rotational velocities.
In most simulation codes, the trajectories contain atomic positions
and velocities. Analyzing these atomic velocities to compute tem-
perature profiles is advantageous at interfaces, where the water
molecules might adopt preferred orientations. There are examples
in the literature of oscillatory temperature profiles (see, e.g., Ref. 28).
Hence, we calculate below the number of degrees of freedom needed
to extract temperatures from the atomic velocities.

Since the SPC/E water model used in the present work is rigid,
care must be taken in order to account for the reduced degrees of
freedom for the water molecules. The total number of degrees of
freedom for the water molecule is six, three translational and three
vibrational. To compute the temperature for each atom type, these
six degrees of freedom are usually distributed in the three atoms,
resulting in two degrees of freedom per atom. A more accurate
description can be achieved by considering the molecular geometry.
In the oxygen frame of reference, the coordinates of the hydrogen
atoms can be written as

xH = ±r0 sin(θ0/2),
yH = −r0 cos(θ0/2),

(1)

where r0 and θ0 are the equilibrium bond length and angle. The
center of mass of the molecule (in the oxygen frame of reference) is

xcom = 0,

ycom =
2mHyH

mO + 2mH
,

(2)

where mH and mO are the masses of hydrogen and oxygen,
respectively. The moments of inertia of the molecule are given by

Ix = 2mHx2
H,

Iy = 2mH(yH − ycom)2 +mOy2
com,

Iz = 2mH((x2
H + (yH − ycom)2) +mOy2

com.

(3)

Assuming equipartition of kinetic energy, the angular velocities
of the water molecule can be written as

ωx =
√

2ε/Ix,

ωy =
√

2ε/Iy,

ωz =
√

2ε/Iz ,

(4)

where ε = kBT/2 is the energy per degree of freedom. The linear
velocities of the molecule are

vx,y,z =
√

2ε/(mO + 2mH), (5)

and the kinetic energy for the hydrogen and oxygen atoms

KH =
1
2

mH(v2
x + v2

y + v2
z) +

1
2

mH[(ωxxH)2

+ (ωy(yH − ycom))2 + (ωz

√
x2

H + (yH − ycom)2)
2
], (6)
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KO =
1
2

mO(v2
x + v2

y + v2
z) +

1
2

mO[(ωyycom)2 + (ωzycom)2]. (7)

The number of degrees of freedom needed to calculate the
temperature are given by Ndo f = 2K

kBT . Solving the system of equa-
tions for the SPC/E geometry (r0 = 1.0 Å and θ0 = 109.47○) gives
the following effective degrees of freedom for the atoms in the water
molecule:

NH
do f = 1.5947, (8)

NO
do f = 2.8106. (9)

Figure 2 shows the temperature profiles for the non-polarizable
case by considering the number of degrees of freedom per atom
given in Eqs. (8) and (9). The red symbols, corresponding to two
degrees of freedom per atom, show significant deviations with
respect to the temperature profiles using the effective degrees of free-
dom per atom, possibly due to the orientation of the water molecules
in the first few interfacial layers.

C. Calculation of the temperature “jump”
The temperature jump was calculated by fitting the temperature

profiles from each replica (for the gold and water molecules) to the
heat diffusion equation

T(x) = − Jq

κ
(x − x0) + T0, (10)

where Jq is the heat flux, κ is the thermal conductivity, and x0 and
T0 represent a reference coordinate and temperature, respectively.
The fittings were restricted to a narrow interfacial region of ∼7 Å
(three sampling points for each phase with bin width a0/

√
3; see

Fig. 1) where κ can be assumed to be approximately constant.. The
temperature jump was found by evaluating the fittings at the inter-
face, which is located at xi = ±a0N

√
3/6, where a0 = 4.078 Å is the

gold lattice parameter and N = 15 is the number of gold layers in
the slab (see Fig. 1). This relationship follows from the distance
between (111) planes, a0/

√
3 and N Au planes of atoms centered at

x = 0. The location of the interface at xi corresponds to the plane
between the outermost gold layer and the water layer in direct
contact with gold. The heat flux, Jq, was calculated by averaging the
energy exchange rate at the hot and cold thermostats, and at station-
ary conditions, Q̇stat , as Jq = Q̇stat/2A, where A is the cross-sectional
area of the simulation box.

We note that previous studies extrapolated the temperature
profiles from the bulk to the interface to computer temperature
jumps.28 In that work, the interfacial temperature was not well
defined, and it showed an oscillatory behavior. However, our tem-
perature profiles using the procedure detailed in Sec. II B are well
defined and do not show oscillations. The calculation of the tem-
perature jump using the interfacial profiles takes into account the
changes in density and thermal transport of the solvation layers
as well as the changes in the dynamics of the interfacial molecules
with respect to the bulk liquid, which is manifested in a different
vibrational density of the states (VDoS) (see Fig. 7 in Ref. 15 for a
comparison of interfacial and bulk VDoS in a simple liquid).

D. Phonon dispersion relations and density of states
The phonon dispersion relations were obtained using equilib-

rium molecular dynamics simulations and the method and auxiliary
code phana described in Ref. 29. The dynamical matrix was con-
structed from the atomic displacements of one system containing
1728 gold atoms (12 × 12 × 12 supercell) during 1 ns, at a tem-
perature of 300 K. For the P model, we used only the core (gold)
atoms.

The interfacial VDOS was computed from the velocity auto-
correlation function (VACF) of atoms initially belonging to the
interfacial region (defined as the first peak in the density profiles for
water, and the first atomic layer for gold), during a time window
of 4 ps. After this time, the atoms considered for the VACF were
re-defined. The expression for the DOS is given by

Dα,ξ(ω) =
∞

∫
0

⟨vα,ξ(0)vα,ξ(t)⟩
⟨vα,ξ(0)vα,ξ(0)⟩

exp(−2πiωt)dt, (11)

where ⟨vα,ξ(0)vα,ξ(t)⟩ is the VACF of atom type α, with perpendicu-
lar (x) or parallel (y, z) component ξ to the interface. The intensity
of the VDOS for the hydrogen atoms shown in the results section
includes a factor of 2.

III. RESULTS AND DISCUSSION
The P model predicts thermal conductances ∼2 to 3 times

higher than the non-polarizable model in a wide range of temper-
atures (see Fig. 3). The thermal conductances obtained with the NP
model are similar to those reported in simulations of gold nanoparti-
cles [150–170 MW/(K m2)].16 Similar values have also been reported
in simulations of water boiling on flat gold surfaces, 120 MW
/(K m2).30 In a recent article, the thermal conductance of polariz-
able surfaces was computed using the density readjusting embedded
atom method,20 reporting 279 ± 16 MW/(K m2), close to the ITC
reported also in that work in the absence of polarizability, 254
± 17 MW/(K m2). These values are much lower than the ITC obtai-
ned with the polarizable model employed here, ∼540 MW/(K m2).
The inclusion of flexibility in the water model results in an even
larger ITC, ∼875 MW/(K m2). We explain below the physical origin
of the different ITCs.

The results presented in Fig. 3 are surprising since the polar-
izable and non-polarizable models predict the same gold–water
interfacial tension and gold surface energy. Additional simulations
using the flexible water model and the non-polarizable surface show
that the ITC does not depend on the internal degrees of freedom
of the water molecule. Hence, to understand the origin of the dif-
ferences between the P and NP models, we analyzed the interfacial
structure of water, the phonon dispersion curves of gold, and the
vibrational density of states of gold and water.

The density profiles of P and NP models do not show notice-
able differences (see Fig. 3, bottom). Both profiles show significant
layering, reflecting the strength of the water–gold interaction. The
strong layering is consistent with experimental observations,31 indi-
cating a significant deviation of the interfacial structure with respect
to the bulk one. This highlights the importance of quantifying the
temperature jump using the temperature gradients of the interfa-
cial layers (see Fig. 1). Within the water layers in direct contact with
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FIG. 3. (Top panel) Dependence of the interfacial thermal conductance with the
interfacial temperature of gold using polarizable (P), non-polarizable (NP), and the
non-polarizable (NP) and flexible water models. The error bars are of the order of
the size of the symbols and represent the standard error. (Bottom panel) Density
profiles of the oxygen atoms as a function of the distance to the gold (111)
surface. The integral of the first density peak gives similar adsorption values for
both models, ∼11 molecules/nm2. d = 0 corresponds to N

√
3/6, with N = 15.

gold, the hydrogens feature a stronger preference to approach the
gold surface leading to a preferred orientation of the water molecules
in that solvation layer (see Fig. 10 in the Appendix). Overall, these
results do not reveal a correlation between the thermal conductance
and the adsorption of water molecules on the gold surface since
the latter is the same for polarizable and non-polarizable surfaces.
The independence of the adsorption of water with the polarizability
of the gold surface is consistent with recent works of ionic liquids
confined between metallic surfaces.32 These studies showed that
polarization does not modify the interfacial structure of the ionic
liquid–metal interface significantly. Recent studies of ionic liquids
nano-confined between polarizable surfaces did also show a minor
impact of polarization on friction forces.33

The ITC has been described before using the density of states
of the two bulk phases in contact.2 To rationalize our results, we
analyzed the phonon dispersion curves of “bulk” gold using the
method discussed in Ref. 29. Figure 4 shows the phonon disper-
sion relations for the polarizable and non-polarizable gold models.
There is no significant difference between the phonon dispersion for
the core particles of the polarizable model and the non-polarizable

FIG. 4. Phonon dispersion relations of bulk gold using P and NP models.

gold. Hence, the differences reported in Fig. 2 cannot be rational-
ized on the basis of differences in the phonon dispersion of the core
atoms.

We extended our analysis of dynamic properties by computing
the vibrational density of states (VDOS) of interfacial gold and water
using the velocity autocorrelation functions. The low-frequency
regions are fairly similar for both P and NP models (see Fig. 5). How-
ever, at high frequencies, the P model features a vibrational band,
which emerges from the harmonically coupled core–shell charges.
These high-frequency bands overlap with the hydrogen VDOS of
water. We argue that this overlap is responsible for the enhanced
thermal conductance reported in Fig. 3-top. To test this hypothesis,
we performed additional simulations and shifted the high-frequency
modes associated with the core–shell harmonic bond. We achieved
a systematic blue-shift by reducing the mass of the shell-site, ms
(see Fig. 6-top and bottom). The timestep of these simulations
was adjusted accordingly in order to generate stable trajectories
(see Appendix A for details). While the structural properties remain
indistinguishable from the original model, we found that the ITC

FIG. 5. Interfacial vibrational density of states of P (dashed lines) and NP (solid
lines) models for hydrogen (H), oxygen (O), core-gold (Auc), shell-gold (Auc) in the
P model, and gold (Au) the NP model. The results for water were obtained with the
rigid model.

J. Chem. Phys. 156, 204701 (2022); doi: 10.1063/5.0090983 156, 204701-5

© Author(s) 2022

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

FIG. 6. VDOS of polarizable gold as a function of the mass of the shell site for rigid
SPC/E (top) and flexible mSPCFw water. The panels show the VDOS of hydrogen
(blue) and the shell (different colors) site in the Drude model (Aus) as a function
of the mass of Aus, with the mass decreasing from left to right. The masses range
from ms = 1.0 (black) to ms = 0.2 (light yellow). The VDOS were obtained using
the velocities of interfacial atoms only; see the main text for further details. The
VDOS of hydrogen cluster together into essentially a single curve, showing a small
dependence of the DoS with the mass of the shell particle.

varied strongly with the frequency shift, featuring a non-monotonic
dependence on the mass of the shell particle (see Fig. 7). The cou-
pling between water and gold is particularly strong at ms ∼ 4–6, and
the ITC reaches a maximum at about 2250 MW/(m2 K), thus maxi-
mizing the interfacial heat transfer. At ms < 1, the ITC decreases, and
it converges to the ITC calculated using the NP model. We find sim-
ilar behavior in the simulations performed with the flexible water
model. The ITC reaches significant values at ms ∼ 4, and for small
Drude masses ms, the ITC converges to values much higher than
those obtained with the rigid water model. This overestimation of
the ITC with the flexible model indicates the existence of signifi-
cant coupling between the gold and water internal vibrations. We
note that while the mSPCFw model has been fitted to reproduce
the vibration modes of water, the fact that is a classical model results
in a too high occupancy of the high frequency modes, leading to the
over-prediction of the ITC. This over-prediction highlights the inad-
equacy of the flexible model (in a classical simulation) to describe the
thermal transport across the polarizable gold–water interface.

To rationalize the non-monotonicity of the ITC with ms we
computed the overlap of the hydrogen and high-frequency bands of
the P-gold by evaluating the following “overlap” integral:

FIG. 7. (Top panel) Dependence of the ITC with the mass, ms, of the shell site
in the polarizable gold model. The units of ms are given in g/mol. (Middle panel)
Dependence of the overlap integral [Eq. (12)] with ms. The overlap integral has
been reduced by its value for ms = 1. (Bottom panel) Dependence of the ITC with
the overlap integral. The error bars in all the data are of the order of the size of
the symbols and represent the standard error. The horizontal lines in the top and
bottom panels represent the ITC of the NP model. All the data were obtained with
the rigid SPC/E water model.

S =

∞
∫
0

DAu,s(ω)DH(ω)dω

∞
∫
0

DAu,s(ω)dω
∞
∫
0

DH(ω)dω
, (12)

where DAu,s and DH represent the VDOS of the shell atoms in
gold and the hydrogen atoms in the water molecules, respectively.
Figure 7 (middle panel) and Fig. 8 (middle panel) show that the
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FIG. 8. Same as Fig. 7 but using the flexible mSPCFw model for water.

overlap integral features a maximum at approximately the same ms
values where ITC is maximized. Furthermore, the overlap decreases
significantly for ms < 4 highlighting the correlation between the ITC
and the degree of overlap of the vibrational modes in gold and water.
We present in Fig. 7 (bottom panel) and Fig. 8 (bottom panel) a more
concrete correlation between the ITC and the overlap of vibrational
modes. The ITC clearly increases with the degree of overlap. The
turning point at S/Sms=1.0 is due the maximum in G and the overlap-
ping integral. We note that in both branches, G increases with the
overlap integral as expected.

IV. CONCLUSIONS AND FINAL REMARKS
We have shown that internal degrees of freedom in polarizable

solids simulated with the Lorentz–Drude model lead to significant

changes in the ITC of solid–liquid interfaces and an overestimation
of the ITC over the values obtained with non-polarizable models.
The different thermal conductances obtained with polarizable and
non-polarizable models can be explained by considering the internal
degrees of freedom of polarizable solid. The coupling of the
core–shell internal degrees of freedom with the librational modes
of the water molecules leads to a significant enhancement of the
ITC. The ITC can be modified systematically by introducing a blue
shift in the core–shell vibrational modes toward higher frequencies,
reducing the overlap of core–shell and water vibrational modes.
For minimal overlaps of the corresponding VDOS, the ITC con-
verges toward the values predicted by non-polarizable models. Thus,
the systematic modification of the mass of the shell particle in the
Drude oscillator provides a route to eliminate the over-prediction
of the ITC, preserving the polarization response of the surface.
Since the latter depends on the polarizability of the gold atoms
through α = q2/(2kr), it is, therefore, independent of the mass ms.
However, we obtain convergence between the polarizable and non-
polarizable ITCs at small masses, ms = 0.2, which requires very short
timesteps, δt ∼ 0.1 fs, therefore increasing the computational cost of
the simulations.

In addition to the SPC/E rigid model, we have presented results
for the mSPCFw flexible water model, which features additional
vibrational bands owing to the bending and bond stretching modes.
In this case, reducing ms does not result in the convergence of
the ITC to the values obtained with the P and NP models using a
rigid water model. Instead, the ITC is overestimated for all masses
investigated here, highlighting the limitations of “classical” flexible
water models to compute the ITC when they are combined with
polarizable surfaces modeled with the Lorentz–Drude model. Our
results indicate that the classical Drude oscillator models, widely
used in computational studies of materials,21 should be employed
with care, as they might lead to enhanced heat transport across
interfaces.

Finally, we note that beyond the numerical calculation of the
ITC examined here, the comparison of the results obtained with
polarizable and non-polarizable models indicates clearly that the
surface free energy cannot be used as a single variable to establish
correlations for the ITC, namely, the ITC is not directly correlated
with the interfacial free energy. Indeed, the two models studied here
predict essentially the same interfacial free energies, but the ITC is
largely different. Our results call for careful consideration of the fit-
ting procedures to simulate ITC, which should focus on interfacial
free energies, wettability, and vibrational coupling effects specific to
the models employed in the computations.
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APPENDIX A: SIMULATION DETAILS

The non-equilibrium simulations were performed using hot
and cold thermostatting regions for gold and water, respectively. The
gold slab had a lattice parameter a = 4.078 Å and consisted of 15,
10, and 10 atomic layers in the x, y, and z directions, respectively.
The dimensions of the slab correspond to 35.3 × 28.84 × 24.97 Å3.
The gold slab was placed in contact with water at an average den-
sity ρm = 1.01 g/cm3, which results in a density of ρm = 1.0 g/cm3 in
the bulk region. The thermostats are set as follows: all the atoms in
the gold slab are thermostatted using the Langevin thermostat with
a time constant of 2.5 ps (see Ref. 34 for further information on
the impact of the thermostat on the ITC). For water, we defined a
thermostatting region at a distance of ∼22 Å from the interface. The
temperature difference between the hot and cold thermostats was
set to 50 K. This temperature difference generates a heat flux, with a
magnitude determined by the thermal conductivities of gold, water,
and interfacial thermal conductance. The total volume of the simu-
lation box is ∼113.06 × 28.84 × 24.97 Å3. Figure 9 shows the internal
energy exchanged by the thermostats for non-polarizable (blue) and
polarizable (red) models. The symmetry of the energy exchanged in
the hot and cold thermostats indicates good conservation of energy
in the system.

The simulations were carried out using a Large-scale
Atomic/Molecular Massively Parallel Simulator (LAMMPS)35 and
the following procedure. First, we equilibrated the system to the
target volume using a Nosé–Hoover thermostat at a temperature
T = (Tcold + Thot)/2 and a thermostat damping parameter of 0.1 ps.
After 10 ps, the hot and cold thermostats are introduced in their
respective regions using a canonical velocity rescaling36 for the water
molecules and a Langevin thermostat for the gold atoms, using a
damping parameter of 2.5 ps. The damping parameter employed
here for the Langevin thermostat does not modify appreciably the

FIG. 9. Absolute value of the energy exchanged by the hot (red) and cold (blue)
thermostats for a single replica of the polarizable (solid) and non-polarizable
(dashed) models.

vibrational density of states of the solid and enables a good ther-
malization of both core and shell particles in the Drude oscillator
(see Ref. 34). The temperature profile is allowed to reach the station-
ary state for 100 ps. Following the equilibration period, we computed
the temperature profiles and heat flux over 400 ps. The timestep was
set according to the mass of the shell particles: δt = 0.1 (ms = 0.2
–0.3 u), δt = 0.2 fs (ms = 0.4 u), δt = 0.25 fs (ms = 0.5–0.7 u),
δt = 0.4 fs (ms = 0.8–0.9 u), and δt = 0.5 fs (ms ≥ 1.0 u). For the non-
polarizable model, we set δt = 1.0 fs for the rigid and δt = 0.5 fs for
the flexible water models, respectively. We used 10–20 independent
replicas to compute the data reported.

APPENDIX B: FORCE-FIELD DETAILS

The non-polarizable model is defined in terms of a Lennard-
Jones 12-6 potential, parameterized by Heinz et al.25 based on the
density as well as the surface energy of the (111) surface. In conjunc-
tion with the SPC/E water model and geometric combination rules,
the model provides a good estimate25 of the gold–water interfacial
tension (1.24 J/m2 vs an experimental upper limit of 1.47 J/m2).37

To include polarization effects, Geada et al.22 extended the
Lennard-Jones model of Ref. 25 by adding a core–shell Drude oscil-
lator pair for each gold atom. The core–shell pair interacts through
a harmonic spring only. This model reproduces the classical image
potential, lattice parameters, surface energy, and gold–water inter-
facial tension (1.24 J/m2). The polarizable model consists of core
particles (with charge q = +1.0e) attached with a harmonic spring
to dummy “electrons” with charge q = −1.0e. We report in Table I
the bonded and non-bonded interactions.

Water was modeled using the rigid SPC/E model,23 and the
flexible water model (mSPCFw) parameterized by Smirnov24 to
reproduce the vibrational density of states of a water molecule in
the gas phase. The flexible model, based on the SPCfw model,38 uses

TABLE I. Parameters for the non-polarizable and polarizable gold models employed
in this work.

Non-polarizable model25

Lennard-Jones parameters

ε 5.29 kcal mol−1

σ 2.6290 Å

Polarizable model22

Lennard-Jones parameters

εc 3.5 kcal mol−1

εe 0.2 kcal mol−1

σ 2.6246 Å

Harmonic spring

r0 0.0 Å
kr 50.0 kcal mol−1 Å−2
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TABLE II. Parameters for mSPCFw.

mSPCFw model24

O–H bond (Morse)

D 5.102 eV −1

α 2.1578 Å−1

r0 1.012 Å

H–O–H angle (harmonic)

Kθ 2.198 eV/rad2

θ0 113.24 deg.

a harmonic potential for the H–O–H angle, and a Morse potential
for the O–H bond with parameters summarized in Table II,

EO−H(r) = D[1 − e−α(r−r0)]
2
, (B1)

EH−O−H(θ) = Kθ(θ − θ0)2. (B2)

Lennard-Jones cross interactions between different atoms were
obtained using geometric combination rules for σ and ε.

APPENDIX C: INTERFACIAL NUMBER DENSITY

The number density profiles of oxygen and hydrogen atoms for
both the polarizable and non-polarizable gold models and the rigid
SPC/E water model are shown in Fig. 10. We note that, for the polar-
izable gold model, there is an enhancement of the number density of
hydrogen atoms at the gold surface. This is consistent with a reori-
entation of the water molecule with the hydrogen atoms pointing
toward the gold, as discussed in the main text.

FIG. 10. Interfacial number density of oxygen and hydrogen atoms for polarizable
(solid lines) and non-polarizable (dashed lines) gold models with the rigid SPC/E
water model. The number density of hydrogen atoms is divided by 2.

REFERENCES
1P. L. Kapitza, “Heat transfer and superfluidity of helium II,” Phys. Rev. 60,
354–355 (1941).
2E. T. Swartz and R. O. Pohl, “Thermal boundary resistance,” Rev. Mod. Phys. 61,
605–668 (1989).
3J. P. Caputa and H. Struchtrup, “Interface model for non-equilibrium
evaporation,” Physica A 390, 31–42 (2011).
4T. Luo and G. Chen, “Nanoscale heat transfer–from computation to experiment,”
Phys. Chem. Chem. Phys. 15, 3389–3412 (2013).
5O. M. Wilson, X. Hu, D. G. Cahill, and P. V. Braun, “Colloidal metal particles as
probes of nanoscale thermal transport in fluids,” Phys. Rev. B 66, 224301 (2002).
6D. G. Cahill, P. V. Braun, G. Chen, D. R. Clarke, S. Fan, K. E. Goodson, P.
Keblinski, W. P. King, G. D. Mahan, A. Majumdar, H. J. Maris, S. R. Phillpot,
E. Pop, and L. Shi, “Nanoscale thermal transport. II. 2003–2012,” Appl. Phys. Rev.
1, 011305 (2014).
7X. Yu and D. M. Leitner, “Heat flow in proteins: Computation of thermal
transport coefficients,” J. Chem. Phys. 122, 054902 (2005).
8J. D. Olarte-Plata, J. Gabriel, P. Albella, and F. Bresme, “Spatial control of heat
flow at the nanoscale using Janus particles,” ACS Nano 16, 694–709 (2022).
9A. Giri and P. E. Hopkins, “A review of experimental and computational
advances in thermal boundary conductance and nanoscale thermal transport
across solid interfaces,” Adv. Funct. Mater. 30, 1903857 (2020).
10S. Neogi and G. D. Mahan, “Lattice dynamics model calculation of Kapitza
conductance at solid-fluid interfaces,” arXiv:1601.02999 [cond-mat.mtrl-sci]
(2016).
11B. N. J. Persson, A. I. Volokitin, and H. Ueba, “Phononic heat transfer across
an interface: Thermal boundary resistance,” J. Phys.: Condens. Matter 23, 045009
(2011).
12J. T. Gaskins, G. Kotsonis, A. Giri, S. Ju, A. Rohskopf, Y. Wang, T. Bai, E. Sachet,
C. T. Shelton, Z. Liu, Z. Cheng, B. M. Foley, S. Graham, T. Luo, A. Henry, M. S.
Goorsky, J. Shiomi, J.-P. Maria, and P. E. Hopkins, “Thermal boundary conduc-
tance across heteroepitaxial ZnO/GaN interfaces: Assessment of the phonon gas
model,” Nano Lett. 18, 7469–7477 (2018).
13Z. Ge, D. G. Cahill, and P. V. Braun, “Thermal conductance of hydrophilic and
hydrophobic interfaces,” Phys. Rev. Lett. 96, 186101 (2006).
14N. Shenogina, R. Godawat, P. Keblinski, and S. Garde, “How wetting and adhe-
sion affect thermal conductance of a range of hydrophobic to hydrophilic aqueous
interfaces,” Phys. Rev. Lett. 102, 156101 (2009).
15A. S. Tascini, J. Armstrong, E. Chiavazzo, M. Fasano, P. Asinari, and F. Bresme,
“Thermal transport across nanoparticle–fluid interfaces: The interplay of interfa-
cial curvature and nanoparticle–fluid interactions,” Phys. Chem. Chem. Phys. 19,
3244–3253 (2017).
16S. Merabia, S. Shenogin, L. Joly, P. Keblinski, and J.-L. Barrat, “Heat transfer
from nanoparticles: A corresponding state analysis,” Proc. Natl. Acad. Sci. U. S. A.
106, 15113–15118 (2009).
17M. Jiang, J. D. Olarte-Plata, and F. Bresme, “Heterogeneous thermal conduc-
tance of nanoparticle–fluid interfaces: An atomistic nodal approach,” J. Chem.
Phys. 156, 044701 (2022).
18M. Masuduzzaman and B. Kim, “Scale effects in nanoscale heat transfer for
Fourier’s law in a dissimilar molecular interface,” ACS Omega 5, 26527–26536
(2020).
19J. Muscatello, E. Chacón, P. Tarazona, and F. Bresme, “Deconstructing tem-
perature gradients across fluid interfaces: The structural origin of the thermal
resistance of liquid–vapor interfaces,” Phys. Rev. Lett. 119, 045901 (2017).
20H. Bhattarai, K. E. Newman, and J. D. Gezelter, “The role of polarizability in the
interfacial thermal conductance at the gold–water interface,” J. Chem. Phys. 153,
204703 (2020).
21J. A. Lemkul, J. Huang, B. Roux, and A. D. MacKerell, “An empirical polarizable
force field based on the classical Drude oscillator model: Development history and
recent applications,” Chem. Rev. 116, 4983–5013 (2016).
22I. L. Geada, H. Ramezani-Dakhel, T. Jamil, M. Sulpizi, and H. Heinz, “Insight
into induced charges at metal surfaces and biointerfaces using a polarizable
Lennard-Jones potential,” Nat. Commun. 9, 716 (2018).
23H. J. C. Berendsen, J. R. Grigera, and T. P. Straatsma, “The missing term in
effective pair potentials,” J. Phys. Chem. 91, 6269–6271 (1987).

J. Chem. Phys. 156, 204701 (2022); doi: 10.1063/5.0090983 156, 204701-9

© Author(s) 2022

https://scitation.org/journal/jcp
https://doi.org/10.1103/physrev.60.354
https://doi.org/10.1103/revmodphys.61.605
https://doi.org/10.1016/j.physa.2010.09.019
https://doi.org/10.1039/c2cp43771f
https://doi.org/10.1103/physrevb.66.224301
https://doi.org/10.1063/1.4832615
https://doi.org/10.1063/1.1830431
https://doi.org/10.1021/acsnano.1c08220
https://doi.org/10.1002/adfm.201903857
http://arxiv.org/abs/1601.02999
https://doi.org/10.1088/0953-8984/23/4/045009
https://doi.org/10.1021/acs.nanolett.8b02837
https://doi.org/10.1103/physrevlett.96.186101
https://doi.org/10.1103/physrevlett.102.156101
https://doi.org/10.1039/c6cp06403e
https://doi.org/10.1073/pnas.0901372106
https://doi.org/10.1063/5.0074912
https://doi.org/10.1063/5.0074912
https://doi.org/10.1021/acsomega.0c03241
https://doi.org/10.1103/PhysRevLett.119.045901
https://doi.org/10.1063/5.0027847
https://doi.org/10.1021/acs.chemrev.5b00505
https://doi.org/10.1038/s41467-018-03137-8
https://doi.org/10.1021/j100308a038


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

24K. S. Smirnov, “A molecular dynamics study of the interaction of water with the
external surface of silicalite-1,” Phys. Chem. Chem. Phys. 19, 2950–2960 (2017).
25H. Heinz, R. A. Vaia, B. L. Farmer, and R. R. Naik, “Accurate simulation of
surfaces and interfaces of face-centered cubic metals using 12-6 and 9-6 Lennard-
Jones potentials,” J. Phys. Chem. C 112, 17281–17290 (2008).
26W. R. Tyson and W. A. Miller, “Surface free energies of solid metals: Estimation
from liquid surface tension measurements,” Surf. Sci. 62, 267–276 (1977).
27A. Stukowski, “Visualization and analysis of atomistic simulation data with
OVITO—The open visualization tool,” Modell. Simul. Mater. Sci. Eng. 18, 015012
(2010).
28A. Pham, M. Barisik, and B. Kim, “Pressure dependence of Kapitza resistance at
gold/water and silicon/water interfaces,” J. Chem. Phys. 139, 244702 (2013).
29L. T. Kong, “Phonon dispersion measured directly from molecular dynamics
simulations,” Comput. Phys. Commun. 182, 2201–2207 (2011).
30H. Hu and Y. Sun, “Effect of nanopatterns on Kapitza resistance at a water–gold
interface during boiling: A molecular dynamics study,” J. Appl. Phys. 112, 053508
(2012).

31J.-J. Velasco-Velez, C. H. Wu, T. A. Pascal, L. F. Wan, J. Guo, D. Prendergast,
and M. Salmeron, “The structure of interfacial water on gold electrodes studied by
x-ray absorption spectroscopy,” Science 346, 831–834 (2014).
32S. Ntim and M. Sulpizi, “Role of image charges in ionic liquid confined between
metallic interfaces,” Phys. Chem. Chem. Phys. 22, 10786–10791 (2020).
33S. Di Lecce, A. A. Kornyshev, M. Urbakh, and F. Bresme, “Structural effects
in nanotribology of nanoscale films of ionic liquids confined between metallic
surfaces,” Phys. Chem. Chem. Phys. 23, 22174–22183 (2021).
34J. D. Olarte-Plata and F. Bresme, “The impact of the thermostats on the non-
equilibrium computer simulations of the interfacial thermal conductance,” Mol.
Simul. 48, 87–98 (2022).
35S. Plimpton, “Fast parallel algorithms for short-range molecular dynamics,”
J. Comput. Phys. 117, 1–19 (1995).
36G. Bussi, D. Donadio, and M. Parrinello, “Canonical sampling through velocity
rescaling,” J. Chem. Phys. 126, 014101 (2007).
37M. A. Osman and B. A. Keller, “Wettability of native silver surfaces,” Appl. Surf.
Sci. 99, 261–263 (1996).
38Y. Wu, H. L. Tepper, and G. A. Voth, “Flexible simple point-charge water model
with improved liquid-state properties,” J. Chem. Phys. 124, 024503 (2006).

J. Chem. Phys. 156, 204701 (2022); doi: 10.1063/5.0090983 156, 204701-10

© Author(s) 2022

https://scitation.org/journal/jcp
https://doi.org/10.1039/c6cp06770k
https://doi.org/10.1021/jp801931d
https://doi.org/10.1016/0039-6028(77)90442-3
https://doi.org/10.1088/0965-0393/18/1/015012
https://doi.org/10.1063/1.4851395
https://doi.org/10.1016/j.cpc.2011.04.019
https://doi.org/10.1063/1.4749393
https://doi.org/10.1126/science.1259437
https://doi.org/10.1039/d0cp00409j
https://doi.org/10.1039/d1cp03345j
https://doi.org/10.1080/08927022.2021.1959033
https://doi.org/10.1080/08927022.2021.1959033
https://doi.org/10.1006/jcph.1995.1039
https://doi.org/10.1063/1.2408420
https://doi.org/10.1016/0169-4332(96)00101-8
https://doi.org/10.1016/0169-4332(96)00101-8
https://doi.org/10.1063/1.2136877

