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Oral processing of micro-aerated chocolates: a computational

mechanics, rheological and tribological study

Georgios F. Samaras

ABSTRACT

The emerging need to reduce the calorific value of foods, while simultaneously im-
proving the consumer perception drives the quest for food structures that satisfy both
criteria. Aiming to shed light on the influence that micro-aeration has on the breakdown
of chocolate during the early stages of the oral processing, this study focuses on the inves-
tigation of the effect that micro-aeration has from a computational mechanics, rheological
and tribological perspective. Firstly, several constitutive models are investigated and com-
pared in both the explicit and implicit Finite Element (FE) frameworks and are calibrated
using experimental results from mechanical testing conducted in a parallel PhD study.
Afterwards, a non-local damage evolution law is presented providing mesh objectivity in
both microscopic and macroscopic FE calculations. The constitutive model coupled with
the non local damage model, implemented in an ABAQUS VUMAT subroutine, is then
applied in a micromechanical model for the prediction of the elastic, plastic and frac-
ture properties of micro-aerated chocolate using as input the properties of the non-aerated
solid chocolate. Different boundary conditions are employed in both monodisperse and
polydisperse dispersion of pores for the estimation of a representative volume element
that is used for the estimation of the macroscopic properties. Overall, micro-aeration
reduces the elastic, plastic and fracture properties of the chocolate, whereas the polydis-
perse dispersions provide a better estimation for the equivalent fracture strain at failure.
The estimated values are applied in macroscopic FE simulations of the first bite, where the
force displacement FE results match the experimental data obtained by a replicate of the
first bite model with 3D printed molar teeth. The forces needed for the fragmentation of
chocolate reduce with micro-aeration level as shown from the experiments and validated
by the FE simulations, whereas the in-vivo and in-vitro fragmentation studies show that
micro-aerated chocolate breaks into more and smaller pieces. Furthermore, the effect of
the micro-aeration on the rheological properties of the molten chocolate with and without
the influence of artificial saliva is investigated. Micro-aeration increases viscosity values
while the storage and loss moduli decrease. From a tribological perspective, a new bench
test rig to measure friction in the simulated tongue-palate contact is developed. The test
was applied to molten chocolate samples with and without artificial saliva. Friction was
measured over the first few rubbing cycles, simulating mechanical degradation of choco-
late in the tongue-palate region. The coefficient of friction increases with cocoa solids
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percentage and decreases with increasing micro-aeration level. The presence of artificial
saliva in the contact reduced the friction for all chocolate samples, however the relative
ranking remained the same. Finally, the link between structure, material properties and
sensory perception is given through a comparison with data from sensory tests. The cur-
rent study can be used as a cost efficient tool for the investigation of new food structures
that reduce the calorific value while enhancing the taste perception.
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1 Introduction

Topics
1.1 Aims and objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Thesis overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Multidisciplinary research has been conducted in the area of food oral processing in
order to understand the different aspects that influence the food consumption leading to
taste perception. Although the oral processing is only the first step in the food consump-
tion process, followed by digestion, it is the phase that contributes the most to the sensory
experience of the consumers. During oral processing the solid food is structurally broken
down leading to a bolus that can be safely swallowed [1]. The need of the food industry
to reduce the calorific value of the foods, while enhancing the taste perception has led to
increased research for further understanding how the structure of the food influences the
oral processing. This will allow to bridge the knowledge between food structure, sensory
perception and calorific value and can lead to the design of healthier and more appealing
to the consumer food products.

Micro-aeration is a procedure that has been examined by the food industry to achieve
foods that are healthier but also more appealing. Although many foods can be considered
as porous due to their cellular structure (for example bread and foamed chocolate [2]), in
the current thesis micro-aeration is considered as a microstructural characteristic and two
micro-aeration levels will be examined f = 10vol% and f = 15vol%.

In the current thesis, the influence that micro-aeration has on the structural breakdown
of chocolates will be investigated. Chocolate structure and physical properties are related
to the composition and processing operations and influence the breakdown during oral
processing [3]. Chocolate can be characterized as a suspension of solid particles, includ-
ing cocoa particles, sugar and milk particles, in a continuous fat phase (Figure 1.1). There
are different aspects that influence the oral perception of chocolates mainly involved with
composition, processing operations and storage. The composition of the fat matrix phase
plays an important role on how the chocolate samples behave in the oral cavity. Other im-
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Chapter 1

portant factors are the processing operation of chocolate, such as tempering, cooling, the
storage temperature and the lipid composition. These characteristics influence the crystal
morphology of the chocolate matrix. Hence, the physical attributes of the chocolate dur-
ing the oral process are related to fragmentation, hardness and melting temperature and
influence the mechanical, rheological and tribological properties. As the chocolate is bro-
ken down into smaller pieces due to the interaction with the teeth during the first bite and
chewing, more chocolate surface is exposed to saliva and mouth temperature, leading to
melting. It is evident that a change in chocolate structure, e.g. including micro-aeration,
would influence all stages of oral processing, since it is expected that the mechanical prop-
erties will change leading to different fragmentation results affecting also the rheological
and tribological properties [4].

Figure 1.1: Schematic representation of the chocolate structure.

The food industry is interested in the oral processing, since it has been proven that the
particle size distribution of the food fragments during mastication is related to numerous
factors, such as the glycemic response [5], the taste perception [6] and flavour release [7].
Consequently, a great deal of attention has been given in investigating the breakdown of
food during oral processing for improving the sensory and nutritional aspects of manufac-
tured foods. The effect of oral processing on the sensory perception and digestion efficacy
of foods, has led to major advances in the understanding of the food-related and human-
related factors that influence the physico-chemical transformation of food in the mouth
[8]. The mastication process and bolus properties have been related to texture perception
in several studies in the literature [9, 6].

The general description of the oral processing is shown in Figure 1.2, where a schematic
representation of food breakdown relating the length scale with the time scale is given.
When the food specimen enters the oral cavity, it is in the centimeter length scale. At this
point the food comes in contact with the teeth and is broken down into smaller pieces and
mechanical and thermal loads dominate the food fracture at this stage. As the oral pro-
cessing time evolves and the bolus formation takes place, rheology and tribology become
dominant during the interaction of the food with the tongue and the palate.

The current thesis is part of an interdisciplinary research project at Imperial College
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1.1. Aims and objectives

London and in collaboration with Nestlé. The schematic representations of Figure 1.2
acts as a guide for the topics covered in this thesis and the overall structure of the project.
The computational mechanics part of stage I is studied in detail and particularly the con-
stitutive and fracture modeling will be presented. The experimental part of stage I, related
to the mechanical properties of chocolate, and the entire heat transfer study of stage II

has been conducted by an accompanying PhD student and are presented in detail in the
parallel PhD thesis of Bikos [10]. The experimental mechanical results, demonstrated in
the work of Bikos et al. [11] will be used in this thesis (chapters 2-5) for the calibration
and validation of the computational models. Finally, the rheological (stage III) and tribo-
logical (stage IV) aspects of the project are examined from an experimental point of view
and presented in the current thesis.
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Figure 1.2: A qualitative schematic representation of the processes taking place during
food breakdown.

1.1 Aims and objectives

Although micro-aeration reduces the calorific value of foods for a given product vol-
ume, at the same time it can be an important parameter for improving the taste perception
of the consumers. For this reason, micro-aeration in foods is an important parameter that
needs to be studied in detail. Therefore, quantifying the effect that micro-aeration has
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Chapter 1

on the mechanical, tribological and rheological properties of chocolate, using engineer-
ing principles, is important not only for marketing purposes but can also serve product
development and optimisation.

Undoubtedly, the effect that micro-aeration has primarily on the mechanical and ther-
mal properties of chocolate, influences the subsequent steps of oral processing leading to
a different consumer experience. For example, a change in the mechanical properties of
the chocolate will lead to different fragmentation that influence the surface area that is ex-
posed to the mouth temperature. Subsequently, the rheological and tribological properties
will change accordingly, both from the micro-aeration that exist in the fragmented par-
ticles but also from different fragment distribution as those defined from the interaction
with mechanical and thermal loads.

The main aims of this thesis thesis are summarized in brief below:

1. Select and calibrate a constitutive material model based on the experimentally de-
termined stress-strain curves.

2. Develop a multiscale computational mechanics model, validated by the experi-
ments, to estimate the fragmentation behaviour of chocolate as a function of struc-
ture.

3. Perform tribological and rheological experiments to measure the coefficient of fric-
tion and the viscosity as a function of micro-aeration.

4. Provide a fundamental engineering approach and use the experimentally determined
mechanical properties to explain the changes in sensorial attributes.

5. Qualitatively link the main findings to sensory perception data available from the
food industry.

6. Create the basis of chocolate engineering to understand oral processing towards
tailoring the chocolate’s properties according to consumer attributes.

This thesis can be used as a design tool, by the food industry, to quantify how micro-
aeration can be applied in order to achieve desirable properties of the end product. The
design of an engineering tool for controlling the sensory perception attribute is the main
novelty of the present thesis. It is the first time that, a conclusive engineering analysis is
used in chocolate to explain the difference is sensory perception. The engineering tools
used towards this scope, and in particular mechanics, tribology and rheology involved
techniques that have not been applied before in the oral processing literature. The main
novelties applied in each topics are summarised below:

1. In the computational mechanics part, a more sophisticated damage model based on
the non-local damage theory, is applied whereas previous studies [12, 13, 14] used
more simple damage models when simulating the chewing process.
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1.2. Thesis overview

2. In tribology, a flat on flat configuration is used in contrary to the ball on flat config-
uration that most of the studies in the field use [15]. This allows for the isolation of
the samples under investigation avoiding entertainment of new sample in the testing
area.

3. In rheology experiments, the main novelty attributes to achieving reliable and re-
peatable results at 37◦C. Previous studies focus on higher temperatures (∼ 40◦C)
[16]. In addition to that the effect of artificial saliva was included in the experi-
ments.

A thorough description of the methodologies followed to develop reliable computa-
tional models and experiments is given in the chapters of this thesis.

1.2 Thesis overview

This thesis is divided in nine chapters, with chapter 1 being the Introduction. Figure
1.3 depicts the stages of the oral processing, with the numbers indicating the chapters of
the current thesis where each process is studied. Chapter 2 deals with constitutive models
that can be used to characterise the mechanical behaviour of the solid chocolate. The
Johnson-Cook constitutive model is presented and the steps followed to implement it in
both the explicit and the implicit solver of ABAQUS are given. In addition, the two-layer
viscoplastic model is presented as an alternative constitutive model that can be calibrated
with experimental data.

First bite

Chewing

Tongue

Palate

Tongue

Palate

Swallowing

Bolus formation

2 3 4 5

6 7

Figure 1.3: Stages of the oral processing and schematic representation of the thesis. Num-
bers indicate chapters in this thesis.
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Chapter 3 starts with a general review of the continuum damage theory. The con-
tinuum damage models are widely used to model fracture with arbitrary crack paths, al-
though a main limitation of this theory is that the results obtained by the Finite Element
(FE) simulations are mesh dependent. For this reason, the theory of the non-local damage
models is presented and the methodology for the implementation into ABAQUS using a
VUMAT subroutine is also given. Finally, results from two benchmark tests are provided
to highlight the mesh independence of the results.

In chapter 4, a micromechanical model for the prediction of the elastic, plastic and
fracture properties of the micro-aerated chocolate is presented. The methodology for the
generation of monodisperse and polydisperse porous unit cells and the meshing technique
followed is outlined. Initially, the size of the representative volume element is estimated
and the elastic, plastic and fracture properties are calculated for the chocolate of two
different porosity levels f = 10vol% and f = 15vol% and compared with the experimental
data from the parallel PhD study [10].

Chapter 5 presents the experimental and computational work for the simulations of
the first bite. A 3D printed pair of molar teeth are used in the experimental set up. These
experimental data are compared against a FE model of the first bite where the constitutive
model is coupled with the non-local damage model in the ABAQUS/Explicit solver. Also,
the fragmentation of the different micro-aerated samples obtained from the experiments
is compared with in vivo mastication tests.

In chapter 6 a new bench test to measure friction in the simulated tongue-palate con-
tact is presented. The test consists of a flat polydimethylsiloxane (PDMS) disk, repre-
senting the tongue loaded and reciprocating against a stationary lower glass surface rep-
resenting the palate. The test is applied to molten chocolate samples with and without
artificial saliva. Friction is measured over the first few rubbing cycles, simulating me-
chanical degradation of chocolate in the tongue-palate region. The effects of chocolate
composition (cocoa solids content ranging between 28 wt% and 85 wt%) and structure
(micro-aeration/non-aeration 0-15 vol%) will be shown.

The rheology experiments are described in chapter 7, where the viscosity and the
storage and loss moduli of the micro-aerated and commercial samples are measured at a
temperature of 37◦C. Analytical models are also used for fitting the viscosity results.

The micro-aeration influences the mechanical properties, the coefficient of friction
and the viscosity of the samples. In chapter 8, a link between the findings presented in the
previous chapters and sensory perception through data available from a sensory panel is
given. Finally, the main conclusions of this dissertation are provided in chapter 9, along
with perspectives for future research.

Due to the multidisciplinary nature of the project, a literature review for each topic is
presented at the Introduction of the respective chapter.
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2 Constitutive model

Topics
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 The Johnson-Cook constitutive law . . . . . . . . . . . . . . . . . . 8

2.3 J2 plasticity theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.4 Johnson-Cook implementation in VUMAT . . . . . . . . . . . . . . 16

2.5 Implementation of Johnson-Cook model in UMAT . . . . . . . . . . 18

2.6 Two-layer viscoplasticity . . . . . . . . . . . . . . . . . . . . . . . . 22

2.7 Summary of experimental results . . . . . . . . . . . . . . . . . . . 25

2.8 Comparison of constitutive models . . . . . . . . . . . . . . . . . . . 26

2.9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.1 Introduction

This chapter presents possible constitutive models that can be used to characterize the
mechanical response of the solid chocolate matrix.

Due to the lack of literature in the mechanical characterisation of chocolates, several
models were studied and the most appropriate will be shown in this chapter. Experimen-
tal results, shown in the study of Bikos et al. [11], showed a complex material behaviour
that depends upon different parameters, i.e. strain rate, triaxiality and loading history.
The need of implementing the constitutive model in the FE simulation of the first bite,
imposed additional challenges on the chosen material for this study. A constitutive model
is defined through a mathematical relation that correlates stress and strain as a function of
field variables, such as temperature and strain rate. Most of the commercially available FE
software, like ABAQUS [17] that will be used in this study, already provide a big variety
of constitutive models that can be easily applied directly in the model. One of the built-in
constitutive models used to describe strain rate dependent materials is the Johnson-Cook
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Chapter 2

model. Although, the built-in Johnson-Cook model can be calibrated and used for the
characterisation of the solid chocolate, the limitation of having a mesh independent sim-
ulation of the first bite, drives the implementation of the model through a user subroutine.
ABAQUS allows the user to advance the existing built-in constitutive models though ex-
ternal material subroutines, such as the UMAT subroutine in the ABAQUS/Implicit solver
and the VUMAT subroutine in the ABAQUS/Explicit solver [18, 19].

Initially, the general theory of the Johnson-Cook constitutive law is presented. After-
wards the von Mises plasticity theory is used as the basis for the implementation of the
model in the implicit and explicit solvers. The radial return mapping algorithm, which is
an implicit scheme for solving the plasticity equations, is also presented [20], followed
by the methodology for the development of the VUMAT and UMAT subroutines [21].
The VUMAT is compared with the UMAT and the built-in Johnson-Cook model through
stress-strain results from one element compression FE simulations. In addition, the two-
layer viscoplastic constitutive model is presented and is calibrated to the experimental
data.

2.2 The Johnson-Cook constitutive law

The Johnson-Cook constitutive equation relates the yield stress of the material with the
equivalent plastic strain, ε

p
eq, the equivalent plastic strain rate, ε̇

p
eq, and the temperature, T .

The dependence on these three parametes can be expressed by the following generalized
equation:

σy = σ
ε
y
(
ε

p
eq
)

σ
ε̇
y
(
ε̇

p
eq
)

σ
T
y (T ) (2.1)

In equation (2.1), σ ε
y , represents the strain hardening, which is expressed as:

σ
ε
y (ε

p
eq) = (A+Bε

pn

eq ) (2.2)

Equation (2.2) describes the flow stress of the material under the reference conditions.
Therefore, parameters A,B and n are calibrated using the data from the mechanical exper-
iments conducted at the lowest strain rate. The second term of equation (2.1), σ ε̇

y
(
ε̇

p
eq
)

describes the dependence of the yield stress on the plastic strain rate, ε̇
p
eq, and is expressed

as:

σ
ε̇
y
(
ε̇

p
eq
)
= 1+C ln

(
ε̇

p
eq

ε̇0

)
(2.3)

where, ε̇
p
eq is the equivalent plastic strain rate, ε̇0 is the reference strain rate and C is a

dimensionless parameter controlling the strengthening of the material due to the plastic
strain rate. The third term of equation (2.1), σT

y (T ), represents the temperature depen-
dence of the yield stress. If T < T0 there is no temperature dependence, and if T ≥ Tm

the material is assumed to behave as a liquid. The temperature dependence function is

8



2.3. J2 plasticity theory

written as:

σ
T
y (T ) =


1−
(

T−T0
Tm−T0

)m
if T0 ≤ T < Tm

1 if T < T0

0 if T ≥ Tm

(2.4)

where T0 and Tm are the reference and melting temperature respectively and m is an ex-
ponent which characterises the material softening due to heating. It is worth noting that
in the current study, the effect of temperature is not considered and the term σT

y (T ) is
not implemented in the VUMAT, as the models are calibrated using mechanical test data
at a room temperature of 20◦ [11]. So, the Johnson-Cook model is being used taking
into account only the effect of plastic strain and plastic strain rate. In the current study,
the assumption is that the mouth temperature does not influence the fragmentation of the
food during the first bite. Furthermore, in both micromechanical and macromechanical
simulations where the non local damage model is applied, temperature is used through a
VDFLUX subroutine but has no physical meaning. As it will be explained in section 3.5,
the temperature is used for the calculation of the non local equivalent plastic strain.

Overall a simplified version of the Johnson-Cook constitutive model, without the tem-
perature effect, was implemented in the current study and is expressed by the following
equation:

σy =
[
A+B

(
ε

p
eq
)n][1+C ln

(
ε̇

p
eq

ε̇0

)]
(2.5)

2.3 J2 plasticity theory

In this section the J2 plasticity theory for rate independent plasticity will be presented,
and will be used as the basis for the formulation of the rate dependent plasticity [21].
The J2 plasticity theory assumes that the stress state of the material depends on the yield
surface which is defined through a scalar yield function f . Figure 2.1 represents how the
yield surface defines the stress state. If the yield function is less than zero then the stress
state is purely elastic. Plasticity is defined when the yield function is equal to zero and
stress state is characterised as non admissible for positive values of the yield surface.

The stress tensor, σσσ , is decomposed in two parts:

σσσ = pIII +SSS (2.6)

where III is the identity tensor, p is the hydrostatic pressure given by:

p =
1
3

tr[σσσ ] (2.7)

where tr{•} denotes the trace of a second order tensor, and SSS is the deviatoric part of the
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Yield surface
𝑓 = 0

𝝈𝒚
𝝈𝒚

𝝈𝒚

𝝈𝒚

𝝈𝟏

𝝈𝟐

Elastic region
𝑓 < 0

Tangent to
yield surface

𝒏

Figure 2.1: Yield surface with vector nnn tangent to the the yield surface. Re-sketched from
Dunne and Petrinic [21].

stress tensor, given by:

SSS = σσσ − 1
3

tr[σσσ ]III (2.8)

The yield function, f , is, then, defined as:

f = σeq−σy(ε
p
eq, ε̇

p
eq) (2.9)

where σeq is the von Mises equivalent stress defined from the deviatoric stress as:

σeq =

√
3
2

SSS : SSS (2.10)

and σy(ε
p
eq, ε̇

p
eq) is the yield stress of the material, defined according to equation (2.5),

which depends on the equivalent plastic strain, ε
p
eq, and the equivalent plastic strain rate,

ε̇
p
eq, which are calculated as:

ε̇
p
eq =

√
2
3

ε̇εε
p : ε̇εε

p

ε
p
eq =

∫ t

0
ε̇

p
eqdt

(2.11)

where ε̇εε
p is the plastic strain rate tensor. The associative plastic flow rule introduces the

assumption that the increment of the plastic strain tensor, ∆εεε p, is normal to the tangent of

10



2.3. J2 plasticity theory

the yield surface (Figure 2.1). This is expressed by:

∆εεε
p = ∆γnnn or ε̇εε

p = γ̇nnn (2.12)

where γ̇ is a scalar representing the flow intensity of the plastic strain rate and nnn is a
second order tensor normal to the yield function representing the flow direction, and is
given by:

nnn =
SSS√
SSS : SSS

=
3
2

SSS
σeq

(2.13)

The increment of the equivalent plastic strain, ∆ε
p
eq, is expressed as:

∆ε
p
eq =

(
2
3

3
2

∆γ
SSS

σeq
:

3
2

∆γ
SSS

σeq

)1/2

=
∆γ

σeq

√
3
2

SSS : SSS (2.14)

Combining equations (2.10) and (2.14), it turns out that for a von Mises material:

∆ε
p
eq = ∆γ and ε̇

p
eq = γ̇ (2.15)

which implies that for a von Mises material, the increment of the scalar parameter γ

is equal to the increment of the equivalent plastic strain. By rewritting equation (2.12)
taking into account equation (2.13), the following equation is derived, which relates the
plastic strain increment with the increment of the equivalent plastic strain, :

∆εεε
p =

3
2

SSS
σeq

∆ε
p
eq (2.16)

Finally, if the second invariant of the deviatoric stress is defined as:

J2 =
1
2

SSS : SSS (2.17)

then equation (2.9) can be rewritten as:

f =
√

3J2−σy(ε
p
eq, ε̇

p
eq) (2.18)

which is the reason why the von Mises yield criterion is also referred to as J2 plasticity.

At this point it is worth mentioning that there are two integration schemes, namely im-
plicit and explicit, that can be used for the integration of the momentum balance, or equi-
librium, in FE simulations. This scheme should not be confused with the implementation
of the plasticity equations which can be employed with either implicit or explicit meth-
ods. Therefore, the overall solution process can be obtained by a combination of implicit
and explicit methods. FE methods which employ implicit integration schemes for the in-
tegration of the momentum balance, or equilibrium equations, regardless of the scheme
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that is used for the integration of the plasticity equations, are called implicit FE methods
(e.g. ABAQUS Standard). On the other hand, the finite element methods that used the
explicit schemes for the integration of the momentum balance, or equilibrium equations
are referred to as explicit FE methods (e.g. ABAQUS Explicit). Both implicit and explicit
methods are available in ABAQUS known as ABAQUS Standard and ABAQUS Explicit
respectively. In the following sections the radial return mapping algorithm [20] which
is an implicit integration scheme of the plasticity equations will be presented followed
by the implementation in the explicit and implicit solver of ABAQUS through VUMAT
and UMAT subroutines respectively. It can be seen that the implicit scheme offers the
more robust overall approach, because of the iteration necessary in order to achieve con-
vergence [21]. Explicit schemes, however, will be used in the macroscopic simulation of
the first bite, since they can often produce more rapid solutions, and are more appropriate
for dynamic analyses [17]. Care has to be taken, however, in choosing time step size
and ensuring the calculated solution does not drift away from the true solution. In the
current chapter both methodologies are presented. The comparison between explicit and
implicit schemes will verify that the constitutive model of the VUMAT is appropriately
implemented and can be safely used for the simulations including fracture.

2.3.1 Radial return mapping algorithm

The radial return mapping algorithm, introduced by Simo and Taylor [20], is a method
to determine the plastic strain that is required in order to return the stress state on the yield
surface after a trial stress is applied. In the return mapping algorithm, the strain increment
between time tn and tn+1 is assumed to be ∆εεε , which can be decomposed to the elastic
strain increment, ∆εεεe, and the plastic strain increment, ∆εεε p, and the deviatoric stress
tensor at tn is SSSn. The elastic strain, εεεe, at the end of the increment can be calculated as:

εεε
e
n+1 = εεε

e
n +∆εεε

e = εεε
e
n +∆εεε−∆εεε

p (2.19)

so that
σσσn+1 = 2G(εεεe

n +∆εεε−∆εεε
p)+λ tr [εεεe

n +∆εεε−∆εεε
p] III (2.20)

and so:
σσσ = 2G(εεεe

n +∆εεε)+λ tr [εεεe
n +∆εεε]︸ ︷︷ ︸

Elastic predictor

III− 2G∆εεε
p︸ ︷︷ ︸

Plastic corrector

(2.21)

since Tr(∆εεε p) = 0 depicting that the volume remains constant during plastic deformation.
Also, the subscript n+ 1 has been dropped to simplify the equation. This notation is
adopted for the rest of this chapter. The elastic predictor, known as trial stress is written
as:

σσσ
tr = 2G(εεεe

n +∆εεε)+λ tr [εεεe
n +∆εεε] III (2.22)
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Knowing that for a von Mises material equation (2.16) can be applied and by combining
it with equation (2.21), the following equation is derived:

σσσ = σσσ
tr−2G∆ε

p
eq

3
2

SSS
σeq

(2.23)

where ∆ε
p
eq is the increment of the equivalent plastic strain. As shown in equations (2.6)-

(2.8), the stress tensor can be expressed in terms of the deviatoric and the mean stress.
Substituting equations (2.6)-(2.8) in equation (2.23) the following is obtained:

SSS+
1
3

tr[σσσ ]III = σσσ
tr−3G∆ε

p
eq

SSS
σeq

(2.24)

and after rearrangement: (
1+3G

∆ε
p
eq

σeq

)
SSS = σσσ

tr− 1
3

tr[σσσ ]III (2.25)

Now, by expanding the right hand side of equation (2.25) using equation (2.22), the fol-
lowing can be shown [21], where K is the elastic bulk modulus:

σσσ
tr− 1

3
tr[σσσ ]III = 2G(εεεe

n +∆εεε)+λ (εεεe
n +∆εεε) III−Ktr[εεεe

n +∆εεε−∆εεε
p]III

= 2G(εεεe
n +∆εεε)+(λ −K)(εεεe

n +∆εεε) : III ≡ SSStr
(2.26)

Therefore, combining equations (2.25) and (2.26), the following is obtained:(
1+3G

∆ε
p
eq

σeq

)
SSS = SSStr (2.27)

After some algebra the following relation is obtained:(
1+3G

∆ε
p
eq

σeq

)2

SSS : SSS = SSStr : SSStr (2.28)

Taking into account equation (2.10)(
1+3G

∆ε
p
eq

σeq

)
σeq =

(
3
2

SSStr : SSStr
)1/2

≡ σ
tr
eq. (2.29)

Leads to:
σeq +3G∆ε

p
eq = σ

tr
eq (2.30)

At time tn+1 the trial stress needs to be checked whether it is admissible or not, through
the yield function:

f = σ
tr
eq−σy(ε

p
eq,n, ε̇

p
eq,n) = σ

tr
eq−σy,n (2.31)
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where σy,n is the yield stress at the beginning of the increment, t = tn. The next step is to
check the sign of the yield function f leading to two possible scenarios:

• If f ≤ 0 then the step is fully elastic and the stress tensor at t = tn+1 is equal to the
trial stress tensor, σσσ = σσσ tr.

• If f > 0 then the step is plastic and plastic correction should be applied in order to
bring the stress on the surface of the yield function. This is schematically repre-
sented in Figure 2.2.

The plastic corrector is calculated through forcing the yield surface equation to be zero at
tn+1, through the following non linear equation:

f = σ
tr
eq−3G∆ε

p
eq−σy = 0 (2.32)

where ∆ε
p
eq is the main unknown of the non linear equation. The Newton Raphson method

is applied to solve equation (2.32) and once ∆ε
p
eq is obtained, the equivalent stress at time,

tn+1, is updated through equation (2.30), the trial deviatoric stress from equation (2.27)
and the elastic strain tensor increment is given by:

∆εεε
e = ∆εεε−∆εεε

p (2.33)

And finally the stress increment is updated from:

∆σσσ = 2G∆εεε
e +λ∆εεε

eIII (2.34)

The method described so far for updating the stress tensor is called radial return mapping
algorithm and is schematically depicted in Figure 2.2.

According to ABAQUS manual [17], if the step is assumed as quasi-linear, then ∆ε
p
eq

can be explicitly calculated as:

∆ε
p
eq =

√
3
2

σ tr
eq−σy,0

3G+h
(2.35)

where h = dσy,n/dε
p
eq,n is the hardening slope at the current point. This is generally

adopted in VUMAT material models when a small time increment is used in ABAQUS/
Explicit. According to Ming et al. [22] this leads to many instabilities because the non
linear terms of the constitutive equation become important. For this reason, similar to the
approach of Zaera et al. [23], a Newton-Raphson method is applied to calculate the roots
of equation (2.32).
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𝛔𝑛

𝑓𝑛 = 0

𝑓𝑛+1 = 0
𝛔𝑡𝑟

𝛔 3𝐺∆𝜀𝑒𝑞
𝑝

Figure 2.2: Schematic representation of the radial return mapping algorithm depicting the
transition from tn to tn+1.

2.3.2 The Newton-Raphson method

The Newton-Raphson method is used to define the roots of a non linear function,
g, and it requires the calculation of the first derivative g′(x). Applying Taylor series
expansion in function g(x) around x, gives:

g(xi+1) = g(xi)+g′ (xi)(xi+1− xi)+O (xi+1− xi)
2 (2.36)

Assuming that xi+1 is a root of g(x) = 0, then:

g(xi)+g′ (xi)(xi+1− xi)+O (xi+1− xi)
2 = 0 (2.37)

If xi is close to xi+1 the term O (xi+1− xi)
2 can be ignored and equation (2.37) be-

comes:
xi+1 = xi−

g(xi)

g′ (xi)
(2.38)

which is known as the Newton-Raphson formula. Equation (2.38) defines the iterative
process followed for the calculation of the root, which is repeated until the following
convergence criterion is met:

|xi+1− xi| ≤ error (2.39)

where error defines the tolerance of the Newton-Raphson method. The derivative of the
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yield function, f , given in equation (2.32), is calculated as:

f ′(∆ε
p
eq) =−3G− dσy(∆ε

p
eq)

d∆ε
p
eq

(2.40)

with:
dσy(∆ε

p
eq)

d∆ε
p
eq

=
∂σy

∂ε
p
eq

dε
p
eq

d∆ε
p
eq
+

∂σy

∂ ε̇
p
eq

dε̇
p
eq

d∆ε
p
eq

=

√
2
3

(
∂σy

∂ε
p
eq
+

1
∆t

∂σy

∂ ε̇
p
eq

) (2.41)

According to Ming et al. [22] the calculation of the derivatives using an analytical
method is difficult. For this reason, a numerical solution is used as an alternative approach,
by adding a small increment to the equivalent plastic strain and the equivalent plastic strain
rate, in order to calculate the partial derivatives of equation (2.41) as:

∂σy

∂ε
p
eq

=
σy
(
ε

p
eq +∆ε

p
eq, ε̇

p
eq
)
−σy

(
ε

p
eq, ε̇

p
eq
)

∆ε
p
eq

(2.42)

∂σy

∂ ε̇
p
eq

=
σy
(
ε

p
eq, ε̇

p
eq +∆ε̇

p
eq
)
−σy

(
ε

p
eq, ε̇

p
eq
)

∆ε̇
p
eq

(2.43)

2.4 Johnson-Cook implementation in VUMAT

This section describes the steps followed to implement the radial return mapping al-
gorithm for the Johnson-Cook constitutive law using a VUMAT subroutine in ABAQUS/
Explicit. Since the main purpose of the current thesis is the simulation of the first bite,
which includes contact, it is preferable to use the Explicit solver of ABAQUS, which
handles better problems with contact [17].

The algorithm developed by Ming et al. [22] was used in the current study, and the
required steps for the VUMAT implementation in ABAQUS/Explicit are presented here
as well. The variables passed in the VUMAT are the following:

• The strain increment tensor, ∆εεε , at each material point (strainInc).

• The stress tensor at the beginning of the increment (stressOld).

• The state variables at each material point at the beginning of the increment (stateOld).
Here, the state variables are the plastic strain, ε

p
eq, the plastic strain rate, ε̇

p
eq, the

plastic corrector ∆ε
p
eq and the stress triaxiality η .

ABAQUS then combines this information with the material properties of the consti-
tutive law and initially calculates the deviatoric trial elastic stress, SSStr, and afterwards the
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trial von Mises yield stress, σ tr
eq. The initial stress σσσn is decomposed to the hydrostatic

pressure and the deviatoric stress SSSn as follows:

pn =
1
3

tr [σσσn]

SSSn = σσσn− pnIII
(2.44)

The hydrostatic stress, p1, and the trial deviatoric stress, SSStr, at the end of the incre-
ment are given by:

p1 = pn +K tr[∆εεε]

SSStr = SSSn +2G(∆εεε− 1
3

tr[∆εεε]III)
(2.45)

The von Mises yield stress, σ tr
eq, is calculated using equation (2.29) and is compared

against the yield stress at the beginning of the increment, σy(ε
p
eq,n, ε̇

p
eq,n). The two possible

scenarios are listed below:

• If σ tr
eq ≤ σy(ε

p
eq,n, ε̇

p
eq,n) then the step is fully elastic and the deviatoric stress at t = t1

is equal to the trial deviatoric stress (SSS= SSStr), and the plastic corrector equals to zero
(∆ε

p
eq = 0).

• If σ tr
eq > σy(ε

p
eq,n, ε̇

p
eq,n) then plasticity takes place and the stress state of the material

at t = tn+1 lies outside the surface of the yield function. The plastic corrector, ∆ε
p
eq,

needs to be calculated by enforcing equation (2.32) to be zero.

The plastic corrector ∆ε
p
eq is calculated using the Newton-Raphson method to find the

roots of equation (2.32). According to Ming et al. [22] the interval of the plastic corrector
is initialized so that ∆ε

p
eq ∈

[
0,σ tr

eq/3G
]
. Then, the equivalent plastic strain, ε

p
eq, and the

equivalent plastic strain rate, ε̇
p
eq at the end of the increment, tn+1, are calculated according

to equation (2.46).

ε
p
eq = ε

p
eq,n +

√
2
3

∆ε
p
eq (2.46)

Afterwards, the yield stress, σy,1, the yield function, f (∆ε
p
eq), and its derivative, f ′(∆ε

p
eq),

are computed and the convergence is checked through the increment of ∆ε
p
eq.

δ∆ε
p
eq =−

f (∆ε
p
eq)

f ′(∆ε
p
eq)

(2.47)

The derivative of function f is derived in equation (2.41) and is calculated through
equations (2.42) and (2.43). For the Johnson-Cook constitutive law these equations are
written as:

∂σy

∂ε
p
eq

= nBε
p(n−1)

eq

[
1+C ln

(
ε̇

p
eq

ε̇0

)]
(2.48)
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∂σy

∂ ε̇
p
eq

=


C
(

A+Bε
pn
eq

)
ε

p
eq

if ε̇
p
eq ≥ ε̇0

0 if ε̇
p
eq < ε̇0

(2.49)

2.5 Implementation of Johnson-Cook model in UMAT

For the implementation of a constitutive law using a UMAT subroutine in the implicit
solver of ABAQUS, a range of values is passed into relating to both the beginning and
the end of the time increment. In particular, strain and deformation gradient are provided
at the beginning and the end of the time increment whereas stress is provided only at
the beginning. Afterwards, the stresses at the end of the time increment are determined
through the material Jacobian, or tangent stiffness, which is also be provided. Finally, all
the state variables, e.g. equivalent plastic strain, triaxiality, are updated at the end of the
time increment [21].

The implementation of the constitutive equations within the ABAQUS implicit FE
code requires the determination of the Jacobian, which comprises both the tangent stiff-
ness matrix and the load stiffness matrix. The tangent stiffness matrix depends mainly on
the constitutive equations. It is therefore necessary to provide the material tangent stiff-
ness matrix in addition to the integration of the constitutive equations. For the implemen-
tation of the constitutive equations in the ABAQUS implicit solver (ABAQUS/Standard),
a UMAT subroutine is needed which contains the constitutive equations together with the
material Jacobian.

2.5.1 The Principle of Virtual Work

The principle of virtual work forms the basis for the implementation of non linear
finite element approximation and will be discussed in this section. Consider a deformable
continuum body, which occupies a volume V0 with boundary surface S and has a mass
density ρ0 in its reference state at t = 0. The body is then loaded with body forces bbb per
unit mass together with a traction t̂tt applied on a part of the boundary St and by prescribed
displacements on the rest of the boundary (Su)1, as shown in Figure 2.3 [24].

After a time period ∆t, the body is deformed occupying a volume V with a mass
density ρ surrounded by surface S. The loading induces a Cauchy stress σi j and the
equilibrium is expressed as:

∂σi j

∂x j
+ρbi = 0 (2.50)

1Note that Su∩St = /0 and Su∪St = S
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Ƹ𝑡

𝜌𝒃

𝑆𝑢

𝑆𝑡

𝑉0

Figure 2.3: Continuum body of volume V subjected to traction and displacement bound-
ary conditions

with boundary conditions for applied forces and displacements in the boundary ∂S:

uuu = ûuu = known on Su (2.51)

t̂tt = σσσ ·nnn = known on St (2.52)

when nnn is a vector normal to the surface boundary ∂St . The problem is completed by the
kinematical relationships:

Di j =
1
2

(
∂vi

∂x j
+

∂v j

∂xi

)
(2.53)

where Di j is the deformation rate tensor that corresponds to the velocity field vi.

Equations (2.50-2.53) constitute the strong formulation of the boundary value prob-
lem. The principle of virtual work is based in rewriting the equations of equilibrium in the
weak formulation. To express this equation, a kinematically admissible virtual velocity
field, vvv∗, is defined on Su and then integrating over the entire volume of continuum body
the following is derived:

∫
V

[
∂σi j

∂x j
+ρbi = 0

]
v∗i dV = 0 (2.54)

Applying the chain rule:

∂σi j

∂x j
v∗i =

∂

∂x j

(
σi jv∗i

)
−σi j

∂v∗i
∂x j

(2.55)
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and making use of the divergence theorem, the following is derived:

∫
V

∂σi j

∂x j
v∗i dV =

∫
V

[
∂

∂x j

(
σi jv∗i

)
−σi j

∂v∗i
∂x j

]
dV

=
∫

St

n jσi jv∗i dS−
∫

V
σi j

∂v∗i
∂x j

dV

=
∫

St

tiv∗i dS−
∫

V
σi jL∗i jdV

(2.56)

where L∗i j is the virtual velocity gradient the components of which are given by:

L∗i j =
∂v∗i j

∂x j
(2.57)

this can be decomposed into the symmetric D∗i j and antisymmetric part W ∗i j and taking
advantage of the symmetry of σσσ , the following equation is derived:

σi jL∗i j = σi j
(
D∗i j +W ∗i j

)
= σi jD∗i j +σi jW ∗i j = σi jD∗i j (2.58)

Combining equations (2.54), (2.56) and (2.58) the weak form of the boundary value
problem is written as: ∫

V
σ
∗
i jD
∗
i jdV −

∫
St

tiv∗i dS−
∫

V
ρbiv∗i dV = 0 (2.59)

Equation 2.59 is known as the weak formulation of the boundary value problem (BVP)
and forms the basis for the FE approximation introduced in the following section.

2.5.2 FE for the solution of the weak formulation BVP

In this section the Johnson-Cook material model that was introduced in section 2.2 will
be implemented in the FE code. In FE analysis the displacement field is discretised by
choosing to calculate the displacement field in a set of n nodes. The solution is developed
incrementally by applying a displacement increment ∆u(xxx), which is the main unknown
of the problem. The unknown displacement vector at each nodal point is denoted by uα

i ,
where the superscript α ranges from 1 to n, with n representing the number of nodes. In
the viscoplastic case the displacements vary as a function of time, so uα

i = uα
i (t). The

displacement uα
i (t) is assumed to be known at the end of each step and unknown is the

uα
i (t +∆t). The displacement field is summarised as:

uα
i (t +∆t) = uα

i (t)+∆uα
i

and is solved by calculating the displacement field ∆uα
i . By discretising the continuum

body into finite elements, the displacement increment, ∆uuu and the virtual displacement,

20



2.5. Implementation of Johnson-Cook model in UMAT

vvv∗, can be expressed as an interpolation function within each element as:

∆u(xxx)i =
n

∑
i=1

Nα(xxx)∆uα
i (2.60)

v∗i (xxx) =
n

∑
i=1

Nα(xxx)v∗
α

i (2.61)

where, xxx, denotes the coordinates of an arbitrary point in the solid and Ni are the shape
functions. The symmetric part, D∗i j , of the virtual velocity field is expressed as:

D∗i j =
1
2

(
∂v∗i
∂x j

+
∂v∗j
∂xi

)
=

1
2

n

∑
i=1

(
∂Nα

∂x j
v∗

α

i +
∂Nα

∂xi
v∗

α

j

)
(2.62)

By using the constitutive law, the stress field caused by the strain in the time increment
∆t can be calculated as function of the strain increment and the time increment due to the
strain rate effect. The stress can be expressed as:

σi j = σi j (∆uα
i ,∆t) (2.63)

Substituting into the principle of virtual work of equation (2.59):[∫
V

σi j (∆uα
i ,∆t)

∂Nα

∂x j
dV −

∫
V

ρbiNαdV −
∫

St

tiNαdSt

]
v∗

α

i = 0 (2.64)

and because this must hold for all v∗
α

i :

∫
V

σi j (∆uα
i ,∆t)

∂Nα

∂x j
dV −

∫
V

ρbiNαdV −
∫

St

tiNαdSt = 0 (2.65)

Equation (2.65) is a set of non linear equations to be solved for ∆ua
i using Newton’s

method. Thus, the expression of the Jacobian matrix, that is used for the solution of the
problem, needs to be derived.

2.5.3 Calculation of the Jacobian

The linearization of the return mapping algorithm is needed for the calculation of the
Johnson-Cook Jacobian. Doghri and Ouaar [25] showed that the Jacobian at t = tn+1 can
be written as [26]:

∂∆σσσ (n+1)

∂∆εεε(n+1)
= λ

∗III⊗ III +G∗[III⊗III + III⊗III]+

[
h

1+ h
3G

−3G∗
]

SSS(n+1)

σ
n+1
eq
⊗ SSS(n+1)

σ
n+1
eq

(2.66)
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where:

G∗ = G
σ
(n+1)
y

σ
tr(n+1)
eq

, λ
∗ = K− 2

3
G∗, h =

∂σ
(n+1)
y

∂ε
p(n+1)
eq

+
∂σ

(n+1)
y

∂ ε̇
p(n+1)
eq

1
∆t

(2.67)

The same notation as in the paper of Achour et al. [26] is followed here as well where the
symbols III⊗III and III⊗III indicate the two special dyadic products of the identity tensor, III,
and are defined as:

[III⊗III]i jkl = δikδ jl, [III⊗III]i jkl = δilδ jk (2.68)

where δi j is the delta Kronecker. The detailed derivation of equation (2.66) is provided in

Appendix A.1. The terms ∂σ
(n+1)
y

∂ε
p(n+1)
eq

and ∂σ
(n+1)
y

∂ ε̇
p(n+1)
eq

, of the hardening parameter h in equation

(2.67), have been already calculated in equations (2.48) and (2.49).

2.6 Two-layer viscoplasticity

Besides the Johnson-Cook material model, the two-layer viscoplastic model which
is implemented in the material library of ABAQUS, is used for the characterisation of
the chocolate matrix. The two-layer viscoplastic model divides the material behaviour
in elastic, plastic and viscous parts. Such laws can be represented, in one dimension,
using a combination of spring, dashpots and sliding elements. Figure 2.4 depicts this
material idealisation, with the elastic-plastic and the elastic-viscous networks connected
in parallel.

𝐸𝑒𝑝

𝐻

𝜎𝑦,0

𝐸𝑒𝑣
𝐴,𝑚, 𝑛

Elastic-plastic

Elastic-viscous

Figure 2.4: One dimensional representation of the two-layer viscoplastic model.

The springs represent the elastic part of the response using a linear elastic isotropic
definition. The ratio between the elastic modulus of the elastic-viscous network (Eev) to
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2.6. Two-layer viscoplasticity

the total elastic modulus (Eev +Eep), with Eep defining the elastic modulus of the elastic-
plastic network, is a user specified ratio given by:

fv =
Eev

Eev +Eep
(2.69)

The elastic-plastic branch is based on the the von Mises yield condition and describes
the time independent material behaviour. The elastic-plastic layer consists of a spring with
elastic modulus Eep which is connected in series with a sliding element with a yield stress
σy0 and strain hardening parameter H. The material behaviour regarding the elasto-plastic
time independent behavior depends on whether the material exceeds the yield stress or not
and is described by the following equations:

σep =

εEep, if εEep ≤ σyo

σyo +H
(

ε− σyo
Eep

)
, if εEep > σyo

(2.70)

The elastic-viscous part of Figure 2.4 is characterized by a spring, with elastic modu-
lus Eev and a dashpot, with parameters A,n and m connected in series. This combination
is known as a generalised Maxwell element and introduces the strain rate dependency in
the model. The viscous parameters A,n and m are called Norton Hoff rate parameters [17]
and must satisfy the following conditions:

A,n > 0 and −1≤ m≤ 0 (2.71)

The elastic-viscous stress is calculated according to the following equation:

σev(t) = A−
1
n t(−

m
n )ε̇v(t)(

1
n) (2.72)

Equation (2.72) can be rearranged so that, the strain rate of the dashpot, ε̇v(t), is obtained
as:

ε̇v(t) = Aσev(t)ntm (2.73)

Taking into account the parallel connection of the elastic-plastic and elastic-viscous
branches the below relations can be written:

ε̇ = ε̇ep = ε̇ev (2.74)

σ = σep +σev (2.75)

The elastic-plastic strain rate, ε̇ep, and the elastic-viscous strain rate, ε̇ev, can be further
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decomposed to the following:

ε̇ep = ε̇p + ε̇ep,e (2.76)

ε̇ev = ε̇v + ε̇ev,e (2.77)

where ε̇p is the plastic strain rate, ε̇ep,e is the elastic strain rate of the elastic plastic branch,
ε̇v, is the viscous strain rate and ε̇ev,e is the elastic strain rate of the elastic-viscous branch.

Substituting equations (2.70) and (2.72) into (2.75) the following equation of the over-
all stress of the two-layer viscoplastic model is obtained:

σ =

εEep +A−
1
N t−

m
n ε̇

1
N
v , if εEep ≤ σy0

σy0 +H ′
(

ε− σy0
Eep

)
+A−

1
N t−

m
n ε̇

1
N
v , if εEep > σy0

(2.78)

The viscous strain rate, ε̇v, is unknown. According to ABAQUS manual [17] this
parameter can be estimated by considering m= 0, implying steady state conditions, which

result in σev = A−
1
N ε̇

1
N
v . According to Skamniotis [27] this leads to severe limitations in

the chewing application, which includes high strain rates. To overcome this limitation,
the methodology introduced in [27] will be applied here as well. The decomposition of
the viscous strain rate of the dashpot, ε̇ev, as shown in equation (2.77), will be used for the
calculation of the elastic viscous strain rate ε̇v. An explicit approach is applied, where the
current elastic strain, ε i

ev,e, is calculated by differentiating equation (2.73) between t i−1

and t i and using the stress of the previous increment σ i−1
ev , which is known and can be

found from the spring response as Eevε i−1
ev,e . The procedure is summarised bellow:

σ
i−1
ev = Eevε

i−1
ev,e

ε
i
ev,e = ε

i−1
ev,e +∆ε−∆tA

(
σ

i−1
ev
)n

tm

ε
i
v = ε

i− ε
i
ev,e

(2.79)

The calibration starts from t = 0 where the strains are zero and using equation (2.79) the
elastic strain of the elastic-viscous layer, εev,e, is computed. Afterwards, the viscous strain
rate, ε̇v, is calculated using equation (2.77) and subsequently the total stress is found by
substituting in equation (2.78).

The methodology described so far, together with equations (2.79) was implemented
in an MS EXCEL spreadsheet and the parameters A,N,m, f ,H ′ and σy0 were calibrated.
The stress-strain monotonic compression experimental data [11] were used and an instan-
taneous, Eep +Eev, of 100MPa was applied for the non-aerated chocolate samples. The
hardening parameter H ′ was calculated as the gradient between two stress values. These
two stress data points were selected as the onset of plastic deformation, also known as
the static yield stress, σy0,s and the stress, σy0,m that corresponds to the maximum strain
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2.7. Summary of experimental results

observed from the monotonic compression experiments at strain rate ε̇ = 0.01s−1. The
maximum strain value for the non aerated chocolate was found to be 0.21 (shown in Fig-
ure 2.5). The slope of the plastic region at ε̇ = 0.01s−1 strain rate was used to calculate
the values of σy0,s and σy0,m.

2.7 Summary of experimental results

The experimental data used for the calibration of the constitutive models, are pre-
sented in detail in the study of Bikos et el. [11]. In this thesis, the experimental results
from monotonic compression and tension are presented and the reader is advised to read
the study of Bikos et al. [11] for details regarding the experimental set up, the instrumen-
tation and the geometry of the samples used. Figure 2.5 depicts the stress-strain results
from monotonic compression (black dashed line) and from monotonic tension (red dashed
lined) for three strain rates ε̇ = 0.01,0.1,1s−1.
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Experiment-Tension [11]

Figure 2.5: Comparison between monotonic compression and tension experimental data
[11].

It is evident that for the monotonic compression tests, the material behaviour is rate
dependent and the elastic, plastic and softening regions are visible. On the other hand, the
results from the tension experiments show a different behaviour. Although the Young’s
modulus is comparable with the respective value obtained by the compression experiment,
the tension results reveal that the yield stress in tension is smaller than in compression.
It is worth noting that, due to the nature of the material, it is difficult to create straight
tensile specimens without flows. This misalignment can cause severe problems resulting
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in unreliable results leading to premature failure. For this reason, in the current thesis,
only the compression experiments will be used for the estimation of the Young’s modulus,
the Poisson’s ratio and the calibration of the experimental data and the estimation of the
plastic strain at the initiation of failure (chapter 3).

2.8 Comparison of constitutive models

The constitutive models presented so far were implemented in ABAQUS, calibrated
against experimental data [11] and a comparison is given in this section. All FE simu-
lations were conducted in a single element and the stress-strain curves were calculated
for the different constitutive models. In this section, the compression experimental data
of Figure 2.5 will be used for the calibration of the model parameters. Also, the part
of the curve until the maximum stress point at each strain rate is considered, excluding
the softening part, since the damage has not considered in the models so far. The entire
stress-strain curves will be considered in chapter 3, where the softening part will be used
for the calibration of the parameters that are involved in the damage evolution law.

Initially, the Johnson-Cook material model was calibrated. The Young’s modulus,
E, was calculated from the gradient of the elastic region of Figure 2.5 and the Poisson’s
ration, ν , was adapted from the study of Bikos et al. [11], where a detailed calculation
methodology is provided. The parameters A,B and n were estimated using the lower strain
rate ε̇ = 0.01. The parameter A represents the yield point, the parameter B influences the
hardening and the parameter n characterises the curvature of the plastic region at this rate.
The parameter C corresponds to the rate dependency. All the calibrated parameters are
given in Table 2.1

Table 2.1: Calibrated parameters of the Johnson-Cook model

Parameter Value
Elastic modulus, E [MPa] 100

Poisson’s ratio, ν [-] 0.49
A [MPa] 1.35
B [MPa] 3.5

C [-] 0.05
n [-] 0.8

ε̇ [s−1] 0.01

Figure 2.6 depicts a comparison of the stress-strain data obtained from compression
experiments and data calculated from the FE analysis of one element subjected to com-
pression. The Johnson-Cook model calibrated according to Table 2.1 lies in good agree-
ment with the experimental data. The different implementations of the modified Johnson-

26



2.8. Comparison of constitutive models

Cook constitutive model provide the same stress-strain response. In the graph the three
curves obtained from the FE calculations overlap and this is the reason why the ABAQUS
UMAT data are not visible.
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Figure 2.6: Comparison between the Johnson-Cook model implemented in VUMAT,
UMAT and ABAQUS built-in and the experimental data in compression [11].

The calibrated parameters of the two-layer viscoplastic model are presented in Table
2.2. Figure 2.7 shows the stress-strain graph of the two-layer viscoplastic law for different
strain rates. There is a good agreement between the simulation and experimental data in
compression. It is worth noting that, the two-layer viscoplastic law is only available in the
implicit solver of ABAQUS [17], which limits its utility in the chewing model, as it will
be explained in chapter 5. Note that the experimental data, presented in Figures 2.6 and
2.7, include only the part of the curve before softening occurs. Softening is examined for
the calibration of the damage parameters and the calculation of the strain at the fracture
initiation.

Table 2.2: Calibrated parameters of the two-layer viscoplastic model

Parameter Value
Elastic modulus, E [MPa] 100

Poisson’s ratio, ν [-] 0.49
σyo,s [MPa] 0.8
σyo,m [MPa] 1.8

A [MPa−ns−1−m] 0.04
n [-] 0.8
m [-] −0.01
f [-] 0.57
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Figure 2.7: Comparison between the two-layer viscoplastic model and the experimental
data in compression [11].

2.9 Conclusions

This chapter investigated material models available in ABAQUS with the potential to
model the solid chocolate matrix. ABAQUS provides several built-in material models that
can be used for the purposes of this theses. However, as it will be shown in chapter 3,
the built-in damage laws that are compatible with these material models suffer from mesh
dependency, which is a crucial aspect when simulating the food fracture during the first
bite. For this reason, the material model needs to be coupled with an appropriate damage
model though a user material subroutine.

Initially, the Johnson-Cook constitutive model was presented followed by the radial
return mapping algorithm which defines an implicit algorithm for the solution of the con-
stitutive equations. The Johnson-Cook material model was implemented in both the Im-
plicit (UMAT) and Explicit (VUMAT) solver of ABAQUS and the methodology followed
was presented. Although, the macroscopic first bite simulations will be conducted in
ABAQUS Explicit, since it handles better simulations that involve contact [17], the VU-
MAT was compared against the same constitutive model implemented in a UMAT subrou-
tine and the built-in Johnson-Cook material model. The finite element simulations were
conducted in a single element and the stress-strain curves showed that the three different
implementations of the model overlap. This proved that the VUMAT has been success-
fully implemented in the finite element model and can be used in conjunction with the
damage model for the simulations that will be presented in chapters 4 and 5.

In addition to that, the built-in two-layer viscoplastic model was calibrated for the
experimental data of the solid chocolate matrix. The results showed that the model can be
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successfully applied and can provide an alternative constitutive model that can be used in
the simulations of the first bite.
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3.1 Introduction

Like many engineering materials, foods contain microstructural flaws that decrease
their strength. Modeling damage that is driven through discontinuities in the matrix, for
the non-aerated chocolate, and pores, in the case of micro-aerated chocolate, is the field
that Continuum Damage Mechanics (CDM) is concerned with [28, 29]. The heteroge-
neous nature of the matrix causes strain localisation phenomena which appear initially as
shear bands leading to the formation of cracks. As a result of strain localisation, softening
in the material takes place leading to reduction of stresses while strains are increasing.
A model that predicts correctly the formation of shear bands is of crucial importance,
since it will secure the accurate prediction of fracture which is an important aspect in the
prediction of fragmentation during the first bite.

The theory of CDM aims to describe and analyse the damage and fracture properties
from a continuum mechanics point of view [30, 31]. The changes in the microstructure
due to growth, nucleation and coalescence of voids and other defects lead to loss of stiff-
ness that influences that macromechanical behaviour of the material.

In order to characterise the effect of the discontinuities that are present in the micro-
scale by means of continuum mechanics, the microscopic micro-homogeneities must be
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homogenised and represent them as a homogeneous macroscopic field. Figure 3.1 rep-
resents defects that are present at a material point P. According to the principle of local
state [32], a state variable at a point can be used to describe the thermodynamic state
(damage state). In CDM an internal state variable, known as damage variable d(x), is
used to describe the damage state at a material point.

𝑎

Macroscale

Microscale

𝑑(𝑥)

𝑃(𝑥)

Figure 3.1: The damage parameter d(x) is calculated taking into account the defects
around a material point P in front of a crack with lenght a.

In the so called local CDM model (e.g. ductile damage model in ABAQUS [17]) the
damage parameter depends only on the strain state at each material point. This causes
the numerical simulations to exhibit a pathological mesh dependence and the damage
parameter tends to increase as the mesh is refined leading to unreliable results [33]. The
limitation is derived from the fact that when investigating the shear band formation using
classical continuum mechanics, the numerical solutions suffer from ill-posed mathematics
and the governing partial differential equations (PDEs) lose ellipticity (from elliptic to
hyperbolic) [34]. The absence of an internal material length in the classical continuum
theory, causes the characteristic element length to become the material length.

The FE calculation using local CDM has no physical meaning as the predictions of
the shear band width and crack propagation depend on the element size and not a material
property, i.e. an internal length scale. As it will be shown in section 3.6, the width of the
shear band decreases as the mesh becomes more refined. A technique to resolve the mesh
dependency problem is by extending the classic CDM theory to include a characteristic
length of the material, that is related to inter-void distance or the grain size of the ma-
terial’s microstructure [34]. Such extension is done through strain gradient or non-local
models [35]. In non-local models, the microstructure interaction around a material point
is introduced, where the stress response of a material point is assumed to depend on the
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state of its neighborhood. A non-local variable is defined as weighted average at a point
and the size of the neighborhood that is assumed to influence the state of the material
point is defined through the internal material length. Kröner [36] and Eringen and Edelen
[37] applied the non-local theory for an elastic material. This theory was further devel-
oped and applied into continuum damage mechanics by the work of Pijauder-Cabot and
co-workers [38]. The direct averaging procedure of the non-local models requires a lot of
computational effort making these models inefficient to use.

Strain gradient theories are used as an approximation to the non-local models. The
strain gradient theory approximates the non-local models by Taylor expanding the inte-
gral form that averages the strain field over the surrounding volume of a material point
[39]. Strain gradient theories have been used to simulate a variety of material instabilities.
Bammann and Aifantis [40, 41] and Aifantis [42, 43] applied the strain gradient theory
to describe plastic instabilities including dislocation patterning and spatial characteris-
tics of shear bands. Subsequent articles by Aifantis and co-workers [44, 45, 46, 47, 48]
have shown the potential of using the gradient approach to a variety of material instabil-
ity problems ranging from metal fatigue and polycrystal/soil shear banding to the failure
of concrete. The gradient approach has also been extended to problems of size effect
[49, 50, 51] when investigating such problems as micro-bending [52] and micro-torsion
[49, 53]. Computational issues of the gradient theory for plasticity [54, 55, 51, 56], dam-
age [38, 51, 57, 58], and coupled damage-plasticity [59, 39, 48] have been discussed
extensively in the literature. Besson [60] provides a detailed review of the non-local
methods used to solve the mesh dependence problems of the local damage models.

The chapter is organised as follows. Initially, the basic theory of CDM is provided.
Then the non-local model developed to overcome the mesh dependency is presented. Fol-
lowing that, the steps followed for the implementation of the non-local model in ABAQUS
using a VDFLUX subroutine are presented. Finally, a comparison between the local and
the non-local models is provided using two benchmark tests.

3.2 Isotropic continuum damage mechanics theory

Damage models rely on an internal variable to characterise the degradation of the
material due to defects, e.g. microcracks or microvoids. In order to understand the basis of
defining the internal damage variable, first the one dimensional case is used to define the
effective properties through a scalar damage variable. Figure 3.2 represents a continuum
body where imperfections are present. The apparent (observed) stress applied to the body
is σ = F/A, where F is the force applied over the area A. This body contains defects such
as microvoids and microcracks, reducing the cross sectional area by Ad and the effective
area, Ā, is given by:

Ā = A−Ad (3.1)
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Figure 3.2: Continuum damage mechanics concept. Transition from real microstructure
containing defects to a fictitious undamaged microstructure characterised by the damage
variable d.

The effective undamaged material is defined through the equilibrium of forces that
must exist between the damaged and the (fictitious) undamaged configuration:

F = σA = σ̄ Ā (3.2)

So the apparent (observed) stress is calculated as:

σ =
Ā
A

σ̄ =
A−Ad

A
σ̄ = (1− Ad

A
)σ̄ (3.3)

The damage amplitude for a given plane is defined through the scalar damage variable
which is defined as the density defects and according to Kachanov et al. [61] can be
written as:

d =
Ad

A
(3.4)

The damage variable, d, for the undamaged material is d = 0 leading to Ā = A. As
soon as the damage initiates, the damage variable grows until the complete degradation
of the material, which is characterised by the asymptotic limit d = dcr (usually dcr = 1),
where the effective area is reduced to zero.
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For the simple case of an isotropic elastic material the effective stress is give by:

σ̄ = Eε (3.5)

where E is the Young’s modulus of the undamaged material. Combining Equations (3.3)
and (3.5), it is evident that the apparent stress, σ , takes the following form:

σ = (1−d)Eε (3.6)

Equation (3.6) describes how stresses are influenced by damage through the damage
variable d. A damage evolution law is needed for the one dimensional problem presented
so far to be complete. The damage evolution law relates the damage variable with the
applied strain as:

d = g(ε p
eq), 0≤ d≤ dcr (3.7)

where function g(ε p
eq) affects the softening part of the stress strain graph.

A qualitative stress-strain graph of an elastic-plastic material with and without damage
is presented in Figure 3.3. Once the loading exceeds the yield stress, σy, of the material,
plasticity takes place. Unloading from point A would result in an unloading path with
an undamaged Young’s modulus, E, leading to an equivalent plastic strain ε

p
eq,A. Damage

starts at point B initiating the degradation of the Young’s modulus. The damage onset
equivalent plastic strain, ε

p
eq,i, is a model parameter which depends on the equivalent

strain rate, ε̇eq, and the stress triaxiality, η . It is related to the strain where the shear bands
become visible in the compression experiments [11], and are calculated following the
methodology presented in section 3.3. The equivalent plastic strain at the damage onset is
used in the damage evolution equation. After point B stresses start to decrease according
to Equation (3.6) and the dashed line of σ̄ represents the stress-strain response in the
absence of damage. Damage parameter, d increases from d = 0 at the damage onset, until
point D where the damage parameter reaches a critical value, d = dcr, calculated from
the damage evolution law corresponding to complete material failure (element deletion in
the FE framework). The equivalent plastic strain at failure ε

p
eq, f is calculated indirectly

from the damage evolution law through the fracture energy, G f , which is specified from
the experimental data [11]. Figure 3.4a depicts the fracture energy parameter, which
is calculated through a stress-displacement law, instead of a stress-strain law, after the
damage initiation (blue area under the graph). In Figure 3.4a the displacements are linked
to the equivalent strain through the characteristic length, l, presented in section 3.4, as
ui = lεeq,i and u f = lεeq, f . This methodology is followed by ABAQUS [17] to alleviate
the mesh dependency during ductile damage and will be used in the current study as
well. The way that the damage parameter, d, monotonically increases from ε

p
eq,i to ε

p
eq, f

is determined by the damage evolution law. Unloading from point C (in the damaged
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Figure 3.3: Qualitative graph of equivalent stress, σeq, versus equivalent strain, εeq, cou-
pled with ductile damage [17].

state) would result in an equivalent plastic strain ε
p
eq,C driven by an unloading modulus

(1− d)E, instead of ε̃
p
eq,C which represents the unloading in the case that damage is not

considered.

A qualitative graph representing the damage evolution of the damage parameter d

is shown in Figure 3.4b. Damage variable initiates for an equivalent plastic strain εeq,i

and before that is zero indicating no damage in the material. After damage initiation
microcracks and microvoids are supposed to be formed in the microstructure and damage
evolves in a linear way until complete failure is reached when d = dcr.

These models are relatively simple and are often used to describe strain localisation
phenomena that take place during failure. However, when the damage parameter depends
only on the strain state, damage propagation through element deletion is expected to de-
pend on the characteristic element size, implying mesh dependent results. This is a char-
acteristic behavior of the local damage models, lacking to reliably predict the thickness
of the strain localization band, leading to results that are highly dependent on the mesh
density of the model. The strains tend to concentrate across a line of the shear band de-
creasing its thickness as the mesh becomes more refined. This is evident in the schematic
force-displacement graph, where the response of the softening part is influenced by the
mesh density (Figure 3.5).

Special care should be given to the loading unloading path of point C in Figure 3.3.
When the material is deformed up to the strain εeq,C, this results in damage d1 = g(εeq,C)
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Figure 3.4: Qualitative graph for a single element in tension: (a) equivalent stress, σeq
versus effective displacement, u, with the corresponding fracture energy, G f depicted as
the blue area under the graph, (b) linear evolution of damage variable d versus equivalent
plastic strain ε

p
eq.

and the stresses decrease due to the degradation of the Young’s modulus E1 = (1−d1)E.
During unloading there is no evolution of the damage parameter and during reloading the
damage parameter must continue from the highest strain reached in the strain history. To
ensure that, an additional internal variable ε̂

p
eq is introduced that characterises the maxi-

mum strain reached in the material during loading up to a time t and is defined as:

ε̂
p
eq(t) = max

{
ε̂

p
eq,i,max

{
ε

p
eq(τ) | 0≤ τ ≤ t

}}
(3.8)

Equation (3.8) introduces the additional material property, ε̂
p
eq,i, which is the damage

threshold and represents the strain at which the damage starts. The damage evolution
of equation (3.7) is then rewritten as:

d = g(ε̂ p
eq) with

{
g(ε̂ p

eq) = 0 if ε̂
p
eq = ε̂

p
eq,i

0 < g(ε̂ p
eq)≤ 1 if ε̂

p
eq > ε̂

p
eq,i

(3.9)

which ensures that the CDM law remains valid both for loading and unloading. An alter-
native approach to equation (3.8) is defining a loading function f (ε p

eq, ε̂
p
eq) = ε

p
eq− ε̂

p
eq and

enforce the loading-unloading conditions in the Kuhn-Tucker form:

f ≤ 0; ˙̂ε p
eq ≥ 0; ˙̂ε p

eq f = 0 (3.10)

The first condition indicates that ε̂
p
eq cannot be smaller than ε

p
eq, while the second condition

restricts the ε̂
p
eq to only increase. The last condition of equation (3.10) implies that ε̂

p
eq can

grow only if the current values of ε
p
eq and ε̂

p
eq are equal.

The theory presented so far can be easily transformed to the general three dimensional
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Figure 3.5: Force displacement graph for different ni mesh densities.

case. The damage variable d is usually considered as a second order tensor, but in the
current thesis isotropic damage is considered and the damage variable is chosen as scalar.
The stress-stain relation is given as:

σσσ = (1−d)Cεεε (3.11)

where C is the fourth order stiffness tensor of the undamaged material, σσσ is the stress
tensor and εεε is the strain tensor. Equation (3.11) can be used to derive the effective
constitutive equations of the damaged material by simply replacing the stress tensor σσσ by
the effective stress tensor σ̄σσ = σσσ

(1−d) in the constitutive equations presented in Chapter 2.
Similarly to the one dimensional case, a loading function in defined as:

f (ε p
eq, ε̂

p
eq) = ε

p
eq(εεε)− ε̂

p
eq (3.12)

The evolution function now depends on the strain vector εεε and on the scalar variable ε̂
p
eq.

The scalar variable ε̂
p
eq can be interpreted in a similar way to the one dimensional case,

as the largest equivalent plastic strain reached in the loading history. Equation (3.12) and
the Kuhn-Tucker condition of Equation (3.10) define the problem for the general three
dimensional case.

3.3 Estimation of the fracture strain

Before introducing the local damage theory, the estimation of the fracture strain of
the solid chocolate from experimental data will be presented. Both compression and
tension results obtained at different strain rates from uniaxial tests, are available from
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a parallel PhD study [10], and will be used for the estimation of the fracture strain at
the initiation of failure. The tensile and compressive experimental data are presented in
Figure 3.6. It is evident that the chocolate experiences anisotropy in compression and
tension and different fitting parameters of the Johnson-Cook model are needed to fit the
two experiments. In the compression experimental results, presented in detail in the paper
of Bikos et al. [11], shear bands were present during the experiment indicating clearly the
initiation of damage. In the stress-strain compression curves there is a clear elastic part
followed by plasticity until a maximum value of stress (red hexagons in Figure 3.6). The
strain at the initiation of fracture corresponds to the point of maximum stress followed by
softening. As it will be presented in section 3.4 the equivalent plastic strain is needed in
the damage evolution law. The equivalent plastic strain, for the different strain rates, is
calculated as:

ε
p
eq,i = εeq,i−

σeq,i

E
(3.13)

with the index i indicating the damage initiation and the values of εeq,i and σeq,i corre-
spond to the red hexagonal marks of Figure 3.6. The values of the equivalent plastic
strain at the initiation of failure are given in Table 3.1.
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Figure 3.6: Comparison between compression and tension experimental data. The red
hexagons indicate the initiation of fracture. Data adopted from the study of Bikos et al.
[11]

At this point it is worth noting that, due to the nature of chocolate that imposed diffi-
culties in creating samples for tension experiments, an assumption is made for the estima-
tion of the fracture strain at the fracture initiation. The fact that, shear bands were visible
during the compression experiment (Figure 3.7), and appear at 45◦ allows the assumption
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3.4. Local damage evolution law

that the premature failure is caused due to tension. For this reason the equivalent plastic
stain at failure initiation, shown in table 3.1 and calculated from the compression data of
Figure 3.6, will be assumed to be associated to tension.

Figure 3.7: Fractured specimens after monotonic compression experiments at ε̇ = 1s−1

for different micro-aeration levels. The white marks represent the cracks at 45◦. Adapted
from [10].

Table 3.1: Equivalent plastic strain at damage onset for different strain rates for the solid
chocolate samples. Values calculated from compression experiments, but used to initiate
damage in tension.

ε
p
eq,i ε̇(s−1) η

0.152 0.01 1/3
0.12 0.1 1/3
0.05 1 1/3

Similar approach has been adopted in the literature and especially in studies regarding
the fracture of cement and metallic glass, both of which exhibit failure anisotropy in
compression and tension, similar to the chocolate [62]. The equivalent plastic strain at
the end of failure is calculated through the damage evolution law that is driven from the
fracture toughness, G f , as it will be discussed in detail in section 3.4.

3.4 Local damage evolution law

As presented in section 3.2, The evolution of the scalar variable, d, is dictated by
the function g(ε p

eq). According to Wu et al. [63], three main damage evolution models
exist in the literature: micromechanically motivated porous plasticity models [64, 65, 66,
67], CDM models derived from thermodynamic considerations [61, 68], and macroscopic
phenomenological strain-based failure models, which consider a stress-state-dependent
strain to failure which is influenced by stress triaxiality and the Lode angle parameter
[69, 70]. Since, little information is known for the mechanism causing the fracture of
chocolate, the latter approach is adopted in this thesis, taking into consideration only the
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effect of the stress triaxiality. The stress triaxiality, which is a dimensionless parameter,
is defined as the ratio of the mean stress to the equivalent stress:

η =
σm

σeq
=

I1√
3J2

(3.14)

with the two invariants of the stress tensor and its deviatoric part respectively calculated
as:

I1 =
1
3

tr[σσσ ] (3.15)

J2 =
1
2

SSS : SSS (3.16)

The von Mises equivalent stress is defined through the second deviatoric stress invariant
as:

σeq =
√

3J2 (3.17)

A simplified version of the modified damage model of Bai and Wierzbicki [71] is
adopted. For a direct comparison with the built-in ductile damage model of ABAQUS,
the same linear dissipation-energy-based damage evolution law is applied [17]:

ḋ =
σy,il
2G f

ε̇
p
eq (3.18)

where σy,i is the yield stress at the damage onset, l is an internal length and G f is the
fracture energy with dimensions of energy per unit surface area [J/m2]. Complete damage
is achieved when the damage parameter d reaches a critical value given by:

dcr =
∫

ε
p
eq, f

ε
p
eq,i

σy,il
2G f

dε
p
eq (3.19)

Overall the damage evolution law is controlled by a damage initiation equivalent plastic
strain and an energy based evolution law, and including the triaxiality parameter it is
written as:

d =


0; ε

p
eq ≤ ε

p
eq,i∫ ε

p
eq, f

ε
p
eq,i

σy,il
2G f

dε
p
eq; ε

p
eq,i < ε

p
eq < ε

p
eq, f and η ≥ ηcr

dcr ε
p
eq = ε

p
eq, f

(3.20)

The critical value of the damage parameter dcr needs to be calibrated against the ex-
perimental data. The calibration methodology used by Lian et al. [72] is also applied in
the present study. The fracture toughness, G f , was calculated from single edge notched
bending (SENB) tests in three different speeds of 0.02 mms−1, 0.2 mms−1 and 2 mms−1

and a detailed description is provided in the study of Bikos et al. [11]. The G f value of
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the non aerated samples is in the range 8-12 J/m2 for the different speeds and an average
value of 10 J/m2 is adopted for the damage evolution law of equation (3.20). The latter
together with the equivalent plastic strain at the onset of damage, calculated in section
3.13 from the experimental data for different strain rates, provide a direct connection to
material properties that are independently measured and used to define damage evolution.

The influence of triaxiality on the damage evolution should be considered as well,
since during chewing there are multiple stress states [73]. The damage onset equivalent
plastic strain should be related to the respective stress state. The experimental data avail-
able for the compression experiments of the non aerated chocolate samples are used for
the calculation of the onset equivalent plastic strain in tension (η = 1/3), as presented in
section 3.3. Although, data for shear failure strain are not available, 45◦ shear bands were
visible in the compression experiments [11] and the damage criterion will be extended to
include the equivalent plastic strain in shear, ε

p,s
eq,i, for each strain rate ε̇ . The methodology

of section 3.3 will be used in a similar manner, such that damage onset occurs for the
maximum principal strain, ε1. Therefore, the equivalent plastic strain in shear (η = 0) is
approximated using equation (3.21) substituting ε

p
2 = 0 and ε

p
1 = −ε

p
3 = ε

p,t
eq,i, with ε

p,t
eq,i

representing the equivalent plastic strain at the damage onset in tension (presented already
in table 3.1). The correlation between the equivalent plastic strain in shear at the damage
onset ε

p,s
eq,i, and the equivalent plastic strain in tension at the damage onset is then calcu-

lated as ε
p,s
eq,i =

2√
3
ε

p,t
eq,i. The equivalent plastic strains at the damage onset for different

strain rates and stress triaxiality values are shown in Table 3.2.

ε
p
eq =

√
2

3

[√(
ε

p
1 − ε

p
2
)2

+
(
ε

p
2 − ε

p
3
)2

+
(
ε

p
3 − ε

p
1
)2
]

(3.21)

Table 3.2: Equivalent plastic strain at damage onset for different stress states and strain
rates.

ε
p
eq,i η ε̇(s−1)

0.175 0 0.01
0.152 1/3 0.01
0.134 0 0.1
0.12 1/3 0.1

0.058 0 1
0.05 1/3 1

It is worth mentioning that the fracture toughness value was acquired from SENB ex-
periments which represent a mode I fracture. Since the damage will be applied in the
more general chewing simulations (shown in chapter 5), where multiple fracture modes
take place, the assumption of fracture toughness isotropy should be considered. In the
study of Skamniotis et al. [12] a detailed methodology is provided where the influence
that stress triaxiality has on the fracture toughness is considered by calculating the ra-
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tio of the maximum principal stress and maximum principal strain at the damage onset.
This is implemented in the FE simulation through a VUSDFLD subroutine. This ap-
proach was applied to model the behaviour of a starch based food with a mode I fracture
toughness equal to GI

f = 930J/m2 and the mode II fracture toughness is approximated as
GII

f = 2√
3
GI

f = 1820J/m2. Comparing the fracture toughness values of the starch based
food with the respective ones of the chocolate, it is evident that the energy dissipation
is one order of magnitude higher for the starch based food, playing a crucial role in the
damage behavior. Since the fracture toughness for chocolate has a relatively low value,
an isotropic fracture toughness behaviour is assumed and more care is given on the imple-
mentation of the non-local damage law though the calculation of the non-local equivalent
plastic strain (shown in section 3.5).

According to Skamniotis et al. [74] the element deletion for compressive states (η =

−1/3) leads to unreasonably increased element removal from the FE simulation. This
is crucial in the FE simulation of the first bite, since the mass of the fragmented food
at the end of the simulation should be close to the initial mass before the fragmentation
[73]. To avoid this phenomenon, the initiation of fracture is not allowed for compressive
stress states and an additional condition is added allowing damage to initiate and evolve
for η ≥ 0 (ηcr = 0 in equation (3.20)). This is also depicted in Figure 3.8.

Stress triaxiality, 𝜂

𝜀𝑒𝑞,𝑖
𝑝

tensionshear
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compression
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ሶ𝜀 = 1/𝑠

0.175
0.134
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Figure 3.8: Equivalent plastic strain at damage onset, ε
p
eq,i versus different triaxiality val-

ues, η . The y-axis has been broken to indicate that the equivalent plastic strain in com-
pression is intentionally selected much higher than the respective values in shear and
tension to avoid unreasonable element removal.

The damage law of equation (3.20) needs to be calibrated against the parameters dcr

and l. These two parameters are related with the damage propagation and can be cal-
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3.4. Local damage evolution law

ibrated by fitting the stress-strain curves from simulations to the experimental data. It
is worth noting that existing studies in the literature use the damage evolution law of
equation (3.4) and the fracture toughness is used as a calibration parameter [63] or it is
normalised to the element length and written as a material parameter with dimensions of
energy per unit volume [75]. In the present study, the fracture toughness has a physical
meaning and is not used as a calibration parameter. A single 3D element was subjected
to tension and is used for the calibration of the dcr and l. The experimental and numerical
stress-strain curves are compared in Figures 3.9a and 3.9b. The constitutive model is in
good agreement with the experimental curve until the damage initiation and softening.
The numerical stress-strain curves for different l values and dcr = 1 are shown in Figure
3.9a and a value of l = 0.08mm predicts well the softening branch of the curve. After-
wards, the same simulations were repeated keeping constant the already calibrated value
of l and changing the value of the dcr (Figure 3.9b), which controls the equivalent plastic
strain at failure (element deletion). A value of dcr = 0.1 is considered sufficient for the
proper calibration. Both values are calibrated for the highest stain rate, ε̇ = 1s−1, that was
experimentally tested, since as it will be shown in chapter 5, the chewing rates existing in
the mouth during first bite are even higher than the available experimental data. The FE
results for ε̇ = 0.01s−1 and 0.1s−1 strain rates are compared with the experimental data
and there is a good fit, although the parameters l and dcr are calibrated using the ε̇ = 1s−1

strain rate.
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Figure 3.9: Comparison between experimental [11] data and FE stress-strain results. For
the numerical results, the VUMAT has been coupled with the local damage model for a
single element in tension at three strain rates, for (a) the calibration of parameter l (b) the
calibration of parameter dcr.
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3.5 Non-local damage model

The CDM model presented so far belongs to the so called local damage models. The
mesh dependency that is present when using this models is an important problem for the
simulation of the first bite, since the simulation results aim to provide a reliable tool to
study the fragmentation of food. The mesh dependency of the results is more intense in the
softening region of the stress-strain graph. The main reason is that the mathematical equa-
tions that describe the problem lose ellipticity and the boundary value problem becomes
ill-posed [34]. To overcome this difficulty, the local CDM model needs to be extended,
introducing an internal characteristic length that is related to the material microstructure,
such as the grain size in polycrystals or the void size or spacing in porous materials [75].
In the following sections the non-local equivalent plastic strain, ep

eq, will be calculated,
the additional equations needed to be solved will be presented and the non-local version
of damage evolution law of section 3.4 will be shown. It is worth mentioning that the
non-local equivalent plastic strain is usually represented as ε̄

p
eq. In this thesis, ε̄ symbol

is used for the macroscopic strain in the micromechanical analysis which is presented in
chapter 4. To avoid confusion, the non-local equivalent plastic stain will be represented as
ep

eq, similar to the work of Papadioti et al. [75], as opposed to the local equivalent plastic
strain ε

p
eq.

3.5.1 Non-local theory

The non-local approach introduces an internal characteristic material length, in addi-
tion to the internal length of section 3.4, that accounts for the microstructural interaction
of the defects around this material point. Figure 3.10 shows a material point x and a
close up view around this point, including the defects that are present in the area around
the point. The internal characteristic material length, lch, can be physically interpreted as
the radius of the circle (or sphere for the three dimensional case) over which the plastic
equivalent strain is averaged, taking into account how the material points included in this
fictitious area are influenced by damage. The non-local equivalent plastic strain ep

eq is
defined as a weighted average of the local equivalent plastic strain ε

p
eq over a volume V

around the material point xxx at a distance sss, and is calculated as:

ep
eq =

1
V

∫
V

ε
p
eq(xxx+++ sss)dV (3.22)

Equation (3.22) can be generalised for anisotropic materials by including a weighting
function, h(s), in the integral. In the current thesis, the weighting function will be consid-
ered to be the identity tensor, since the chocolate is considered to be isotropic.
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Figure 3.10: The internal characteristic material length, lch, introduces the effect that the
surrounding microstructural defects, around a material point x, have on the mechanical
properties.

3.5.2 Explicit gradient formulation

Following Peerlings et al. [76] and Engelen et al. [77] equation (3.22) is approximated
by initially Taylor expanding the local equivalent plastic strain as:

ε
p
eq(xxx+++ sss)≈ ε

p
eq +∇ε

p
eq · sss+

1
2!

∇
(2)

ε
p
eq · sss⊗ sss+ · · · (3.23)

Substituting equation (3.23) into (3.22) results in the strain gradient formulation [78]:

ep
eq = ε

p
eq + c2∇

(2)
ε

p
eq + c4∇

(4)
ε

p
eq + · · · (3.24)

where ∇(i) represents the i-th order gradient operator and c2 =
1
2 l2

ch,c4 =
1
8 l4

ch. The odd
derivative terms of equation (3.24) vanish as a result of the isotropy of the weighting
function [76] and by neglecting terms of fourth order and higher:

ep
eq = ε

p
eq + c2∇

(2)
ε

p
eq in V (3.25)

with V representing the volume occupied by the body. Equation (3.25) explicitly ex-
presses the non-local equivalent plastic strain in terms of the local equivalent plastic strain
and its second derivatives. The steps presented to approximate equation (3.22) through
the explicit formulation of equation (3.25) describe the transition from a non-local to a
gradient model.
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3.5.3 Implicit gradient formulation

Equation (3.25) can be further analysed by applying a Laplacian operator and mul-
tiply by c2. If the result is subtracted from equation (3.25), and higher order terms are
neglected, the following equation is derived:

ep
eq− c∇

(2)ep
eq = ε

p
eq in V (3.26)

where the index of c2 has been dropped. Equation (3.26) is a Helmhotz type equation
and a boundary condition must be provided in order to fix the solution. As proposed by
Peerlings et al. [76], the following natural boundary condition is introduced and solved
together with equation (3.26).

∂ep
eq

∂n
≡ n ·∇ep

eq = 0 on ∂V (3.27)

where n is the unit outward normal vector to the surface ∂V . Equation (3.26) defines
the non-local equivalent plastic strain implicitly in terms of the local plastic strain and
together with the boundary condition of equation (3.27) formulate the boundary value
problem that needs to be solved. The methodology followed for the implementation in
ABAQUS/Explicit is presented in section 3.5.4.

The approximation of the non-local equation in either the explicit or implicit form
in known as the gradient plasticity formulations. Despite the efficiency of the gradient
plasticity models, a unified interpretation of the physical meaning of the internal length
scale and a direct link with the material microstructure is still missing [79]. The internal
characteristic length scale is usually implemented in the model as another parameter cali-
brated through experimental data. Table 3.3 presents a range of length scales found in the
literature.

Table 3.3: Internal length scales reported in the literature for different materials [80].

Authors Material Internal characteristic length lch

Nix & Gao [81] Cu 5.84 µm
Shotriya et al. [82] Al 5.6 µm

Ro et al. [83] Al2024 0.2 µm
Guo et al. [84] Cu 85.21 µm
Iliev et al. [85] In 93.34 µm

3.5.4 Implementation to ABAQUS through VDFLUX subroutine

The detailed implementation of the additional non-local equations withing the FE
framework and the solution for the displacement field u(x) and the non-local equivalent
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3.5. Non-local damage model

plastic strain , ep
eq(x), requires the generation of user elements through the VUEL sub-

routine of ABAQUS for the Explicit solver. A detailed analysis of this approach can be
found in the studies of Mediavilla et al. [86] and Papadioti et al. [75].

In the current thesis the methodology developed by Seupel et al. [87] and also applied
by Korsunsky [88] for the estimation of the residual stresses and by Papadioti et al. [75]
in the ABAQUS/Explicit solver will be presented. According to this methodology, the
similarities between equation (3.26) and the transient heat transfer equation for isotropic
materials can be used to solve for the non-local equivalent plastic strain using a dynamic
temperature displacement analysis step. The transient heat transfer equation is given by:

k∇
(2)T + r(∆εεε,T ) = ρcṪ (3.28)

where c is the specific heat, T is the temperature, k is the thermal conductivity, r is the
heat supply per unit volume, ∆εεε is a strain increment [17] and ρ is the density.

The transient heat transfer equation (3.28) is already implemented in the VDFLUX
subroutine which can be coupled with the constitutive equations in the VUMAT as this
presented in chapter 2. Comparing equations (3.26) and (3.28) there is a direct correlation
between the non-local equivalent plastic strain and the temperature. It is, then, possible to
use the VDFLUX subroutine, to solve the non-local problem, by adjusting the following
parameters:

T ↔ ep
eq, k↔ 1

2
l2
ch, r(∆εεε,T )↔ ε

p
eq− ep

eq (3.29)

To overcome the limitation that the heat supply, r, cannot be defined in the VUMAT,
the command *DFLUX ALLEL, BFNU is added to the loading section in the input file
before the analysis set to run [75]. ALLEL is a set that contains all the elements in the
mesh and BFNU (Body Flux Non Uniform) allows for a user defined heat supply r [17].
The VDFLUX is modified as r = ε

p
eq− ep

eq, with ep
eq defined as the temperature and ε

p
eq

passed from the VUMAT via a user introduced common block. The VDFLUX subroutine
is provided in appendix A.2.

The term on the right hand side of equation (3.28) should be chosen in order to be
small. The term ρcėpeq (temperature is the non-local equivalent plastic strain) depends
on the density, which is a material property, the strain rate and the specific heat. From
these variables only the specific heat has no physical meaning for the simulation and has
to be chosen in order to minimise the right hand side term of equation (3.28). At this point
it should be considered that the minimum time increment, that ensures stability, depends
on the specific heat according to:

∆t >
ρc
6k

∆`2
el (3.30)

where ∆t is the time increment and ∆`el is the size of the element. It is evident that the
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choice of the specific heat influences the time step and a very small number will result
in a large number of increments. In order to calculate the appropriate specific heat value,
the approach of Papadioti et al. [75] is applied, according to which, the spatial uniform
solution is considered, where ∇2T = ∇2ep

eq = 0, leading to ε
p
eq− ep

eq = ρcėp
eq. The exact

solution is ε
p
eq = ep

eq and the error is given by ρcėp which should be minimised according
to:

ρcėp
eq < TOL (3.31)

where TOL < 10−4 is a reasonable value for simulations where the elastic strain rates
are small [75]. Therefore, it should be clarified that the specific heat does not have any
physical meaning, but it is selected in order to satisfy equation (3.31), taking into account
the material density and the applied strain rate.

3.5.5 Non-local damage evolution law

The non-local damage evolution is derived from the local damage evolution law (equa-
tion (3.20)), by directly replacing the equivalent plastic strain with the non-local equiva-
lent plastic strain. Therefore, equation (3.20) is rewritten as:

d =


0; ep

eq ≤ ep
eq,i∫ ep

eq, f

ep
eq,i

σy,il
2G f

dep
eq; ep

eq,i < ep
eq < ep

eq, f and η ≥ ηcr

dcr ep
eq = ep

eq, f

(3.32)

At this point, it is worth noting that the internal length, l, should not be confused with
the internal characteristic length, lch. The internal length is a parameter in the damage evo-
lution law that is calibrated against the experimental data to capture the softening branch
of the stress strain graph of Figure 3.9a. The internal characteristic length is introduced
in the model to calculate the non-local equivalent plastic strain, ep

eq, and the physical
meaning is related with the radius around a material point that is taken into account in
the calculation of the integral of equation (3.22). The local damage model is derived for
lch = 0, since for this value ep

eq = ε
p
eq.

3.6 Benchmark tests - numerical examples

To demonstrate the efficiency of the non-local damage model, two examples of shear
band formation in a plane strain bar with geometric non linearity (Figure 3.11a) and a
plane strain bar with material imperfection (Figure 3.11b) will be presented. The objec-
tive of this study is to describe the numerical implementation of the constitutive model in
two simplified geometries using the same material and damage properties as those used in
the more complicated first bite simulation. All the material properties are listed in Table
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3.6. Benchmark tests - numerical examples

3.4. All simulations were conducted for a strain rate ε̇ = 1s−1, and taking into account that
the material density is ρ = 1kgm−3, the specific heat is chosen as c = 10−4 s/(kg/m3),
in order to satisfy the criterion of equation (3.31). The geometries are subjected to ten-
sion to aid the shear band formation and four-node bilinear displacement and temperature,
reduced integration with hourglass control (CPE4RT) elements are used. It is worth re-
minding that the elements used contain temperature as an additional degree of freedom,
since the step that is used is a dynamic temperature-displacement step for the implementa-
tion of the non-local damage through the VDFLUX subroutine. In the following section,
the FE results, comparing the non-local and the local damage law, will be presented. The
local damage law is retrieved for lch = 0, whereas the internal characteristic length was
selected as lch = 0.1mm. This value was chosen, so that the shear band width remains
constant while the mesh is refined.

Table 3.4: Material properties for the FE simulations of the benchmark tests. The internal
characteristic length is lch = 0.1mm.

Parameter Value
Density, ρ [kgm−3] 1

Elastic modulus, E [MPa] 100
Poisson’s ratio, ν [-] 0.49

A [MPa] 1.35
B [MPa] 3.5

C [-] 0.05
n [-] 0.8

ε̇ [s−1] 0.01
internal length, l [mm] 0.08

dcr 0.1
specific heat, c [s/(kg/m3)] 10−4

3.6.1 Tension of a bar with geometrical imperfection

The geometry of Figure 3.11a is used to demonstrate the shear band formation due
to a geometry non linearity. The damage evolution law is applied and the local (lch = 0)
and the non-local case are compared. Figure 3.12 depicts the shear band formation for
two different mesh densities, 250 and 3800 elements. The contour plot represents the nor-
malised damage variable (d/dcr) for the local case (lch = 0 and ε

p
eq = ep

eq). The shear band
width tends to localise into a thin line as the mesh becomes more refined. In addition, as
the shear band becomes thinner the damage variable increases. This simulation illustrates
how mesh size influences the calculation of the damage variable, potentially leading to
unreliable fragmentation results when applied to the macroscopic FE simulation of the
first bite.

Therefore, the same simulation was repeated taking into account the non-local equiv-
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Figure 3.11: Geometries with induced shear band formation to comparison between the
local and the non-local damage model. Shear band due to (a) geometric non-linearity [87]
and (b) material imperfection at the lower left corner of the the geometry [75].

Figure 3.12: Shear band formation due to geometry non linearity for different mesh den-
sities. The shear band width decreases and the normalised damage parameter increases
with mesh refinement. Two different mesh densities are depicted, 250 and 3800 elements.
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Figure 3.13: Contour plot of the normalised damage parameter using the non-local dam-
age model. Two different mesh densities are depicted, 250 and 3800 elements.

alent plastic strain in the damage evolution law. The results of Figure 3.13 show that the
shear band thickness is not affected by the mesh size, and indicates that the non-local
damage model is efficient, can produce reliable results and can be confidently applied in
the macromechanical simulation of the first bite. A comparison between the local and
non-local model is also provided in Figure 3.14 where the force displacement curve is
plotted. Until the damage initiation the two models have identical behaviour. As soon
as softening starts, the local damage model provides softening branches that are mesh
dependent, whereas the non-local model is consistent for different mesh refinements.

3.6.2 Shear band due to material imperfection

Figure 3.11b depicts a material imperfection that triggers the non-uniform deforma-
tion in the specimen leading to the formation of a shear band. The imperfection at the
lower left part of the specimen has a square shape with side length of 1mm and yield
point 98% less that the rest of the matrix. Due to symmetry, only one quarter of the spec-
imen is simulated and symmetric boundary conditions are applied on the lower and left
surfaces.

Results are presented for both the local and the non-local damage models. Figure 3.15
shows the shear band formation initiated from the material imperfection. Two different
mesh densities are presented for 247 and 3836 elements. A similar trend with the results
presented using the geometric imperfection is observed. Although, the initiation at the
onset of localization is captured correctly, the shear band tends to localise in a plane and
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Figure 3.14: Force displacement curves comparing the local (dashed lines) and the non-
local (continuous lines) damage evolution law for different mesh densities.

the normalised damage parameter increases as the mesh becomes more refined. Figure
3.16 shows contour plots of the normalised damage parameter for the non-local model.
The width of the shear band is constant for the different mesh densities, implying that the
non-local damage law restores the ellipticity in the constitutive equations and the solution
is continuous [89].

3.7 Conclusions

In the present chapter the damage evolution law was presented. Initially, the general
theory of continuum damage mechanics was presented and the local damage evolution law
based on a linear dissipation energy law was applied. Afterwards, the mesh dependency
problem of the local damage models was alleviated though the implementation of the
non-local damage models. A new internal characteristic length scale was introduced in the
model which takes into account the contribution of the material points in the neighborhood
of a material point that damage has initiated. Explicit and implicit gradient formulations
of the non-local model were presented and the similarities of the latter with the transient
heat transfer equation made possible the direct implementation of the implicit gradient
formulation into ABAQUS/Explicit through a VDFLUX subroutine. The methodology
for coupling the VUMAT with the VDFLUX subroutine was discussed and the non-local
damage evolution law was given.

The non-local damage evolution law was tested in two benchmark geometries, one
with a geometric imperfection and one with a material imperfection. The goal of these
benchmark tests was to validate the damage law in a simplified case where only one shear
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Figure 3.15: Shear band formation due to material imperfection using the local model.
Two different mesh densities are depicted, 247 and 3836 elements.

Figure 3.16: Shear band formation due to material imperfection using the non-local
model. Two different mesh densities are depicted, 247 and 3836 elements.
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band is generated, instead of multiple shear bands and cracks that are present in the first
bite simulation. The results showed that the models are not mesh dependent and both the
shear band width and the damage parameter remain constant for different mesh densities
for the case of the non-local model. This non-local damage model will be used in chapters
4 and 5 for micromechanical simulations and the macromechanical simulations of the first
bite respectively.
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4.1 Introduction

The purpose of this chapter is to present the methodology followed to calculate the
elastic, plastic and fracture properties of the micro-aerated chocolate samples, based on
the mechanical properties of the non-aerated samples. The goal of this chapter is to pro-
vide a numerical tool that allows the estimation of the material properties that will be used
in the macromechanical simulation of the first bite.

The change in the mechanical behaviour of materials when pores are introduced in the
matrix and the calculation of the effective properties is performed through the theory of
computational homogenisation. Computational homogenisation has been used to derive
the effective properties of heterogeneous materials, by knowing the properties of their
constituents. Homogenisation can also be applied for non-linear properties and it has been
the field of research in many papers e.g. [90, 91, 92]. In the current thesis, homogenisation
will be used for porous materials, where the air will be considered as the second phase of
the heterogeneous material.
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The theory of computational homogenisation will be applied to random porous mi-
crostructures, which will be developed through a Random Sequential Adsorption (RSA)
algorithm [93] and to geometries generated from 3D reconstruction of X-Ray Tomogra-
phy (XRT) images. The study on the random microstructure aims to provide the geometric
characteristics in terms of size and number of pores, which is sufficient to represent the
macroscopic properties. This statistically homogeneous unit cell is known as the Repre-
sentative Volume Element (RVE) and it will be used for the computational homogenisa-
tion.

In addition to computational homogenisation, several theoretical models exist for the
estimation of the effective behaviour of linear elastic composite materials. The simplest
models that provides a rough estimate of the effective mechanical properties are the Voigt
[94] and Reuss [95] models, which assume uniform strain and stress field, respectively
over the entire composite volume. The results of these simplistic models provide upper
and lower bounds of the effective material properties. Eshelby [96] solved the problem
of an ellipsoidal inclusion in an infinite elastic matrix. Based on Eshelby’s work, Hashin
[97] extended the theory for non-dilute porous media and proposed an exact solution for
linear elastic composites subjected to hydrostatic loading. Hashin and Shtrikman [98, 99,
100] extended the Voigt and Reuss bounds by assuming that the constituent phases of the
composite are isotropically distributed in the volume of the composite. Hershey [101]
and Kröner [102] introduced the self consistent approximation and was applied to elastic
polycrystals and Willis [103, 104, 105] applied a generalisation of these results in terms of
variational principles. The simplistic Voigt and Reuss bounds that take into account only
the volume fractions, will be presented together with the more sophisticated Hashin and
Shtrikman bounds [100]. These analytical bounds will be compared against the elastic
properties as those calculated both from the experiments and the homogenisation method.

The converged RVEs will be used for the calculation of the yield and fracture prop-
erties using the constitutive model presented in Chapter 2 coupled with the non local
damage model as this shown in Chapter 3. The purpose of this study is to investigate how
the plastic and fracture properties are influenced by the micro-aeration, assuming that the
matrix of the micro-aerated samples has the same properties as the non aerated samples.
For this reason the lch parameter remains constant for all micro-aeration levels, since it
can be related to the sugar crystal size, which lies in the same length scale (10-40µm) and
is present in both micro-aerated and non aerated chocolate. The sugar crystals are visible
in Figure 4.1.

The current chapter is organised as follows. Section 4.2 provides information about
the microscopic structure as those defined from Scanning Electron Microscope (SEM) and
XRT images. This information will be the basis for the artificially generated microstruc-
tures using the RSA algorithm. In addition the elastic properties of both micro-aerated
and non aerated chocolates, as those calculated from experiments [11], are given in the
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same section. The RVE notion is introduced in section 4.3 including a literature review
regarding different definitions in subsection 4.3.1. The boundary conditions and the Hill-
Mandel condition, which are crucial for the mathematical formulation of the Boundary
Value Problem (BVP), are presented in subsection 4.3.2 followed by the convergence cri-
terion in section 4.3.3. In section 4.4 the RSA method for the generation of the random
porous microstructures and the steps followed for the mesh generation of the generated
unit cells are presented. The estimation of the effective elastic properties is presented in
section 4.5 followed by the analytical models. Finally, the stress-strain graphs for the es-
timation of the plastic and fracture properties are given in the results’ section 4.7 followed
by the conclusions in section 4.8.

4.2 Microstructures and elastic properties of non-aerated
and micro-aerated samples

The microstructure of both micro-aerated and non micro-aerated samples was investi-
gated though the Scanning Electron Microscope (SEM). Figures 4.1a and 4.1b show the
microstructure of the non micro-aerated samples and f = 15vol% micro-aerated samples
respectively. Besides pores, which are clearly seen in Figure 4.1b, sugar particles are also
visible. The sugar particles appear as crystals and their size ranges between 10 µm to
40 µm [11], which is in agreement with values reported in the literature [106].

(a) (b)

Figure 4.1: SEM images of (a) non micro-aerated and (b) f = 15vol% micro-aerated
samples. More details about the SEM images and additional information appearing in
them, e.g. sugar crystals, can found in the paper published by Bikos et al. [11]

To better characterise the microstructure of the micro-aerated samples, XRT images
were taken and are shown in Figure 4.2. The average pore size distribution was calculated
by using both the SEM and the XRT images and the distribution is plotted in Figure
4.3. The 2D SEM images led to an average pore diameter of 38 µm and the average pore
diameter calculated through the 3D XRT image was 45 µm for both micro-aerated samples
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(a) (b)

Figure 4.2: (a) 3D reconstruction of f = 15vol% porosity samples, the blue spheres rep-
resent the pores in the brown matrix which represents the chocolate, (b) 3D contour plot
of the pore diameters processed from the XRT images [11].

with f = 10vol% and f = 15vol% micro-aeration [11]. The later mean value of 45 µm
will be used for the generation of monodisperse and polydisperse porous geometries for
the study of the mechanical properties, as will be presented in section 4.4.

Figures 4.2a and 4.2b depict the pore distribution in the matrix. It is evident that big-
ger pores of diameter higher than 100 µm are present in the aerated samples, which is
also shown in the plot of Figure 4.3. These bigger pores are believed to appear in the
matrix, and therefore are also present in the non-aerated chocolate, due to the manufac-
turing process, where were trapped in the matrix and are hence not considered as part
of the micro-aeration process [11]. The bigger pores will be excluded from the micro-
mechanical study and only geometries with mean pore size of 45 µm will be considered.

4.3 The Representative Volume Element (RVE)

As stated in section 4.1, the main purpose of this chapter is the determination of a Rep-
resentative Volume Element (RVE) size, in which the linear and non linear properties of
the porous microstructures will be calculated and used in the homogeneous macroscopic
simulations of the first bite in chapter 5. A widely used approach for modeling materi-
als with heterogeneous microstructure is to perform calculations in a micro-scale sample
which contains detailed information of the microstructure. This leads to estimation of
global macroscopic material properties, and the micro-scale sample is known as the RVE.
The RVE has the advantage of describing the macroscopic structure performing calcula-
tions in much smaller specimens in less computational time by applying the appropriate
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Figure 4.3: Size distribution of pores as calculated from 2D SEM and 3D XRT images
for f = 15vol% [11].

boundary conditions in the micro-problem which satisfy the Hill-Mandel condition [107].
In this section different definitions of the RVE found in the literature will be provided, the
boundary conditions that are used in the micro-problem will be presented and the criterion
for the RVE size determination will be determined.

The transition between the micro-scale and the macro-scale is conducted though av-
eraging properties calculated in the RVE. The size of the RVE has to be large enough in
order be characterised as statistically uniform and also small enough to be able to run sim-
ulations in sufficient time. However the existence and the size determination of an RVE is
a question addressed by many researchers; different definitions have been suggested and
these will be presented in the following subsection.

4.3.1 Literature review of RVE definitions

According to Kanit et al. [108] two different conditions are being used for the RVE
definition in the mechanics of heterogeneous materials. The first one states that the RVE
should be sufficiently large to be considered as statistically representative of the composite
material, meaning that it should include a variety of microstructural characteristics, i.e.
voids, grains, etc. The second one is based on statistical properties, which according to
Kanit et al. [108] is stated as “the RVE must ensure a given accuracy to the estimated

property obtained by spatial averaging of the stress, the strain, or the energy fields in a

given domain.”

There has been a lot of research on the field of RVEs and more definitions are listed
below:

59



Chapter 4

– According to Hill [107], RVE is “a sample that (a) is structurally entirely typical of

the whole mixture on average, and (b) contains a sufficient number of inclusions for

the apparent overall moduli to be effectively independent of the surface values of

traction and displacement, so long as these values are macroscopically uniform”.

– According to Hashin [109], the RVE should be statistically homogeneous contain-
ing enough information of the microstructure, but smaller than the macroscopic
scale.

– Drugan and Willis [110] stated that, the RVE “is the smallest material volume el-

ement of the composite for which the usual spatially constant (overall modulus)

macroscopic constitutive representation is a sufficiently accurate model to repre-

sent mean constitutive response.”

According to Gitman et al. [111] larger sized microstructural cells behave in a con-
sistent way, whereas smaller microstructural cells provide values that differ to each other,
which will be considered as one of the criteria for determination of the RVE size in section
4.3.3. Another important finding was by Ostoja-Starzewski [112] who noted that the RVE
is perfectly defined for periodic microstrures and volumes containing a large number of
microstrucrural heterogeneities as shown in Figure 4.4.

𝐿1 𝐿2

𝐿3

𝐿1 ≫ 𝐿2 ≫ 𝐿3

Figure 4.4: The different legth scales in the material. Image re-sketched from [28].

4.3.2 Boundary conditions and the Hill-Mandel condition

As stated in the previous section, the volume averages should be calculated in a mi-
crostructural volume, V , that contains sufficiently enough microstructural information to
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be considered as statistically homogeneous. The transition from the microscopic to the
macroscopic scale relies on volume averaging relations and is mathematically expressed
through the Hill-Mandel condition [107]:

σσσ : εεε =
1
V

∫
V

σσσ : εεε dV (4.1)

where σσσ and εεε define the microscopic stress and strain respectively and σσσ and εεε define
the volumetric average macroscopic stress and strain respectively given by:

σσσ(x) =
1
V

∫
V

σσσ(x) dV (4.2)

εεε(x) =
1
V

∫
V

εεε(x) dV (4.3)

In linear elasticity, the Hill-Mandel condition relates the micro-scale with the macro-
scale strain energy densities and is satisfied by a variety of boundary conditions. The
Kinematic Uniform Boundary Conditions (KUBC) and Traction Boundary Conditions
(TBC), also known as Dirichlet and Neumann respectively, are the most common bound-
ary conditions used in the literature and are usually referred as homogeneous boundary
conditions. Both types of boundary conditions have limitations when considering the
physics of the problem. The TBC result in a compliant response (provide a lower bound
to stiffness), whereas the KUBC result in a stiffer response (upper bound) [113]. As an al-
ternative, the Periodic Boundary Conditions (PBC) provide an estimation that is bounded
by the two homogeneous boundary conditions. The last statement will be used as the
second criterion for the RVE size determination. For the purpose of this thesis only the
KUBC and PBC are applied for the analysis presented in the following sections.

Equation (4.4) describes the KUBC, where an average strain εεε is applied at any mate-
rial point x of the boundary of the unit cell ∂V and the displacement field u(x) is:

u(x) = εεε ·x (4.4)

KUBC overconstrains the unit cell providing an overestimation of the effective elastic
properties. KUBC are considered as the opposite to the TBC where a traction t is applied
to all surfaces of the unit cell, resulting in an underestimation of the elastic modulus [114].
In ABAQUS [17], the KUBC are included by selecting all surfaces of the unit cell and
applying a displacement field which is dependent on the the position of the material point.
For example, for the simple case of a uniaxial tension in the y direction, the displacement
field should be defined as u(y)= (y,0,0), by creating an expression field in the “Analytical
Field” option of the boundary condition tab in ABAQUS [17]. A schematic representation
the KUBC is provided in Figure 4.5.
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Figure 4.5: Schematic representation of KUBC.

PBC are imposed on the opposite boundaries of the unit cell as described by Mbiakop
et al. [115] and the displacement field u(x) is given by:

u(x) = εεε ·x+u∗(x) (4.5)

where u∗(x) is a periodic field. Figure 4.6 depicts the periodicity of boundary conditions,
where nodes of bottom-top and right-left surfaces have identical positions before and after
the deformation. The PBC are applied in ABAQUS [17] through an MPC subroutine that
is provided from the NETGEN [116] open source software which is used to mesh the unit
cells; this will be discussed in detail in section 4.4.2.

ሻ𝐮 𝐱 = ത𝛆 ∙ 𝐱 + 𝐮∗(𝐱

𝑛−

𝑛+

PBC
RVE RVE

top

bottom

le
ft

right

Figure 4.6: Schematic representation of PBC.

The implementation of PBC introduces the assumption that the structure of the porous
material is periodic. However, as already presented in section 4.2, the internal material
structure is random. It is a common assumption in the literature [111], to consider a
periodic RVE when computational homogenisation is applied in materials with random
microstructures. Figure 4.7 depicts the internal structure of a random porous material
and different RVEs that can be selected for the micromechanical analysis. As has been
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already mentioned, the RVE should be representative of any part of the material meaning
that the macroscopic structure can be created by repeating this RVE structure in the three
dimensional space. It is possible to create the macroscopic structure using samples A, B,
D and E, in Figure 4.7, by assuming that the sample is infinitely long. This assumption
is valid for the material under consideration since the pores’ diameter is three orders of
magnitude less than the length of the macroscopic material. On the contrary samples C
and F are on the boundary so one or more sides cannot be crossed by pores [111]. In this
thesis, RVEs where pores are allowed to intersect their boundaries will be considered.

B

C
D

A

F

E

Figure 4.7: Different RVE selection in 2D microstructure with random pore distribution.
Re-sketched from [111].

4.3.3 Criterion for determination of RVE size

According to Ostoja-Starzewski [117], the definition of statistical homogeneity relies
on the Hill-Mandel condition [107]. Another way of expressing the homogeneity criterion
is to state that the RVE response should be independent of the boundary conditions applied
to it. In this thesis, an extension of Ostoja-Starzewski [117] statement will be used for the
determination of the RVE size. The convergence criterion introduced by Zerhouni et al.
[118] will be used, which states the following:

– the difference between the effective properties calculated by applying KUBC and
PBC should be less than 2% and

– further increase of the size of the unit cell does not fluctuate the effective properties
calculated by KUBC by more than 0.1%

The criterion for the RVE size determination is better explained through the qualitative
graph in Figure 4.8. The PBC is the most efficient in terms of convergence rate with
increasing RVE size, whereas the KUBC provides a wrong prediction of the effective
property for small RVEs and converges to an asymptotic value of the averaged property
for bigger volumes. The convergence of apparent properties to the effective ones as the
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size of the unit cell increases, has been investigated by Huet [114, 119], Ostoja-Starzewski
[112, 120], Pecullan et al. [121] and Terada et al. [122].

RVE size

Av
er

ag
ed

 p
ro

pe
rty

PBC

KUBC

Effective property

Figure 4.8: Qualitative graph of the predictions provided by different boundary conditions
and RVE sizes.

4.4 Generation and meshing of periodic RVEs

4.4.1 The Random Sequential Adsorption method

In this section the methodology for the generation of the random 3D porous mi-
crostructures will be presented. The virtual porous microstrucrture contains randomly
distributed non overlapping pores of the same (monodisperse) or different (polydisperse)
radius. The pores are randomly generated according to the Random Sequential Adsorp-
tion (RSA) algorithm [93], and are randomly placed in a unit cell of edge size, L. In
addition, the unit cell is periodic, meaning that the opposite surfaces of the cube have
identical faces. In this study, the estimation of the elastic effective properties was initially
conducted in monodisperse unit cells and then extended to polydisperse configurations as
the latter is closer to the real microstructure observed in the SEM and XRT images (Figure
4.3). The monodisperse microstructure is a 3D cubic unit cell of length L, containing N

identical non overlapping pores of radius R. For cubic unit cells and spherical voids the
porosity f of microstructures generated using the RSA algorithm is given by:

f =
4
3

Nπ

(
R
L

)3

(4.6)

Both monodisperse and polydisperse microstructures were generated following the
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4.4. Generation and meshing of periodic RVEs

procedure described by Rintoul and Torquato [93]. The procedure followed is described
below:

– Initially the center of the first pore is placed at a random point pppiii that represents
the center of a pore with radius Ri. Then a second pore, with radius R j is placed
and the non-overlapping of the spheres is achieved through satisfying the following
relation: ∥∥pppi− ppp j

∥∥≥ (Ri +R j
)

(4.7)

if equation (4.7) is not satisfied, then the pore with radius R j is rejected and a new
sphere is placed in the domain. The remaining pores are placed in a sequential pro-
cess. As proposed by Fritzen et al. [123] a minimum distance between the centers
of the pores equal to 2.5% of the mean diameter is applied in order to guaranty FE
discretisation.

– In addition, according to Zerhouni et al. [118] in order to generate easier to mesh
microstructrures, pores that lie very close to the faces of the cube are also rejected
from the configuration. The following equation must also be satisfied:∥∥∥pk

i −R
∥∥∥≥ 0.05R and

∥∥∥pk
i +R−L

∥∥∥≥ 0.05R, (k = 1,2,3) (4.8)

It has been reported in the literature [124, 125] that the maximum porosity that can
be achieved using the RSA and satisfying the criteria introduced by equations (4.7) and
(4.8) is limited to f = 61.5vol% for both monodisperse and polydisperse microstructures.
This is not a limiting factor for the current study as the maximum porosity examined is
f = 15vol%.

The open source code Mote3D [126] is capable of generating random particulate mi-
crostructures with periodic surfaces and is used for the generation of both monodisperse
and polydisperse porous microstructures with porosities f = 10vol% and f = 15vol%.
Representative porous microstructrures of increasing volume are depicted in Figure 4.9.

It is worth noting that, 3D XRT geometry, available only for the f = 15vol% porosity
was also analysed. The geometry, presented in Figure 4.2, was imported into ABAQUS
and the spheres were subtracted from a cube with edge side L = 1.5mm to create the
porous unit cell. Afterwards, it was meshed in ABAQUS with C3D10 elements and only
KUBC were applied, since the outer opposite surfaces are not periodic to allow the im-
plementation of PBC.

4.4.2 Meshing randomly generated unit cells

Mote3D outputs the center coordinates and radii of the pores, which is then processed
by a Python script to generate a readable file by the commercial software NETGEN [116]
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Figure 4.9: Unit cells of f = 15vol% micro-aeration, generated with the RSA algorithm.
The increasing size of the cubes is accommodated with increased number of pores in order
the porosity to remain constant.

which is used for meshing the microstructures. NETGEN [116] is capable of creating pe-
riodic meshes, which is required in the current study, by creating identical surface meshes
at opposite surfaces of the unit cell. This allows the use of the “EQUATION” command
in order to apply the PBC in the ABAQUS general purpose FE code [17] where all cal-
culations were conducted. Three dimensional ten-node quadratic tetrahedral elements
(C3D10 in ABAQUS [17]) are used and three mesh densities of increasing refinement for
unit cells with porosity f = 10vol% are displayed in Figure 4.10.

Z

Y

X Z

Y

X Z

Y

X

(a) (b) (c)

Figure 4.10: Meshed microstructures using the commercial software NETGEN [116].
The monodisperse unit cells consist of N = 100 voids, edge size L = 0.36mm and radius
R = 22.5µm, resulting in a porosity of f = 10vol%. The microstructrures are meshed
with three different mesh densities: (a) coarse mesh of 51,063 elements, (b) fine mesh of
322,049 elements, (c) very refined mesh of 1,931,492 elements.

It is worth noting that another important issue that should be considered is the refine-
ment of the unit cells, as finer meshes will result in more accurate results but will also
increase the computational time. For the unit cells studied in the current thesis, fine mesh
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densities (200,000 to 500,000 elements depending on the size of the unit cell) found to
provide a good compromise between accuracy and computational time and the results
presented later are based on discretisations with mesh refinement as presented in Figure
4.10(b).

4.5 Estimation of effective elastic properties and size of
RVE

4.5.1 Determination of effective elastic properties and RVE size

The steps followed to calculate the effective elastic properties and the size of the RVE
will be presented in this section. Four different sizes of periodic unit cells with gradually
increasing size of edge length L and number of pores N (to keep the porosity constant)
were examined for both porosities of f = 10vol% and f = 15vol%. Detailed information
about the unit cells generated with the RSA algorithm is presented in Table 4.1.

Table 4.1: Sizes of unit cells, for the two examined porosities, used for the computation
of RVE. The sizes correspond to both monodisperse and polydisperse microstructure, and
the radius (mean radius for the polydisperse unit cells) is R = 22.5µm.

f = 10vol% f = 15vol%
N L[mm] L[mm]
30 0.24 0.21
50 0.28 0.25

100 0.36 0.31
150 0.42 0.36

The two types of boundary conditions presented above were implemented to the gen-
erated microstructures and linear elastic FE simulations were conducted, where the matrix
was modeled as a linear isotropic material with Young’s modulus Em = 100MPa and Pois-
son’s ratio ν = 0.49, which are properties calculated from experiments conducted to the
non-aerated chocolate samples. More details regarding the experimental procedure can
be found in the work of Bikos et al. [11].

The homogenised stiffness tensor is calculated from the volume average stress and
volume average strain fields using the constitutive equation:

σσσ(x) = Ce f f : εεε(x) (4.9)

where Ce f f is the effective stiffness tensor.
According to Kanit et al. [108] the homogenised stiffness tensor is calculated by

imposing six average strain fields in different directions in order to calculate all the six
columns of Ce f f . According to Anoukou et al. [127] microstructures generated with the
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RSA method can be considered as isotropic. For isotropic materials, the elastic properties
can be described by the bulk modulus, k, and the shear modulus, µ . By applying specific
average strain fields as the following:

εεεk =


1
3 0 0
0 1

3 0
0 0 1

3

 , εεεµ =

 0 1
2 0

1
2 0 0
0 0 0

 (4.10)

The effective bulk modulus ke f f and the effective shear modulus µe f f are calculated as:

ke f f = σσσ : εεεk =
1
3

trace(σσσ) (4.11)

µ
e f f = σσσ : εεεµ = σσσ12 (4.12)

Micromechanical analysis is also conducted for the 3D reconstructed geometry of Figure
4.2a and since the geometry is not periodic, only KUBC are applied on the boundaries.

Regarding the estimation of the yield and fracture points, the constitutive model cou-
pled with the non-local damage evolution law is used in compression FE simulations for
different strain rates using the converged RVE geometries. The material properties are the
same as the ones used for the benchmark tests in section 3.6 and are given in Table 3.4.
It is worth noting that the internal characteristic length, lch remains the same although the
geometry changes. Different mesh refinements were tested for both the polydisperse and
the monodisperse microstructures, and the value of lch = 0.06 provided mesh independent
results without making the FE simulations computationally expensive. The stress-strain
curves from the FE simulations are compared with compression experiments. The pur-
pose of this analysis is to study effect of the pore distribution on the mechanical properties
through a comparison between monodisperse and polydisperse unit cells.

4.6 Analytical models

Due to the complex internal microstructure of composite materials, many authors have
focused on finding upper and lower bounds of the Young’s modulus, rather than an exact
value. Although the estimates of the bounding methods are not exact, in certain cases
may prove useful as they provide an indication of the magnitude of the Young’s mod-
ulus of composite materials. The simplest ‘bounding’ models for assessing the average
elastic moduli of composite materials are the Voigt [94] and Reuss [95] approximations,
commonly known as the “rule of mixtures” and the “inverse rule of mixtures”, respec-
tively. The Voigt model assumes that the inclusions and the matrix have the same strain
(iso-strain model). The Young’s modulus, according to the Voigt model is calculated as
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follows:
E = f Em (4.13)

where Em is the Young’s modulus of the matrix, E is the Young’s modulus of the porous
material and f is the porosity. The equation of the Reuss model will not be used in this
thesis as it is not close to the experimental data.

The Voigt and Reuss bounds are the simplest models and are very conservative, but
can be used as a first validation for the experimental data. Hashin and Shtrikman [100]
extended the Voigt and Reuss models and provided closer upper and lower bounds for
the elastic modulus. Their approach is based on the introduction of a homogeneous and
isotropic reference material, known as the comparison material and evaluating the dif-
ferences between the comparison material and the actual composite. The bulk, kHS, and
shear, µHS, moduli according to the Hashin-Shtrikman upper bounds are calculated as:

kHS =
4(1− f )µmkm

4µm +3 f km
(4.14)

µHS =
(1− f )(8µm +9km)µm

4µm(2+3 f )+3km(3+2 f )
(4.15)

where km and µm are the bulk and shear moduli of the matrix. The Young’s modulus, E

and the Poisson’s ratio, ν are then calculated using the following equations:

EHS =
9kHSµHS

3k+µHS
(4.16)

vHS =
3kHS−2µHS

6k+2µHS
(4.17)

The two analytical models will be compared against the results from the micromechanical
analysis and the experimental data.

4.7 Results and Discussion

Initially, the results for the prediction of the elastic modulus are presented, where sim-
ulations using both the monodisperse and the polydisperse distributions were conducted.
The error bars, presented in the figures of this section, correspond to the maximum and
minimum values calculated using five different RVE configurations. The differences be-
tween the monodisperse and the polydisperse analysis are similar and Figure 4.11 shows
the results for a polydisperse microstructure with porosity f = 15vol%. In Figures 4.11a
and 4.11b, the normalised bulk and shear moduli are presented. The PBC converge faster
than the KUBC, as expected, and the dispersion of the calculations is smaller for the PBC.
The bulk and shear moduli with PBC reach a constant value for unit cell with N = 50
pores, whereas the KUBC converge for a much larger unit cell of N = 100 pores. The
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convergence criterion, introduced in section 4.3.3, is met for a unit cell with N = 100
pores, mean diameter size of D = 45µm and edge size of L = 0.31mm. This is in agree-
ment with the findings of Zerhouni et al. [118] who suggested that a ratio of D/L ≈ 0.1
leads to converged RVEs. Figures 4.11c and 4.11d present the normalised Young’s mod-
ulus and the Poisson’s ratio, calculated using the values of the bulk and shear moduli.
The same analysis was repeated for the f = 15vol% monodisperse samples and no dif-
ference was obtained neither for the converged RVE size nor for the value of the Young’s
modulus. The graphs for the monodisperse analysis of the f = 15vol% porosity are pre-
sented in appendix A.3. The f = 10vol% porosity microstructures were tested following
the same methodology for both monodisperse and polydisperse distributions. The results
showed that a unit cell with N = 100 pores and edge size L = 0.36mm is considered as
representative. The relevant graphs are presented in appendix A.4.
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Figure 4.11: Comparison between different sizes of unit cells for KUBC and PBC (a)
normalised bulk modulus, (b) normalised shear modulus, (c) normalised Young’s mod-
ulus and (d) Poisson’s ratio for f = 15vol% porosity and polydisperse microstructure.
The bulk, shear and Young’s moduli of the solid matrix are shown as km, µm and Em
respectively.
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Figure 4.12: Normalised Young’s modulus calculated from experiments [11], microme-
chanical FE simulations using microstructures generated with the RSA algorithm and
micromechanical FE simulations with the 3D XRT geometry for porosity f = 15vol%.
The upper Hashin and Shtrikman and Voigt bounds are also shown.

The normalised Young’s modulus is also compared with the upper Hashin Shtrikman
bound and Voigt model in Figure 4.12. The results from both porosities f = 10vol% and
f = 15vol% are presented and there is a good agreement between the experiments and the
FE simulation results. The XRT geometry for porosity f = 15vol%, was also analysed
and the calculated Young’s modulus lies between the error bars of both experiments and
FE simulations using the MOTE3D generated geometries. It is worth mentioning that
although KUBCs were used in the XRT, which overestimate the effective properties (as
explained in section 4.3.3), the results agree with those of the converged RVEs, where
PBC were used. This result is reasonable, since, as shown in Figure 4.3, the size of the
XRT geometry (LXRT > 1mm) is greater than the size of the RVE (LRV E = 0.31mm),
which was selected according to the criteria introduced in section 4.3.3, and the effective
properties calculated with KUBC coincide with the PBC for large RVE sizes (see Figure
4.8).

The converged RVE microstructures, as calculated from the elastic analysis, were
used for the calculation of plastic and fracture properties. Both monodisperse and poly-
disperse microstructures were investigated for both porosities. The stress-strain graph for
porosity f = 15vol% with polydisperse distribution is presented in Figure 4.13a. The
respective data of the monodisperse distribution of the same porosity is shown in Figure
4.13b. Comparing Figures 4.13a and 4.13b, initially the elastic region of the the FE sim-
ulations is in good agreement with the experimental data and no difference is observed
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between monodisperse and polydisperse configurations. The FE simulations are also ca-
pable of capturing the yield stress for both distributions and lie in good agreement with
the experimental data. Differences between polydisperse and monodisperse microstruc-
tures appear in the plastic region. The fracture initiation criterion is met in smaller strains
for the monodisperse configuration resulting in softening to occur faster leading to failure
in smaller strains. This is not present in the polydisperse configurations, where the stress-
strain graph of Figure 4.13a reveals a more ductile behaviour resulting in a plastic region
and final a fracture strain that is in good agreement with the compression experiments.
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Figure 4.13: Comparison between FE (solid lines) results and experimental results
(dashed lines) for porosity f = 15vol% for different strain rates for (a) polydisperse and
(b) monodisperse microstructure. Contour plots are also depicted in the plastic region and
the fracture point for the polydisperse microstructure. The green hexagons mark the point
where the plastic strain at fracture is calculated.

The same analysis was performed for the f = 10vol% for both monodisperse and
polydisperse microstructures. A similar trend to the f = 15vol% is also present for the
f = 10vol% as shown in Figure 4.14. The yield point is captured correctly for both
polydisperse (Figure 4.14a) and monodisperse (Figure 4.14b) distributions, whereas the
softening starts in smaller strain values for the monodisperse unit cells, similar to Figure
4.13

The bar chart of Figure 4.15a depicts the yield stress comparing experiments with
monodisperse and polydisperse simulations for different strain rates for micro-aeration
f = 15vol%. The yield stress is calculated as the first point when the linearity of the
elastic region ends, following the methodology of Bikos et al. [11] to make possible the
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Figure 4.14: Comparison between FE (solid lines) results and experimental results
(dashed lines) for porosity f = 10vol% for different strain rates for (a) polydisperse and
(b) monodisperse microstructure. Contour plots are also depicted in the plastic region and
the fracture point for the polydisperse microstructure. The green hexagons mark the point
where the plastic strain at fracture is calculated.

direct comparison between the FE calculations and the experimental results [11]. Figure
4.15b presents the equivalent plastic strain to failure for experiments and simulations in
different strain rates for micro-aeration f = 15vol%. The values depicted in this bar
chart corresponds to the green hexagons of Figure 4.13a. The respective data for the
f = 10vol% porosity are presented in Figure 4.16.

Another important aspect that is calculated through the micromechanical simulations
is the estimation of the equivalent plastic strain at the initiation of fracture. The equiva-
lent plastic strain at fracture initiation is calculated from the strain that corresponds to the
higher stress before softening. Then, the equivalent plastic strain is calculated through
equation (3.21). Making use of the Figures 4.13a and 4.14a the equivalent plastic strain
values at fracture initiation are calculated and the values are summarised in tables 4.2 and
4.3 for porosities f = 15vol% and f = 10vol% respectively. The calculated value corre-
sponds to tension (η = 1/3) and by using the relation ε

p
eq,s =

2√
3
ε

p
eq,t for the equivalent

plastic strain in shear, that presented in section 3.4, the respective values for the equivalent
plastic strain at the initiation of fracture were estimated.
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Figure 4.15: (a)Yield stress comparison between experimental data and FE results from
polydisperse and monodisperse microstructures in different strain rates for porosity f =
15vol%, (b) plastic strain at failure comparison between experimental data and FE results
from polydisperse and monodisperse microstructures in different strain rates for porosity
f = 15vol%.

Table 4.2: Equivalent plastic strain at damage onset for different stress states and strain
rates for micro-aerated chocolate with porosity f = 15vol%.

ε
p
eq,i η ε̇(s−1)

0.03 0 0.01
0.026 1/3 0.01
0.021 0 0.1
0.018 1/3 0.1
0.012 0 1
0.01 1/3 1

4.8 Conclusions

In this chapter the development of a micromechanical model for the prediction of
elastic plastic and fracture properties due to the effect of micro-aeration was presented.
Initially, the methodology for the generation of polydisperse and monodisperse unit cells
was given and the RSA algorithm was presented. Afterwards, the KUBC and the PBC,
employed for the estimation of a RVE and a unit cell with 100 voids was found to be
representative for both the f = 10vol% and f = 15vol% porosities.

It is evident that there is good agreement between the experimental data and the mi-
cromechanical simulations in the elastic region using both monodisperse and polydisperse
microstructures generated using the RSA algorithm and the 3D reconstructed XRT geom-
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Figure 4.16: (a)Yield stress comparison between experimental data and FE results from
polydisperse and monodisperse microstructures in different strain rates for porosity f =
10vol%, (b) plastic strain at failure comparison between experimental data and FE results
from polydisperse and monodisperse microstructures in different strain rates for porosity
f = 15vol%.

Table 4.3: Equivalent plastic strain at damage onset for different stress states and strain
rates for micro-aerated chocolate with porosity f = 10vol%.

ε
p
eq,i η ε̇(s−1)

0.067 0 0.01
0.058 1/3 0.01
0.028 0 0.1
0.024 1/3 0.1
0.018 0 1
0.016 1/3 1

etry. Both experimental and computational results appear to be above the upper Hashin
and Shtrikman bound and below the Voigt bound.

Regarding the yield stress calculations, there is a good agreement between the experi-
mental data and the simulations for both monodisperse and polydisperse unit cells and the
conclusion that the size size distribution does not affect the yield stress, can be drawn. On
the other hand, the equivalent plastic strain in failure depends on the size distribution and
the polydisperse microstructures provide a better agreement with the experimental data.

The findings of this micromechanical analysis will be used as an input for the macro-
scopic FE analysis, presented in chapter 5, were the chocolate specimen will be consid-
ered as homogeneous. The effect of porosity will be introduced through the change in the
mechanical properties and especial the Young’s modulus, the yield stress and the equiv-
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alent plastic strain at fracture initiation, as those estimated from the micromechanical
analysis presented in the current chapter.
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5.1 Introduction

First bite is the initial step of mastication or chewing and belongs in the general pro-
cess of digestion. The first bite involves the structural breakdown of foods due to the
interaction with teeth [14] and as a process is crucial since during breakdown the surface
area that comes in contact with saliva increases allowing for further chemical degradation
by the saliva enzymes [14].

Several attempts have been made to physically replicate the chewing process in a lab
environment, through apparatus that simulates the movement of the teeth and measures
the reaction force using strain gauges [128, 129]. Although the results obtained by such
experimental set-ups are useful to characterise the food under investigation, it is difficult
to derive safe conclusions that will allow an efficient food design [130]. For this reason, a
reliable simulation tool is needed which can perform reliable virtual first bite simulations.
A computational model allows for efficient product development and optimisation by
providing a tool whose parameters can be easily changed and new configurations can be
quickly and efficiently tested [74].

Harrison et al. [14, 13] used a coupled bio- mechanical-smoothed particle hydrody-
namics (B-SPH) model that predicts the food breakdown due to the interaction of the
food with saliva and anatomical structures of the mouth (tongue, teeth, cheeks). Although
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this study takes into account a more accurate scenario where the food interacts with more
surfaces in the mouth, the constitutive model used was a simple elastic-perfectly plastic
model coupled with a simple fracture criterion. The SPH method is a numerical method
that allows to model complex motions and large deformations by using a Lagrangian mesh
free framework that uses particles to represent the volume under consideration [13, 131].
Dejak et al. [132] presented an FE model to analyse the stresses induced by the molar
teeth during chewing of morsels using various elastic moduli. Skamniotis et al. [74]
demonstrated an FE model in the ABAQUS/Explicit solver that simulates the first bite of
pet food. In this model a more sophisticated viscoplastic material model was used cou-
pled with a ductile damage evolution law that is driven by the fracture toughness. The
results of this study were promising although a local damage model was used, making
the simulation to be mesh dependent. This is the problem that the current thesis tries to
improve by applying a non-local damage model.

The physiological conditions of the mouth during the first bite are important in creat-
ing a reliable FE model. Bite force is an important variable to investigate as it influences
the fragmentation of the food. The most widely accepted recording device for measur-
ing bite forces is the strain-gauge bite force transducer [133, 134, 135]. Biswas et al.
[136] measured the bitting force of the molar teeth in a transduction device. The data ob-
tained from the bitting forces showed that the axial forces can range between 77−2440N
and the lateral forces are less than 100 N. Force measurement has been conducted to
assess both the force required for mastication and maximum bite force. From measure-
ments conducted in foods such as carrots and biscuits, forces were measured in the range
70− 150N [137]. Gibbs et al. [138] reported maximum bite forces within the range
500− 700N. Hagbert [139] reported average maximum bite force between the molar
teeth in the range 600− 700N. It is also worth noting, that the bite force does not only
depend on the material properties but also the geometry of the food, such as the width
and the depth of the food [140]. Den et al. [140] reported that the maximum bite force
increased with increasing thickness of two apple varieties.

The chewing speed is another parameter that plays an important role during the first
bite [141, 142]. Meullenet et al. [143] reported chewing speed ranging between 26-
35.1mms−1. Sánchez-Ayala et al. [144] used a cylindrical silicon test material similar to
Buschang et al. [145] and the chewing speed measured was 26.2mms−1. These values
are somewhat higher than those reported by Yoshiba et al. [146] (19.4mms−1), Gomes et
al. [147] (16.8mms−1) and Throckmorton et al. [148] (21.83mms−1). The differences
in these chewing rate values can be related to the type of food used and also the shape
of the specimens that the volunteers were asked to chew [144]. The study of Bates et al.
[149] gives a wider range between 19.3mms−1 and 40mms−1. In the present study, the
chewing speed used in the FE simulations is limited by the maximum speed (15mms−1)
that can be reached by INSTRON.
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The chapter describes the FE model developed based on the explicit Johnson Cook
constitutive model, presented in chapter 2, coupled with the non-local damage model
presented in chapter 3. Although mastication can be characterised as a multiphysics phe-
nomenon, which involves mechanical and thermal loads in addition to the degradation
due to the interaction of the food with the saliva [150], in the current work the simulation
of the first bite takes into account only the effect of the mechanical loads and the frac-
ture of the food specimen is assumed to be caused by the contact of the teeth with the
food. This is a reasonable assumption that has been adopted in the literature [73], since
the fragmentation of the food during the first bite takes place in a very short time scale
(∼ 0.5s [151]), not allowing the thermal loads and the enzymatic reaction to influence the
process. In addition, the boundary conditions i.e. the jaw trajectories, were simplified by
considering a linear vector of lower jaw against the upper jaw. The set-up of the chewing
approach is presented first, including a physical chewing test which is replicated in FE as
well as details on the simulation techniques employed. Furthermore, the fragmentation of
the micro-aerated chocolate samples measured from the experimental set-up is compared
against in vivo measurements.

5.2 Teeth geometry and boundary conditions

A digitised adult male 3D skull, generated using X-ray computed tomography, was
used to extract a pair of the two last molar teeth for the FE simulations (Figure 5.1a). The
data were provided by Nestlé as an STL format, which was processed in SOLIDWORKS
and then imported as a STEP file in ABAQUS, as shown in Figure 5.1b. It is worth noting
that the upper and lower jaw geometries are going to be used in both FE simulations
and will be 3D printed for the experimental set-up. In order to aid the experimental
procedure and simplify the model, the last two sets of molar teeth as shown in Figure 5.1a
are extracted from the full jaw geometry and are tilted in order to become normal to the
laboratory surface. To isolate the pair of the two molar teeth, the upper and lower jaws
were cropped and the free edges were covered to create a closed surface that allowed the
created volumes to be 3D printed.

In order to attach the pair of molar teeth, extracted from the full jaw model as described
earlier, onto an Instron universal testing machine, adaptors were designed as shown in
Figure 5.2. The adaptors were designed directly opposite to each other in order to provide
the proper alignment with the load cell axis such that moment forces do not induce errors
in the measurements. The adaptors were 3D printed together with the molar teeth as one
continuous specimen using a Stratasys Dimension 1200es machine and were made of
Acrylonitrile Butadiene Styrene (ABS).

In the present study, the assumption that the trajectory of the mandible remains linear
during the duration of the first bite was adopted, similar to the study of Skamniotis et al.
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(a) (b)

Figure 5.1: (a) Representation of upper and lower molar teeth used in the FE simulation
after segmented from the full jaw geometry.(b) Full jaw geometry after processing in
SOLIDWORKS and before segmentation of the molar teeth.

[74] and Evans and Fortelius [152]. This approximation is adopted in order to simplify the
model, since there already many parameters that are taken into account such as the non-
local damage model and the strain rate dependent behaviour of the material. Some studies
in the literature take into consideration more physical parameters that might influence the
structural breakdown of food, but more simplified material and damage models were used
[14, 13, 132]. Also this simplification allows the comparison of the FE model with an
experimental set-up developed in a conventional uniaxial testing machine, without the
need of a more sophisticated multiaxial testing machine.

5.3 First bite experiment

5.3.1 Experimental set-up of the first bite

The main purpose of the chewing experiment is to provide both qualitative and quan-
titative data. The qualitative data regard the influence that micro-aeration has on the
fragmentation. These results will be compared with in vivo mastication results pre-
sented in detail by Bikos et al. [11] (shown in section 5.4) The quantitative data are
the force-displacement test machine recordings that are used to validate the numerical
results (shown in section 5.5).

The experimental set-up, shown in Figure 5.3, consists of an Instron universal testing
machine with a 1kN load cell, the 3D printed molar teeth and a camera to capture the
different video frames during fragmentation. The chocolate specimens were cut using a
razor blade in lengths of 10mm. The width of 14mm and height of 8mm was provided
from the manufacturing process of the specimens and overall the cross sectional area was
140mm2. These dimensions correspond to a mass of 1.5g, which is consistent with the
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Figure 5.2: The pair of the last two molar teeth was 3D printed as a continuous specimen
with adaptors, allowing the proper alignment in the Instron universal machine.

study of Lucas and Luke [153] and in the range of the mouthful size [1, 154, 155]. The
specimens were positioned as shown in Figure 5.3, having contact with both the two last
molar teeth of the upper and lower jaw.

Three different speeds of, δ̇ = 8,10,15mms−1, were tested to examine the effect of
rate dependency on the chocolate specimens. Although the mastication speed, recorded
in the literature, is closer to the latter (higher) test speed, additional speeds were exam-
ined to test the repeatability of the results and verify the rate dependent behaviour of the
material. The opening between the upper and lower teeth was specified by the height
of the specimen (∼ 8mm) and the initial position was adjusted before each test due to
a slight variation in the height of the samples (due to the manufacturing process). The
displacement, δ , was allowed to increase until δ = 7mm allowing the test to terminate
1mm before the upper and lower teeth come in contact to avoid damage to the load cell.
The tests were repeated five times for each speed and both the non-aerated chocolate and
the f = 10vol% and f = 15vol% micro-aerated chocolate samples were tested.

5.3.2 First bite experimental results

Figure 5.4 depicts the force-displacement data obtained for the three different speeds
and the three micro-aeration levels. The error bars correspond to the maximum and min-
imum values across the five repeats of each test. There was a very good repeatability
in all tests as shown in Figure 5.4. For all speeds and all micro-aeration levels, there is
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Figure 5.3: Experimental set-up consisting of the 3D printed upper and lower molar teeth
with their adaptors, the Instron universal machine and the chocolate specimen placed
between the teeth. The specimen dimensions are also shown. The horizontal line that is
visible in the chocolate frames is due to the razor used to cut the specimens to the desired
geometries.

an initial non-linear increase in force, followed by a sudden drop. The maximum force
value corresponds to the fracture of the specimen due to the contact with the teeth. This
force decrease is followed by another increase, which is a result of the compression of the
already broken pieces in between the teeth. It is worth noting that the main interest of the
current study is to capture the fragmentation of the specimen and for this reason the FE
model will investigate only until when the specimen is considered as fully fractured, so
until the sudden drop of the forces.

It is evident that increasing speed results in higher forces required for food breakdown,
attributed to the rate dependent nature of the chocolate, as it has been already discussed in
chapter 2. Focusing on the effect of micro-aeration on the bite forces, Figure 5.4 clearly
shows that the higher the micro-aeration level, the lower the required bite forces for the
fragmentation. This is a reasonable result, expected from the compression experiments,
which showed that micro-aeration decreases the fracture strain for damage initiation. For
the highest speed of, δ̇ = 15mms−1, which is as already stated the most appropriate to
study, the maximum force drops from 59.8N for the non-aerated to 49.3N for f = 10vol%
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Figure 5.4: Force-displacement data obtained from the experimental set-up. Comparison
between non-aerated samples, 10vol% and 15vol% micro-aerated samples. The results
from three different chewing speeds are presented. The horizontal line that is visible in the
chocolate frames is due to the razor used to cut the specimens to the desired geometries.

and to 42.9N for f = 15vol%, resulting in 17.5% and 28.2% reductions respectively.

5.4 Fragmentation results

In this section the fragmentation results from the experimental set-up will be com-
pared with in vivo mastication test results presented in the study of Bikos et al. [11].
For the in vivo tests, the chocolate specimens were placed in thin plastic sealed bags of
0.02mm thickness, to avoid the contact of the specimens with the saliva and the inner
mouth surfaces. Isolating the food specimen using sealed bags, allows for the study of
fragmentation due to the interaction with the teeth without taking into account other ef-
fects, for example the chemical decomposition of the chocolate. The same procedure was
also followed for the in vitro experiment where the experiment presented in section 5.3
was repeated with food specimens in silicon bags. The effect of the silicon bags on the
force-displacement curves was investigated by comparing the force-displacement curves
with the without the silicon bags present. It was found that the results are not influenced by
the presence of the silicon bag and the force-displacement measurement with the silicon
bag lie in the error bar range of the values obtained without the silicon bags. Although,
saliva is not present in the experimental set-up and the fragmentation is caused only due
to the interaction with the teeth, the chocolate specimens were placed in silicon bags to
ease the collection of the fragments after the end of each experiment. The configuration
of the teeth with the chocolate specimen in the silicon bag is shown in Figure 5.5.

The in vivo mastication tests were conducted by five volunteers, who were asked to
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Figure 5.5: In vitro experimental set-up to study how fragmentation is influenced by
micro-aeration. The samples were place in silicon bags to ease the collection of the
fragments after the end of the test. Frame capture at a displacement δ = 2.5mm for a
non-aerated sample at a speed of δ̇ = 15mms−1.

chew the chocolate specimens for one cycle. The volunteers were asked to place the
specimen between the molar teeth and chew naturally; no further instruction was given
regarding the applied force or the speed that they would apply to perform the bite. Af-
terwards, the plastic sealed bags were collected and the fragments were studied through
image analysis techniques [155] using the open source software ImageJ (v1.52 National
Institutes of Health) [156]. The fragments were removed from the plastic sealed bags and
a colour image was captured, as shown in Figure 5.6a. The colour images were imported
into ImageJ, where the image contrast was changed in order to make the edges of the
fragments more visible and the different fragments more distinct. The images were then
turned into 8-bit format (black and white), as shown in Figure 5.6b, and the process for
calculating the 2D area covered by the fragments was enabled. The methodology pre-
sented by Bikos et al. [11] was followed for the estimation of the fragmentation for the
in vitro tests of this study. The surface area covered by the fragments was converted to
an equivalent diameter which corresponds to the same area. Based on these diameters the
size distribution was computed and averaged across the five volunteers. The methodology
developed by Sahagian and Proussevitch [157] was applied to convert the 2D diameter
distribution into a 3D size distribution . This approach takes into account any random cut
plane and any shape of particles to convert the 2D size distribution into a 3D distribution
and therefore to correct any errors associated with the naturally fractured 2D surfaces.
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(a) (b)

Figure 5.6: (a) Representative example of chocolate fragments after the in vitro tests of
non-aerated samples was examined; similar fragments are obtained from the in vivo tests,
(b) binary image used to calculate the size distribution of the fragments.

The same methodology was followed for the estimation of the fragments from the in vitro

experiment.

Figure 5.7a depicts the fragmentation results for the in vivo and in vitro non-aerated
chocolate specimens. The blue scatter points are acquired from the study of Bikos et al.
[11] and are compared with the in vitro experimental results for three different speeds.
During the first bite, over 76% of the non-aerated fragments are smaller that 1.25mm,
compared to the respective value of 88% for f = 15vol% micro-aerated samples (Figure
5.7b). At this point, it is worth noting that the f = 10vol% chocolate samples were not
included in the fragmentation study, since there were not available in vivo fragmentation
results. Comparing Figures 5.7a and 5.7b it is evident that the micro-aerated chocolate
specimens break into more smaller pieces comparing to the non-aerated samples, imply-
ing that the fragmentation is aided by micro-aeration.

As observed in Figures 5.7a and 5.7b, the fragmentation of the chocolate is influenced
by the speed due to the rate dependent behaviour of the material. As the speed increases,
the fragmentation distribution approaches the in vivo results for both the non-aerated and
the f = 15vol% micro-aeration level. As already mentioned, the most relevant speed is
the δ̇ = 15mms−1 since it is closer to the physiological conditions in the mouth.
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Figure 5.7: Comparison of fragment diameter between in vitro and in vivo mastication
tests conducted for (a) non-aerated samples and (b) f = 15vol% micro-aerated samples.
The in vivo results were obtained from the study of Bikos et al. [11].

5.5 Finite element simulation of the first bite

5.5.1 FE simulation model

The same geometry of the 3D printed pair of molar teeth was imported in ABAQUS
via using discrete rigid surfaces for the teeth and a deformable part for the food speci-
men, according to the dimensions used in the experimental set-up and the in vivo testing.
(Figure 5.8). At this point, it is worth noting that the 3D printed teeth are considered as
rigid, since the ABS is stiffer than the chocolate (EABS ≈ 1.9− 2GPa > Ech ≈ 0.1GPa
[158]). In addition to that, a compliance test was employed to eliminate any effects that a
possible deformation of the ABS has due to interaction with the chocolate.

The upper and lower jaws were meshed with 23742 four-node 3D bilinear rigid quadri-
lateral elements (R3D4), whereas the food specimen was meshed with 140000 eight node
thermally coupled bricks, trilinear displacement and temperature elements (C3D8T) [17].
A detailed discussion regarding the mesh sensitivity of the model will be provided in the
following paragraphs. As already mentioned in chapter 3, a fully coupled thermal-stress
analysis in ABAQUS/Explicit is chosen for the implementation of the non-local damage
model, although there is no consideration of temperature in the model. The heat transfer
equations are integrated for the calculation of the temperature that plays the role of the
non-local equivalent plastic strain.

In ABAQUS/Explicit the heat transfer equations are integrated using the explicit forward-
difference time integration rule, according to the following equation:

θ
N
(i+1) = θ

N
(i)+∆t(i+1)θ̇

N
(i) (5.1)
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where θ N
i is the temperature at node N at the time increment i of the explicit step. The

already known value of θ̇ N
(i) is used to calculate the temperature of the next increment and

is obtained by:
θ̇

N
(i) =

(
CNJ)−1

(
RJ
(i)−FJ

(i)

)
(5.2)

where CNJ is the lamp capacitance matrix, RJ is the applied nodal source vector and
FJ is the internal flux vector. This solution scheme is applied for the estimation of the
temperature (non-local plastic strain in the current model), whereas the displacement is
obtained using the central difference integration solution scheme to integrate the dynamic
equilibrium equations explicitly. The dynamic equilibrium equations are satisfied at the
beginning of the increment, t, and the accelerations calculated at time t are used for the
estimation of velocities and displacements according to the following equations:

u̇N
(i+ 1

2)
= u̇N

(i− 1
2)
+

∆t(i+1)+∆t(i)
2

üN
(i) (5.3)

uN
(i+1) = uN

(i)+∆t(i+1)u̇
N
(i+ 1

2)
(5.4)

where uN is the displacement at node N and the subscript i is the increment number
of the explicit step. The central difference integration scheme is quite simple since it
uses the already known values u̇N

(i− 1
2)

and üN
(i) from the previous increment to calculate

the displacement of the next increment [17]. The accelerations are computed using the
diagonal element mass matrices according to:

üN
(i) =

(
MNJ)−1

(
PJ
(i)− IJ

(i)

)
(5.5)

where MNJ is the mass matrix, PJ is the applied load vector and IJ is the internal force
vector. The explicit dynamics analysis performs a large number of small inexpensive
time increments (compared to the direct integration dynamic analysis that is followed in
ABAQUS/Implicit) since there is no solution for a set of simultaneous equations.

Another important parameter in the FE simulation of the first bite is the definition of
contact between the teeth and the specimen. Following the study of Skamniotis et al. [74]
the general contact option of ABAQUS/Explicit was used, which identifies surfaces in
the 3D model assembly and generates contact forces to resist unreasonable penetrations.
In the FE model, all the exterior and interior elements of the sample were assigned an
element-based surface which was included in the contact domain. Thus, all the elements
that consist the food specimen volume are allowed to be in contact between themselves
(self-contact) as well as in contact with the teeth surface. The self contact parameter
was necessary in this study since the final fragmentation of the specimen, driven by the
element deletion, could cause some elements of the food specimen to come in contact
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with each other.

The friction coefficient between the teeth and the food specimen plays an important
role and influences significantly the results of the first bite simulation. Following the
study of Skamniotis et al. [74] the tangential interaction behaviour available in ABAQUS
was applied through the penalty contact option. Due to the lack of information regarding
the coefficient of friction between the teeth and the chocolate, the tribology experiments
(shown in chapter 6) were used as a guide in order to get a rough indication of the coeffi-
cient of friction. As will be presented in chapter 6 the coefficient of friction between the
non-aerated chocolate and the PDMS (tongue substrate) was measured as µ = 0.42 in dry
conditions (no artificial saliva present). The same value drops to µ = 0.33 and µ = 0.2
for the f = 10vol% and f = 15vol% micro-aerated samples respectively. The ABS is
noticeably rougher that the PDMS (EPDMS = 2MPa[159]) so the coefficient of friction
implemented in the FE models was assumed to be higher than µ = 0.42 and following the
study of Skamniotis et al. [74] in the mastication pet food, a parametric analysis for µ in
the range 0.5−0.8 will be conducted. It is worth noting that the measurement of the exact
coefficient of friction between 3D printed molar teeth and chocolate was not possible due
to the complex geometry of the teeth.

Regarding the boundary conditions of the chewing model, the maxilla was constrained
in all translations and rotations, whereas the mandible was fixed in all translations and
rotations besides the z-axis. It is worth noting to avoid confusion that in Figure 5.8 the
maxilla appears on the top and the mandible at the bottom of the configuration. This was
in order to have a direct comparison with the experimental set-up, where the mandible
was attached on the top moving head of the Instron whereas the maxilla was placed at the
bottom fixed head. This is the reason why the model appears rotated by 180◦.

5.5.2 FE simulation Results & Discussion

In this section the force-displacement data computed from the simulations will be
compared with the experimental results for all micro-aeration levels. Different coefficient
of friction values will be examined and the FE model will be compared with video frames
of the experiment to capture the fracture of the specimen due to the interaction with the
molar teeth. In addition, the efficiency of the non-local damage model will be investigated,
through a comparison between the local and the non-local damage model.

Different coefficient of friction values ranging between µ = 0.5-0.8 for the non-
aerated samples, were tested and the force-displacement results are shown in Figure
5.9. Increasing the coefficient of friction value resulted in higher forces for food frac-
ture, as expected. In these simulations the non-local damage model was applied and the
coefficient of friction µ = 0.8 was found to agree with the experimental observations.
Therefore, this value was kept constant for the rest of the simulations of the non-aerated
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5.5. Finite element simulation of the first bite

Figure 5.8: Chewing FE model assembly with the exact position of mandible, maxilla and
food. The model appears 180◦ rotated to be consistent with the experimental set-up.

samples. The coefficient of friction values for the f = 10vol% and f = 15vol% were es-
timated based on the tribological experiments (shown in chapter 6) and the methodology
followed will be presented in detail.

Mesh objectivity is crucial for the study of fragmentation. As already mentioned in
chapter 3, damage laws based on the continuum damage mechanics theory suffer from
mesh dependency. This is evident in Figure 5.10 where a coarse (100000 elements) and
a dense (140000 elements) mesh discretisation of the food specimen are compared. The
force-displacement data obtained from the local damage model follow a different be-
haviour, as the mesh becomes more dense, higher forces are obtained. This behaviour
results in different fragmentation paths implying that the FE model with the local damage
law is unreliable for predicting the fracture and furthermore the effect that micro-aeration
has on the fragmentation. The mesh dependency is overcome by the implementation of
the non-local damage law driven by the non-local equivalent plastic strain through the
VDFLUX subroutine. The two blue scatter lines correspond to the same mesh densities,
as the ones used with the local damage model, and a similar force-displacement trend
is obtained, implying the mesh objectivity of the results. In this application the internal
characteristic length, lch, which is a calibration parameter that depends on the size of the
food specimen was chosen as lch = 0.1mm and the rest of the calibrating parameters of
the constitutive law remained the same (see Table 5.1). The lch is the same as in the
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Figure 5.9: Comparison of the experimental and FE force-displacement data for different
values of friction coefficient for the non-aerated chocolate. The non-local damage model
and a mesh with 140000 elements were used for these simulations.

benchmark tests of section 3.6 as the size of the specimens used is in the same length
scale range as the chocolate specimen of the first bite simulation.

The implementation of the non-local damage model ensures that the FE simulation
results are mesh independent. This is a crucial aspect of the simulations since mesh de-
pendent results would result in different fracture paths leading to unreliable fragmentation
results. Figure 5.11 presents results of the first bite model for the non aerated chocolate
where now only one mesh density is considered (140000 elements) and the simulations
are repeated for different speeds according to the in vitro experiments. The results of Fig-
ure 5.11 show a good agreement between the in vitro experiments and the non-local FE
simulations, fact that is attributed to the modified Johnson-Cook constitutive model that
is used to capture the rate dependent mechanical properties of the chocolate.

At this point, special care should be taken on the time increment of the simulation.
The time increment in the coupled temperature-displacement step is computed according
to equation (3.30) and depends on the density, the element size, the thermal conductivity
(replaced by the internal characteristic length) and the specific heat. From those parame-
ters, only the specific heat does not have a physical meaning and is chosen according to
equation (3.31) in order to have a reasonable time step that allows the model to converge
in reasonable computational time. Table 5.1 summarises all the parameters used in the
macroscopic first bite simulations.

Figure 5.12 depicts a comparison for the non-aerated chocolate between the FE model
simulation and the experimental set-up for different time frames A,B,C and D for δ̇ =
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Figure 5.10: Comparison between in vitro experimental and FE force-displacement data
for the non-aerated chocolate. The FE results include a comparison between the non-local
and the local damage model for two different mesh densities. The coarse mesh has 100000
elements, whereas the dense mesh has 140000 elements. The coefficient of friction was
µ = 0.8 for these simulations.

15mms−1. From Figure 5.12 (stage B) it is evident that, at the point of contact between
the chocolate and the teeth the strain starts to increase leading to the crack initiation
which is depicted at stage C. The strains increase even more as the displacement of
the lower molar teeth increases (Figure 5.12 (stage C)) and the failure criterion is met
and crack propagation initiates until complete fracture is occurred for a displacement of
δ = 2.5mm (Figure 5.12 (stage D)). The crack that is present in the chocolate sample
in the experiment, shown in Figure 5.12 (stage D), it is captured well by the FE model.
The methodology that is followed for the crack propagation through element removal is
well depicted in Figure 5.13, where the equivalent plastic strain is compared with the tri-
axiality values that are present at each time step. It is worth reminding that the crack in
the FE model is simulated by element removal when the damage criterion, based on the
non-local equivalent plastic strain, is met. As already presented in section 3.4 the equiv-
alent plastic strain for the initiation of failure, depends on the stress triaxiality. For the
first bite simulation, and following the study of Skamniotis et al. [12], the elements that
have been removed correspond to shear and tension states whereas the elements between
the teeth that experience compression (negative triaxiality) can withstand higher stresses
and remain in the model. This is demonstrated in Figure 5.13, where the contour plots of
the triaxiality, η , that elements experience during the simulation is presented. By com-
paring the left and right column of Figure 5.13, it is evident that the elements with high
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Figure 5.11: Comparison between in vitro experimental and FE force-displacement data
for the non-aerated chocolate for different speeds. A mesh with 140000 elements and a
coefficient of friction of µ = 0.8 were used for these simulations.

equivalent plastic strains, that have not deleted from the model, are those that experience
negative triaxiality, whereas those with triaxiality η ≥ 0 have been deleted since the fail-
ure criterion has been met due to the high equivalent plastic strains at these triaxiality
values. The same configuration presented in Figure 5.8 was used and the micro-aerated
specimens were considered as homogeneous with the fracture properties that calculated
in the micromechanical analysis of chapter 4. The contour plots of the f = 10vol% and
f = 15vol% look similar to the non-aerated chocolate since in the FE simulations of the
two micro-aerated samples, the chocolate is simulated as a homogeneous specimen using

Table 5.1: Material properties for the FE simulations of the first bite.

Parameter Value
Density, ρ [kgm−3] 1

Elastic modulus, E [MPa] 100
Poisson’s ratio, ν [-] 0.49

A [MPa] 1.35
B [MPa] 3.5

C [-] 0.05
n [-] 0.8

ε̇ [s−1] 0.01
internal length, l [mm] 0.08

dcr 0.1
specific heat, c [s/(kg/m3)] 10−4
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5.5. Finite element simulation of the first bite

the plastic and fracture properties as those calculated from the micromechanical analysis
presented in chapter 4.

The implementation of the non-local damage model in the first bite simulation and
the proven mesh independence of the force-displacement results (Figure 5.10) allows the
implementation of the same model for the study that micro-aeration has on the fragmen-
tation. As already mentioned, the same FE computational set up, presented in Figure 5.8,
will be used for the simulation of the f = 10vol% and f = 15vol% micro-aerated samples
and the chocolate specimen will be considered as homogeneous. Importing the choco-
late specimen as a homogeneous part allows the simulation of the first bite in reasonable
computational time, which would not be possible if the pores (in the micro-scale) were
considered in the macroscopic simulation. This would restrict the minimum element size
and subsequently increase the elements needed for the discretisation of the macroscopic
chocolate geometry. Finally, since the results obtained by the simulations are mesh in-
dependent, due to the implementation of the non-local damage model, only mesh with
140000 elements will be considered in the following results. Initially, the f = 10vol%
micro-aerated samples were simulated. The equivalent plastic strains at fracture initiation
are implemented according to table 4.3 based on the micromechanical analysis, presented
in chapter 4. In addition a lower coefficient of friction was used, since tribology exper-
iments showed a drop of friction with the increase of micro-aeration level (as will be
presented in chapter 6). For the f = 10vol% micro-aerated chocolates a coefficient of
friction µ = 0.6 was applied. This value was selected taking into account the 25% de-
crease, compared to the non-aerated samples, captured by the tribological experiments,
shown in chapter 6. The assumption that the coefficient of friction due to micro-aeration
between teeth and chocolate, reduces by the same percentage as in the tongue palate re-
gion, where the tribological experiments were conducted, is being made in this chapter.
Figure 5.14 depicts the force-displacement data as obtained from the FE simulations in
comparison to the experimental data for speeds of δ̇ = 8,10 and 15mms−1. The FE model
is capable of capturing the force-displacement in vitro experimental data for three tested
speeds. The rate dependent behaviour of the modified Johnson-Cook constitutive model
used in the present thesis, allows the FE model to capture not only the trend of the force-
displacement curve but also the rate dependency that is present due to the viscoplastic
nature of the chocolate.

The same FE analysis was also applied for the f = 15vol% micro-aerated chocolate.
The equivalent plastic strains at fracture initiation are implemented according to table 4.2
based on the micromechanical analysis, presented in chapter 4. Following the tribological
results, which will be presented in chapter 6, where a 50% reduction compared to the non
aerated coefficient of friction value was observed, the coefficient of friction between the
teeth and the f = 15vol% micro-aerated chocolate was selected as µ = 0.4 (µ = 0.8 for
the non-aerated). This coefficient of friction value was used for the FE simulations for the
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Figure 5.12: Comparison between the FE simulations (left) and video frames from the in
vitro experiment of the first bite. The frames A, B, C and D correspond to the initiation
of the experiment, two intermediate steps where the penetration of the teeth into the food
has started and the final fracture respectively. These frames correspond to a non-aerated
chocolate sample and the displacement, δ , for each frame is also depicted.
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Figure 5.13: Comparison the equivalent plastic strain results (left) and the triaxiality
(right) results calculated through the FE simulations. The frames B, C and D corre-
spond to the respective notation of Figure 5.12 where point A has been omitted, since
there are neither equivalent plastic strain nor triaxiality values recorded. These frames
correspond to a non-aerated chocolate sample and the displacement, δ , for each frame is
also depicted.
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Figure 5.14: Comparison between experimental and FE force-displacement data for the
f = 10vol% micro-aerated chocolate for different speeds. A mesh with 140000 elements
and a friction coefficient of µ = 0.6 were used for the FE simulations.

three different speeds δ̇ = 8,10 and 15mms−1 and the force-displacement data are shown
in Figure 5.15. Similar to the non-aerated and the f = 10vol% micro-aerated chocolate
simulations, the model is in good agreement with the in vitro experimental data for all the
tested speeds, revealing the rate dependent properties of the constitutive model used.

5.6 Conclusions

In this chapter the FE configuration and the parameters applied for the simulation of
the first bite were initially presented. The implementation of the non-local damage model
in the FE simulation provided the desirable mesh objectivity in the model providing a
reliable computational tool to study how fragmentation is influenced by the change in
structure of the food i.e. micro-aeration.

In addition an experimental set-up for the in vitro study of the first bite was presented.
The same pair of teeth was 3D printed and it was attached in a Instron machine to extract
force-displacement data in order to validate the FE model. Different friction coefficients
were tests for the non aerated chocolate and the respective values for the micro-aerated
samples of 10vol% and 15vol% were estimated taking into consideration the friction de-
crease as measured from the tribology experiments. The results showed a good agreement
between experiment and FE model and the efficiency of the non-local damage model in
all micro-aeration levels was evident. The models were also capable of capturing the
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Figure 5.15: Comparison between experimental and FE force-displacement data for the
f = 15vol% micro-aerated chocolate for different speeds. A mesh with 140000 elements
and a friction coefficient of µ = 0.4 were used for the FE simulations.

force-displacement data for different chewing speeds. This is attributed to the viscoplas-
tic behaviour of the Johnson-Cook constitutive model.

Finally, the in vitro fragments were compared with in vivo mastication results pro-
vided by five volunteers. The different fragmentation results for different chewing speeds
validated the strain rate dependent behaviour of the specimens and agreed with the in vivo

results.
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6.1 Introduction

Food mastication is a complex dynamic procedure that involves multiple oral opera-
tions resulting in the breakdown of food in the mouth until swallowing. Throughout the
food consumption, various interactions of the oral cavity, including the tooth-tooth and
the tongue-palate contacts take part in the process. During mastication the structure of
the foods changes and different components contribute to the texture and taste perception
[160]. Texture perception, which includes aspects such as smoothness and slipperiness,
is usually related to mechanical stimulation and hence friction experienced in the mouth
[161].

Food texture is considered a multidimensional tactile sensation that is influenced by
the composition, structure, rheology and surface properties of the food as it is sheared
between the tongue and palate. Extensive research has already been conducted into the
bulk properties of foods and the relationship to oral texture, mainly through rheological
studies [162, 163]. However, this method does not quantify the mouth-feel sensation,
which is mainly correlated with the thin film formation in the tongue palate contact zone
[164]. According to Dresselhuis et al. [165, 166] “an aspect that is not measured by

rheology, but is probably sensorial relevant, is the process of rubbing and squeezing the
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product between tongue and palate during which the tongue and palate surfaces are in

partial contact. In this process a frictional force is generated between palate and tongue,

with the semi-solid food acting as a lubricant”. Moreover, de Wijk et al. [167] suggested
a link between the type of sensation and the time point processing in mouth, stating there
is a transition from rheological to tribological properties depending on the oral processing
time and the length scale of the food particles in the mouth.

Tribology, which is the science of wear, friction and lubrication, can be applied to food
science and especially in the study of thin film formation between the tongue and palate.
A review of oral tribology by Chen and Engelen [168] provided valuable background
on tribology fundamentals in food science. Chen and Stokes [169] suggested tribology
to be a contributing discipline for understanding oral processing, texture and mouthfeel
of food. In the study of Pradal and Stokes [170] the importance of soft tribology as a
characterization tool for sensory attributes was also highlighted. Sarkar and Krop [15]
reviewed the applications of oral tribology in modelling food structures through correlat-
ing the coefficient of friction with sensory attributes. Thus, over the past few years, there
has been increased research in the correlation between tribology and sensory perception.
There is an increased interest from the food and beverage industry regarding tribology
applications, since it is believed that the consumer’s experience is influenced by the thin
layer formation on the mouth surfaces. Prakash et al. [171] reviewed progress made in
food tribology with a detailed presentation on how tribometers are modified and used to
characterise the textural sensory properties of foods.

In this work, chocolate was studied as an example of a food where the consumer ex-
perience is influenced by the oral perception of creaminess and smoothness [172]. The
global market for chocolate was valued at USD 103.28 billion in 2017 and is expected
to grow 7% in revenue by 2024. However, there is considerable interest in the food in-
dustry in developing foods with reduced energy density, in the case of chocolate meaning
less fat and sugar, but with the same mouthfeel. There are very few published papers
reporting chocolate tribology [173, 174, 175, 176, 177, 178] and even fewer relating fric-
tion properties to sensory perception [173, 178]. A range of tribology test methods have
been used including ball-on-flat [174, 179, 177] and modified rotational viscometer [173].
The studies usually compare friction/speed response for different chocolate manufactur-
ing methods [173] or composition [173, 178]. In consumer sensory tests of chocolate
texture, the smoothness is usually identified as a key characteristic [173] and might be
linked to reduced friction in the low speed boundary regime. Friction coefficient varies
with sliding speed [174, 173, 177, 178] and is in the range µ = 0.1− 0.6 depending on
chocolate composition. Masen and Cann [178] used a reciprocating contact to measure
friction with time of shear-degraded chocolate and reported friction coefficient range of
µ = 0.18− 0.32 at 30mms−1 depending on composition. In tests where human saliva
was present friction drops to µ = 0.06−0.09 [175].
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The cocoa solids content is thought to play a significant role in the oral friction expe-
rienced during mastication and this is studied in the current chapter. One possible way of
maintaining or even improving mouthfeel may be the inclusion of micro-sized bubbles.
In this chapter, micro-aerated chocolate will be tested and compared with commercial
non-aerated chocolate samples. The development of a validated tongue-palate simulated
test to measure the friction response of rubbed food samples could possibly replace the
panel tests, which are currently used by the food industry. As will be presented below, the
design of such a test is difficult when based on traditional tribology machines.

One of the aims of this work is to develop a new approach to designing tribology tests
to measure friction in a simulated tongue-palate contact. This requires consideration of
the “engineering” conditions in the mouth and the artificial models for biological tissue
(tongue, palate, saliva), which will be used as test specimens.

The tongue palate environment is crucial for the perception of taste and texture. The
palate is a relatively smooth and hard surface that does not have taste receptors and is used
mainly to spread the already partially processed food from the teeth to the larger area in
the mouth [179]. From there the food reaches the tongue where the receptors are placed
that are responsible for the perception of different tastes and textures. The human tongue
is a rough and flexible muscle and its surface is covered by conical papillae of order
100µm in height [177]. Almost two-thirds of the human tongue is covered by filiform
papillae that do not contribute to the taste perception but are sensitive to friction. Taste
receptors are located at the fungiform and foliate papillae [159].

The tongue-palate contact is lubricated by saliva and according to Humphrey and
Williamson [180] this plays a crucial role in the following processes: (1) lubrication and
protection, (2) buffering action and clearance, (3) maintenance of tooth integrity, (4) an-
tibacterial activity, and (5) taste and digestion. Saliva is a complex biological fluid which
is mainly water ( 99%) but also contains a mixture of mucins, glyco-proteins, electrolytes
and enzymes with a pH of 6-7 so that it is slightly acidic [180]. Lubrication is provided
through the adsorption of saliva proteins, such as mucin, which account for 16% of the
total proteins [181], onto the mouth surfaces [182, 183].

Saliva is involved in the perception of taste flavour and texture of foods and serves
as a lubricant reducing the coefficient of friction and the shear stress on the surface of
the tongue. Recent work by Upadhyay and Chen [184] highlighted the importance of
the addition of saliva in tribology characterizations. He et al. [185] investigated the
reduction of friction due to the presence of saliva, studying chocolate boluses composed
of chocolate and human whole saliva. In order to have consistent results, in this study a
simple artificial saliva recipe was used [186].

Eating starts with the first bite, where the food is mechanically broken down into
smaller pieces. After a few chew cycles, while heat transfer may control the melting of
fragments, the food enters the tongue-palate area, where it is sheared and forms a bolus,
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before swallowing. When designing simulation tests the mechanical conditions occurring
during the oral process must be considered. These include contact pressures, kinematics
and the appropriate time-scale for friction measurements. The mechanical properties of
the tongue change depending on the orientation of the muscle fibres [187], resulting in
varying contact pressures for different relative tongue-palate positions. Nishinari et al.
[188] measured the average maximum isometric tongue pressure, during food oral break-
ing, to be 50±14kPa which agrees with the findings published in the study of Alsanei et
al. [189] who reported maximum isometric pressure ranging between 10kPa to 70kPa.

The relative speed between tongue and palate is another important physical factor
related to mechanical processing. Hiiemae and Palmer [190] suggested a speed range be-
tween 2 and 35mms−1 depending on parameters, such as the stage of food oral process-
ing, different speeds correspond to biting and to swallowing. The shear rate in the tongue
palate region during mastication is a parameter that should be taken into consideration.
Several studies have attempted to quantify the shear rates that occur in the tongue-palate
interaction, and reported values range between 10s−1 [191] to 50s−1 [192].

In-mouth temperature is also important for the accurate design of the experiment. The
values used in the literature vary depending on the stage of processing and the what is
consumed. The reported values range between room temperature [165, 166] and 40◦C
[173]. In this study the lower specimen is heated at 35◦C and the chocolate is allowed to
melt before the start of the test. This value is believed to be representative as we expect
to be less than 36.6◦C, but certainly higher than the room temperature. A summary of the
mechanical conditions in the tongue-palate contact during food processing is provided in
Table 6.1.

Table 6.1: Summary of the mechanical conditions in the tongue-palate contact.

Parameter Range Value Test settings
Contact pressure 3-36kPa 35kPa
Speed range 2-35mms−1 120mms−1

Time scale 5s 5s
Temperature 35◦C 35◦C

Several types of equipment have been used to measure friction in applications related
to oral processing. Prakash et al. [171] provided a detailed overview of the various tri-
bological instruments that have been used in food studies. Configurations used include
pin-on-flat, ball-on-flat and flat-on-flat [171, 193, 194]. The most common technique
used both in tribological and food science is the MTM tribometer [195], which consists
of a ball in combined rolling and sliding motion against a rotating disk. The MTM test
is usually employed to measure friction as a function of the changing speed (increasing
or decreasing) to generate a Stribeck-type curve [15]. It measures a single friction value,
averaged over several seconds, which is a relatively long time-scale compared to mastica-
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tion times, which for chocolate range between 15 and 20s [196]. Thus, these tests cannot
be used to follow friction changes occurring during the first few seconds of mechanical
breakdown in the tongue-palate region. In addition, the traditional test design requires
a continued supply of fluid which is entrained through the inlet of the contact. Under
these conditions, fluids experience shear rates of the order 105− 107s−1 in the inlet and
contact regions, which is significantly higher than those reported for the tongue-palate
contact region (∼ 50−100s−1) [192], and thus complex fluids may shear-degrade or suf-
fer phase-changes. Thus, the composition of the film in the contact zone might differ from
the average bulk [197]. To measure the mechanical breakdown of food over time, a single
sample must be used which is subject to repeated rubbing, while reducing the effects of
inlet shear.

Traditional tribometers that use a steel sample pair are not compatible with oral pro-
cessing studies, since the pressure between the two surfaces is much higher than desired
[198]. For this reason, tribological set-ups for food research use a combination of soft
and hard surfaces in order to lower the contact pressures. Some of the most common soft
surfaces used are teflon [199], polydimethylsiloxane (PDMS) [200] and rubber, and there
are studies which used pig’s tissue as a tongue substrate [193, 194, 165, 166]. The ideal
material for lubrication studies would be the one that imitates the mechanical and chem-
ical properties of the human palate and tongue [201]. PDMS is currently used as model
tongue surface material for many food tribology studies [159, 15], although there are sig-
nificant differences in the mechanical and chemical properties compared to the human
tissue. The Young’s modulus of PDMS ranges between 1−3MPa [202] which is higher
than the human tongue (46−150kPa) [159, 15]. Despite this difference it is usual to use
a PDMS-glass combination as a soft-hard model of the tongue-palate [203, 204, 205].
One significant difference between the human tongue and the PDMS samples used is the
surface texture. In some studies, the tongue texture has been replicated using surface-
moulded PDMS [201] but this approach has not been adopted for the current work.

A new configuration is proposed, consisting of two flat surfaces to mimic the tongue-
palate contact. The upper surface, a PDMS disk is loaded and reciprocates against the
lower stationary surface, a glass microscope slide. This motion simulates the movement of
the tongue against the palate [204]. In addition, due to the combination of a large contact
area and a relatively short stroke length, the food under test is essentially isolated and new
material is not continuously entrained. When eating semi-solid food is introduced into the
mouth as individual samples which are mechanically degraded before swallowing. There
are already studies that use flat on flat configurations [178] to successfully distinguish
between confectionery products with different cocoa solids. In the current chapter, the
experimental setup presented by Masen and Cann [178] is further developed by using a
new device that is able to operate at the appropriate kinematics, a lower reciprocating
frequency and by including the effect of artificial saliva in the system whilst recording
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the friction forces and high temporal resolution. The test was used to assess friction for
a range of chocolate compositions, since these are expected to show differences in oral
perception.

6.2 Materials and methods

6.2.1 Tribology test device

The BTM (PCS Instruments, London) was used to measure the friction properties of
lubricated and unlubricated contacts. In the setup, shown in Figure 6.1a, a model tongue
comprising a flat cylindrical PDMS specimen (5mm height, 6mm diameter) is loaded
against a stationary glass slide representing the palate. A load of 1N was used, giving an
approximate contact pressure of 30kPa, which is comparable to reported pressures in the
tongue/palate contact. The 6mm diameter PDMS cylindrical specimen was punched from
a 5mm thick silicone sheet (Silex UK) using a biopsy punch, and the surface texture was
measured using a White Light Interferometer. The PDMS disc was glued on the upper
holder and reciprocates against the glass slide, imitating the movement of the tongue. The
glass slide was attached to a temperature-controlled metal base, where the temperature
was monitored through a thermocouple. The glass slide was preheated to 35◦C for 2min
before the start of the test. After the 2min of preheating, a small amount (∼ 0.2g) of
shaved chocolate was placed on the glass slide and allowed to melt for 30s. Then, the
PDMS flat disc was brought into a reciprocating sliding contact with the glass slide, with
a specified load, stroke length and frequency. The BTM was specifically designed to
mimic the physiological in-mouth conditions (Table 6.1) with an applied load of 1N, a
reciprocating frequency of 1Hz and a stroke length of 5mm, resulting in a mid-stroke
sliding speed of 120mms−1. The test conditions are summarised in Table 6.1. Friction
data was recorded over 5 cycles at a temporal resolution of 100Hz, continuously over the
reciprocation cycle and was directly available in LabVIEW. Mean values were calculated
averaging the 15 middle points of each stroke and data was plotted. The error bars in the
graphs represent the entire range (minimum and maximum) of all the results. Ten different
chocolate specimens of each type were used to collect samples from five different areas of
each specimen. The significant difference between the samples was validated using a one
way Analysis of Variance (ANOVA) at 95% confidence interval with a p-value < 0.05.

6.2.2 Cleaning procedure of the surfaces

As surface contaminants and thin films affect friction and wetting properties, all sur-
faces were cleaned before the friction measurements. After each test the PDMS cylinder
was wiped and cleaned with isopropanol and it was replaced every five tests. The glass

103



Chapter 6

Figure 6.1: (a) Schematic representation of BTM test configuration, (b) Close-up of the
interaction area between the PDMS and the sample, indicating the range of motion.

slide was cleaned with isopropanol after every test. Care was taken when handling the
surfaces in order to reduce the risk of further contamination. Immediately after drying of
the specimens the experimental procedure was started.

6.2.3 Artificial saliva

Human saliva is a complex fluid that contains several proteins and the design of an
artificial saliva substrate is not straightforward. In the recent paper of Sarkar et al. [159,
15] the complexity of human saliva was presented and the difficulty of creating an exact
human saliva substrate was also highlighted. In this study, in order to mainly focus on
the material under test, a relatively simple artificial saliva recipe was used, consisting of
100mL deionized water, 0.27g mucin and half a tablet of phosphate buffered saline [206].
The chemicals were mixed in a magnetic stirrer at room temperature, stored at 5◦C and
discarded after seven days [207]. The glass slide palate substrate was submerged in 10mL
of artificial saliva for 30 minutes, allowing the absorption of the proteins onto the glass
slide. The glass slide was then carefully retracted leave a thin saliva film on the surface. It
was then positioned on the heated base of the BTM and the chocolate sample was added.
Table 6.2 summarizes the materials used in the experiment.

6.2.4 Chocolate specimens

Various commercially available chocolate specimens were selected to represent dif-
ferent levels of cocoa solids and micro-aeration level. The commercial chocolate sam-
ples with different cocoa solids are all made by the same manufacturer with cocoa solid
amounts ranging from 30 wt% to 80 wt%. Further details of the commercial chocolate
can be found in Masen and Cann [178].

Nestlé provided both non-aerated samples and micro-aerated samples with 10 vol%,
12 vol% and 15 vol% micro-aeration, with a bubble size of ∼ 45µm. The chocolate was
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Table 6.2: Summary of materials used in the experiment.

Material Description

PDMS

- Silex Silicone Youngs modulus 2MPa [159, 15]
- 5mm thickness, 6mm diameter
- Surface texture: array of dimples −10µm deep, 0.4mm diameter,
0.8mm between dimples

Glass - S8400 Sigma microscope slide

Artificial saliva
- 100mL deionized water
- 0.27g mucin from porcine stomach Type II, (M2378 Sigma)
- 0.5 PBS tablet (P4417)

prepared as shavings, using a razor blade and 25 g was placed on the heated glass slide
(either clean, or with an absorbed saliva film) and allowed to melt for 120 s.

Table 6.3 summarizes the composition of the chocolate samples. Scanning electron
microscopy (SEM) images from a non-aerated and a micro-aerated sample are depicted in
Figure 6.2. A Hitachi S-3400 SEM was used at variable pressure mode and at a relatively
low accelerating voltage of 10 kV to prevent the samples from melting.

Table 6.3: Composition of chocolate test samples.

Designation Cocoa solid
(wt%)

Fat content
(wt%)

Sugar
(wt%)

Micro-aeration
(vol%)

85% Dark Chocolate 85 32 14 0
70% Dark Chocolate 70 25 29 0
37% Milk Chocolate 37 20 29 0
28% Milk Chocolate 28 27 44 0
28% Milk Chocolate 28 27 44 10
28% Milk Chocolate 28 27 44 12
28% Milk Chocolate 28 27 44 15

6.3 Results

6.3.1 Procedure for acquisition of experimental data

Friction tests were performed on the BTM using the configuration described above.
Figure 6.3a depicts a typical measurement of the friction force during reciprocation. The
positive and negative values correspond to left and right reciprocating motion of the up-
per holder, respectively. The data were processed, as shown in Figures 6.3b-6.3d. The
first two strokes were eliminated from the data since the force becomes constant after the
second stroke. The coefficient of friction is shown in Figure 6.3b as the absolute values
of the friction force divided by the applied load of 1N. Data measured at the reciproca-
tion points was ignored and only the part of the motion that corresponds to sliding was
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(a) (b)

Figure 6.2: SEM images from (a) non-aerated and (b) micro-aerated sample.

considered (Figure 6.3c). Each sample was tested once and discarded after the end of the
test. The bar chart of Figure 6.3d can be calculated and used for comparison between the
various conditions.

6.3.2 Repeatability of the friction results

Overall, the results were very repeatable, as shown in Figure 6.4, where three different
tests are superimposed for dry conditions, i.e. PDMS against the glass slide, and for
lubricated conditions PDMS - glass with artificial saliva. The coefficient of friction for
the artificial saliva was measured to be µ = 0.23, which lies in good agreement with
results reported in literature [208].

6.3.3 Friction results for commercial chocolate samples with differ-
ent cocoa solid content

Figure 6.5a shows a comparison for the friction coefficient between the commercially
available chocolate samples tested without artificial saliva present. Differences were ob-
served depending on the cocoa solids content. The high content samples (∼ 85wt%)
showed higher coefficient of friction during the first 5 strokes compared to the 70 wt%
and 37 wt% cocoa solids samples. The tests were repeated with the artificial saliva and
the results followed the same behaviour (Figure 6.5b), but the values of the friction co-
efficient were, as expected, lower. Statistical analysis through ANOVA indicated a clear
difference between the samples in both cases.

6.3.4 Micro-aerated chocolate friction results

Figure 6.6a compares averaged coefficient of friction without artificial saliva for choco-
late samples with levels of micro-aeration of 0, 10, 12, and 15 vol%. The friction trace
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Figure 6.3: Measurement of friction force during reciprocating motion. (a) Typical fric-
tion force measurement during reciprocation, (b) coefficient of friction corresponding the
absolute values of friction force with elimination of first two strokes, (c) data correspond-
ing to the sliding, (d) bar chart by averaging the 15 middle points of each stroke.

Figure 6.4: Measurement of coefficient of friction as a function of reciprocating motion.
Repeatability for dry conditions (without artificial saliva) and artificial saliva
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(a) (b)

Figure 6.5: Measurement of coefficient of friction as a function of reciprocating motion.
Comparison for samples with different cocoa solids content (a) without an artificial saliva
film present and (b) with an artificial saliva film present.

changes over the stroke length. It is at a minimum at the reciprocation point and increases
to a maximum in the middle of the stroke. The maximum friction coefficient deceased
with micro-aeration level from µ = 0.4-0.44 for the 0 vol% to µ = 0.2-0.23 for the 15
vol% micro-aeration.

Figure 6.6b shows the results obtained for the various micro-aerated chocolates with
artificial saliva present. Again, differences were recorded depending on micro-aeration
level although overall the friction was much lower. The maximum friction coefficient
deceased with micro-aeration level from µ = 0.16-0.175 for the 0 vol% to µ = 0.07-0.08
for the 15 vol% micro-aeration. Clear differences were observed in the friction coefficient
values in both figures, which was also justified by the ANOVA analysis.

A major difference between the friction traces without (Figure 6.6a) and with (Figure
6.6b) artificial saliva is the shape of the curves. The results with artificial saliva are char-
acterized by a convex curve, whereas non-lubricated conditions result in curves that are
concave. For reference, Figure 6.8 also shows coefficient of friction measurements ob-
tained for lubricated sliding of the PDMS against glass, when no chocolate was present.
This friction is significantly higher than when chocolate is present in the contact.

These results show that the proposed experimental set-up can measure and identify
differences in the coefficient of friction for different levels of micro-aeration. The test
design aims to capture a single sample of chocolate and subject it to repeated shearing.
The assumption is that no new material enters the contact during the reciprocating motion
and although the chocolate is degraded, a thin layer remains intact on the glass surface
without significant loss of the film. At the end of the test, the rubbed film on the glass
slide was observed under a low power microscope (Figures 6.7a and 6.7b). Figure 6.7a
shows the overall view of the chocolate sample with the rubbed portion in the middle.
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(a) (b)

Figure 6.6: Coefficient of Friction traces as a function of stroke position for chocolate
samples with different micro-aeration levels (a) without an artificial saliva film present
and (b) with an artificial saliva film present.

Figure 6.7b shows a DIC optical image from the rubbed region of non-aerated chocolate
after the test. The image clearly shows that a macroscopic film remains in the contact
and its structure is shear degraded. Immediately after the test, free fat droplets are present
(these solidify on cooling) and discrete sugar/cocoa particles.

6.4 Discussion

A tribology test was developed to measure friction of different types of molten choco-
late as it mechanically degraded. The test uses a reciprocating flat-on-flat configuration,
which simulated the conditions and motion in the tongue-palate contact. In this arrange-
ment the converging inlet, which is usually present in classical lubrication tests, is absent,
thus the chocolate is not pre-sheared before friction is measured. Friction was measured
over 10 strokes (5 reciprocating cycles at 1 Hz) to simulate in-mouth degradation over 5
seconds of mastication. The effect of the composition in terms of cocoa solid content and
micro-aeration was studied in a series of tests with and without artificial saliva present.

The presence of artificial saliva decreased the friction coefficient from µ = 1.25 (dry)
to µ = 0.25 (artificial saliva) which is similar to values reported in the literature [209].
The average mid-stroke friction coefficient is compared for the commercial samples in
Figure 6.8. The results are plotted against cocoa, sugar and fat content for tests with and
without artificial saliva present.

In all cases the friction coefficient decreased in the presence of the artificial saliva. It
is difficult to draw concrete conclusions about the effect of composition on friction as the
cocoa, fat and sugar content all change in the samples. However, some general trends may
be identified. Friction coefficient decreased with decreasing cocoa, decreasing fat and
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(a) (b)

Figure 6.7: (a) Sliding direction after the test, (b) microscope image of non-aerated choco-
late in the sliding direction film after the test.

(a) (b)

(c)

Figure 6.8: Average mid-stroke coefficient of friction plotted for different chocolate com-
position for non-aerated samples with and without artificial saliva present. (a) cocoa solid
content (b) sugar content (c) fat content.
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Figure 6.9: Comparison of coefficient of friction measurements for different micro-
aeration levels with and without an artificial saliva film present.

increasing sugar content. Clearly it is difficult to isolate the effect of a single component
on friction.

Figure 6.9 compares mid-stoke average friction for the micro-aerated samples with
and without artificial saliva present. Again, friction reduces in the presence of the artificial
saliva. The results for these chocolates are less ambiguous as the fat, sugar and cocoa solid
content were all constant for all samples in this group. Friction coefficient decreases with
increasing micro-aeration levels.

For both sets of chocolate samples, non-aerated and micro-aerated, the friction coef-
ficient reduced in the case of artificial saliva being present in the contact. For the com-
mercial chocolate samples, this decrease was in the range of 19-45%, depending on the
cocoa-solid content. The reduction was much larger for the micro-aerated samples, where
the largest decrease (65%) occurred for the 15 vol% micro-aerated samples.

Examination of the rubbed film post-test provides insights into structure degradation
and component loss. The DIC image of the rubbed film in Figure 6.7b clearly shows the
structure of chocolate has degraded and coalescence of fat. The amount of sample left in
the track indicates the surfaces are separated by a lubricating film and that direct interac-
tion of the glass and the silicone did not contribute to the measured friction. Chocolate is a
complex material and the friction response will be influenced by the original composition,
phase changes due to melting and mechanical degradation, and loss of some components
during rubbing. The addition of saliva and the possible dissolution of some components,
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for example sugar, will add to this complexity. To understand these processes, it will be
necessary to test simpler, model systems with controlled compositions. Post-test analysis
of the chemistry and distribution of the remaining film [175, 178] is also necessary.

Several chocolate studies [173, 175, 196, 210] have used a classical Stribeck-type
analysis to explain their tribology results. Friction coefficient is plotted as a function
of entrainment speed to identify different lubrication regimes. An idealised example is
shown in Figure 6.10 where the boundary, mixed and hydrodynamic regimes are clearly
delineated. The interpretation of Stribeck curves generated for chocolate have not been
so clear cut. In some studies friction has been reported to increase with speed, typically
over the range 0.01-100mms−1 for µ ∼ 0.1-0.6 [196, 210]. However, Rodrigues et al.
[175] reported fairly constant friction coefficient of µ ∼ 0.08-0.1 over for a speed range
of 1-100mms−1. Although there are doubts about this type of analysis, this method can
be used to examine the chocolate friction response in the current work. In the BTM test
the speed profile of the contact is sinusoidal, and the friction coefficient was measured
over the entire stroke length, meaning the speed varied from 0 at the beginning and end
of the stroke to 12mms−1 at the centre. The shape of the friction curve over the stroke
differed between the various chocolate samples (commercial and micro-aerated) and with
the addition of artificial saliva. The friction coefficient for the commercial chocolate was
fairly constant over the stroke, both with and without artificial saliva. However, there was
significantly different behaviour for the micro-aerated samples: without artificial saliva
the friction coefficient increased with speed and the highest friction was recorded in the
middle of the stroke. With added artificial saliva the friction coefficient decreased with
speed and the lowest friction coefficient was in the middle of the stroke. Classical lubri-
cation theory predicts that the thickness of the lubricating film will increase with speed
due to increased entrainment of fluid and that the friction response will be described by
a Stribeck-type curve. An example of a Stribeck curve, where the coefficient of friction
is plotted as a function of the hydrodynamic film building parameter defined as viscosity
x speed /load, is shown in Figure 6.10. For low speed and/or low viscosity the hydro-
dynamic component of the film is reduced, and friction is determined by the thin film
chemistry of the contact. Increasing viscosity or speed increases the film thickness and
shifts the friction response to the right-hand side of the diagram, where fluid-shear effects
start to dominate.

The results for the chocolate with 10 vol% micro-aeration are superimposed onto the
Stribeck curve for two positions in the stroke; (1) near the end of the stroke (∼ 1mms−1)
and (2) in the middle (∼ 12mms−1) with and without artificial saliva. Although the
applied speed ranges during the saliva and non-saliva experiments are identical, it is rea-
sonable to assume that the addition of a thin artificial saliva layer reduces the chocolate
viscosity and thus the friction response shifts towards the left-hand side of the curve. The
same friction-speed response was measured for all the micro-aerated samples; however,
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Figure 6.10: Idealised Stribeck curve, showing the friction to speed response for 10 vol%
micro-aerated chocolate.

this was not seen for the commercial chocolate samples chocolate, where the friction
coefficient was fairly constant over the speed range. Similar speed-independent friction
response has been reported for commercial chocolate samples [175]. The friction coeffi-
cient was higher for the tests without artificial saliva, as expected, since the viscosity of
the chocolate is expected to be higher.

Although a Stribeck-type analysis was used, it must be remembered that these curves
were developed from friction tests on oils containing low concentrations of soluble addi-
tives, which behave quite different than chocolate. The validity of applying these models
to complex multi-phase fluids with the inherent assumptions of film formation mecha-
nisms and speed dependency is uncertain. This discussion uses a simple lubrication anal-
ysis to explain the effect of adding artificial saliva; however, it is likely the mechanism
is more complex. For example, by adding an adsorbed/fluid mucin layer to the contact
might also change the position of the shear plane It is possible that shearing occurs pre-
dominantly at the chocolate-mucin interface, which would have a much lower shear stress
and thus friction.

The current chapter has reported a new approach to studying friction of mechanically
degraded molten food samples. The advantage of the experimental setup is that it repli-
cates the real timescale that food is rubbed between tongue and palate and that it measures
transient friction changes rather than averages of longer timescales. The other improve-
ment is the combination of a large contact area and a short reciprocation stroke, which is
a better simulation of the tongue-palate contact and movement. This configuration also
means that a single sample of food is captured in the contact and subjected to repeated
rubbing rather than the continued entrainment of fresh material as it occurs in most other
tribological tests.

The results have shown chocolate composition and structure influences friction. The
individual roles of cocoa solids, fat, sugar, emulsifiers etc must be studied in a more
methodical and controlled manner through model systems. The contribution of micro-
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aeration is interesting and promising. Micro-aeration will affect many properties some
of which will impact texture attributes for example bite, melting, rheology, mechanical
breakdown, chocolate structure/cohesion. At present there is not enough information to
propose a model for these complex processes and the relationship to friction and sensory
perception. However, the results clearly show that micro-aeration can be used to control
chocolate friction and thus is a promising method of altering the texture attributes in a
controlled manner.

6.5 Conclusions

This work describes a novel experimental setup to measure the friction coefficient in
reciprocating contact operating at low contact pressure and low speeds. The setup simu-
lates the movement of the tongue and the palate using a combination of a large contact area
and a relatively short stroke length. This means food under test is essentially isolated and
new material is not continually entrained which is a closer simulation of oral processing.
The test was used to distinguish between chocolate samples of different micro-aeration
levels and cocoa-solid content. In commercial samples friction coefficient decreased with
decreasing cocoa (85-37 wt%), decreasing fat (32-20 wt %) and increasing sugar (14-46
wt%). The friction coefficient decreased with increasing micro-aeration levels over the
range of 0-15 vol% micro-aeration. For all chocolate samples the friction coefficient de-
creased with the presence of an artificial saliva film. In addition, different friction-speed
response curves were observed depending on the nature of the chocolate and the pres-
ence of artificial saliva. The commercially available chocolate shows a friction coefficient
that is constant over the stroke. For the micro-aerated chocolates the friction coefficient
changes with speed. An increase with speed was observed when artificial saliva was not
present. A decrease with speed was observed when the artificial saliva was present. These
research challenges might be addressed by combining the results from the tribology ex-
periments with rheology measurements with and without artificial saliva present.
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7.1 Introduction

The rheological properties of foods play an important role in the quality of the final
product [211, 212] and the measurement of the rheological properties of chocolate is im-
portant to ensure that the final product has the desired sensory and texture characteristics.
Rheology is defined as “the study of the deformation and flow of matter” [213].

The rheological properties of foods (fluid or semisolid) has been extensively studied
[214] and their properties range from Newtonian to viscoelastic. There are many studies
classifying fluid foods depending on their rheological properties [215, 216, 217, 218].
Measurement and understanding of the rheological properties of foods can shed light into
the design of foods with desired properties, such as sensory parameters [219]. Rheology
studies have been conducted in different types of food and beverage products, ranging
from soft drinks [220] to solids (sugar [221] or salt crystals [222]) although the majority of
the foods studied belong to the soft matter category [223]. Lannes et al. [224] studied the
flow behaviour of chocolate drinks at 25◦C and 40◦C and found that the Newton’s, Power
law and Bingham plastic models fit well with the experimental data. The rheological
behaviour of coconut flavoured milk with varying fat content (15%-30%) was investigated
in the study of Simuang et al. [225] at temperatures ranging between 70◦C and 90◦C.
They reported a pseudoplastic behaviour and the effect of temperature on the apparent
viscosity was explained by the Arrhenius equation.

Different factors, such as tempering, composition and particle size distribution can
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influence the rheological properties of chocolate. Glicerina et al. [226] studied the effect
that production process steps have on the rheological properties of dark chocolate. Ser-
vais et al. [211] proposed a methodology to measure the rheology of chocolate and related
cocoa products using factory grade rheometers. Afoakwa et al. [172] provided a detailed
review of factors influencing the rheological properties of chocolate, concluding that the
processing technique, the ingredients and the particle size distribution are the most im-
portant. Afoakwa et al. [227] compared different rheological models for determining
dark chocolate viscosity. Váscquez et al. [228] performed a rheological study on four
commercial chocolate samples with similar microstructure and reported a shear thinning
behaviour. According to Gonçalves and Lannes [229] yield stress and apparent viscosity
are two values that are used to quantify the chocolate rheology during the manufacturing
process. According to Windhab [230] melted chocolate is a non-Newtonian fluid as the
viscosity depends on temperature, shear rate and time and the chocolate can be considered
as “smooth” for viscosity values of 1.5-3.5Pas measured at a shear rate of 20s−1 and body
temperature 37◦C. Melted chocolate contains sugar, cocoa and milk particles dissolved
in the melted fat matrix. A number of mechanisms take place when the melted chocolate
is sheared and the particles in the fat matrix deform. These mechanisms, illustrated in
Figure 7.1 are the following: deformation, orientation, deagglomeration and agglomera-
tion [230]. The structure decomposition is initiated for shear stress values τ0 = 5-12MPa
leading to deformation, orientation and deagglomeration [230]. The viscosity continues
to reduce as the shear stress values increase, until a characteristic value, τ1, which is in the
range of τ1 = 0.5-2MPa. After that point, the viscosity values remain constant until the
shear stress reaches the characteristic value, τ2, after which the structure collapses or new
agglomerated structures are formed. The formation of the new agglomerated structures
might lead to viscosity increase until shear stress reaches τ3 where all the remaining in
the system structures collapse and viscosity degrades for increasing shear stress.

Furthermore, Afoakwa et al. [231] concluded that the rheological properties are im-
portant in chocolate manufacturing for quality-control purposes and can be related to
composition, processing strategy and solid particle size distribution. According to Ziegler
et al. [232] viscosity influences the flavour attribute perception thus, rheological param-
eters often give information related to the sensory character in chocolate. For this rea-
son, this chapter aims to elucidate how viscosity, storage and loss moduli are influenced
by the composition and structure of melted chocolate. Both micro-aerated samples and
samples with different fat content will be tested in frequency sweep and flow tests. The
experimental data acquired from these rheological experiments are modeled using various
semi-empirical models including the Carreau, Cross and Casson models. The character-
istic equations of these models were fitted with the EXCEL solver using minimization of
error-sum-of-squares for best fit. This study shows that micro-aeration and different fat
content changes the rheological behaviour significantly and various models can represent
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Figure 7.1: Representation of viscosity variation of melted chocolate with stress rate. The
different mechanisms that take place in different shear rates are also depicted. Adapted
from Windhab [230].

the observed change in the rheology. Furthermore, the effects of artificial saliva on the
rheological properties is also examined.

7.2 Materials and Methods

7.2.1 Experimental set up

The rheological experiments were carried out using a Discovery Hybrid Rheometer,
model HR–1 (TA instruments, USA), a schematic representation of which is given in Fig-
ure 7.2. Cross hatch parallel plates of 50mm radius were used with a gap between the
surfaces of 1000µm in order to prevent the wall slip effects for steady state and frequency
sweep measurements. The same geometry with the same gap was used for the measure-
ment of the storage, G′ and loss moduli, G′′. The chocolate samples were pre-melted in
an oven at 40◦C and then transferred to the plates. The rheometer plates were heated
at 37◦C, to mimic the physiological conditions in the mouth, and kept constant for the
duration of the tests. Initially, it was attempted to melt the chocolate specimens directly
on the rheometer plates at 37◦C, but separation was observed implying that the chocolate
was not fully melted. Flow sweep tests were performed with an increasing shear rate
from 0.01− 1000s−1. The flow curve was then obtained by plotting the viscosity as a
function of the applied shear rate. Frequency sweep tests were performed in a low fre-
quency range between 1Hz and 20Hz, in order to be consistent with the the physiological
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Figure 7.2: Schematic representation of the experimental set-up used for the rheology
experiments.

conditions that exist in the mouth, as already presented in chapter 6. The mechanical pa-
rameters measured from the frequency sweep tests were the storage modulus, G′, which
gives an indication of the solid-like characteristics of the material; and the loss modulus,
G′′, which gives an indication of liquid like characteristics of the material and the applied
stress was kept constant at 4Pa. All measurements showed good repeatability and the
error bars plotted correspond to the minimum and maximum measured values over three
repeats. Before each test, the upper and lower plates were removed, cleaned and carefully
placed onto the rheometer. Afterwards, the upper and lower plates were lowered slowly
until they came in contact and a small normal force (∼ 0.1N) was recorded. The appara-
tus was then calibrated by setting the gap between the parallel plates to zero and the test
was ready to start.

7.2.2 Chocolate samples and artificial saliva

The non aerated, the micro-aerated samples ( f = 10vol% and f = 15vol%) and the
commercial chocolate samples, presented in table 6.3 of section 6.2.4, were used for the
rheology tests as well. The 12vol% micro-aerated samples were not tested as this micro-
aeration level was not provided in the second batch of specimens received by Nestlé.
The effect of saliva on the rheological properties of chocolate was also investigated. The
flat plates were submerged in artificial saliva for 60 minutes allowing the proteins to be
absorbed. The infused with artificial saliva parts were then heated to 37◦C and the tests
were started. The same recipe and preparation methodology for artificial saliva, presented
in section 6.2.3, is applied in the rheology experiments as well.
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7.2.3 Flow models for fitting experimental results

A flow model is a mathematical equation that can describe rheological data, such as
shear rate versus shear stress, or viscosity versus shear rate and provides a convenient and
concise manner of describing the data. Rheological models are usually grouped in three
categories: (1) empirical, (2) theoretical, and (3) structural [214]. The empirical models,
like the power law (equation (7.1)) are derived from fitting experimental data.

τ = Kγ̇
n (7.1)

where, τ is the shear stress, K is a consistency coefficient, γ̇ is the shear rate and n is
the flow behaviour index indicating how close to the Newtonian flow is the behaviour of
the examined fluid. However, the unbounded power law model has two drawbacks: first
the model does not capture the constant viscosity for low and high shear rates, that are
prevalent in most natural systems, and second the viscosity curve becomes singular in
the limit of vanishing shear [214]. Consequently, constitutive models which combine a
power law regime between a Newtonian behaviour at low and high shear rates, such as the
Carreau model, have been proposed for real world applications [233]. Theoretical models
are based on fundamental concepts and they provide valuable guidelines on understanding
the role of structure on rheology.

A structural model is derived from considerations of the structure and often kinetics
of changes in it. It may be used, together with experimental data, to estimate values of
parameters that help characterise the rheological behaviour of a food sample. One such
model is that of Casson [234] given by equation (7.2). The Casson model is one of the
most widely used models to characterise the rheology of food suspensions.

√
τ =
√

τCA +
√

ηCAγ̇ (7.2)

where τCA is the Casson yield stress and ηCA is the Casson high shear viscosity. The
International Office of Cocoa, Chocolate and Confectionery (IOCCC) has adopted the
Casson model as the official method for interpretation of flow data of chocolate.

Other important models that have been used to characterise chocolate rheology in-
clude the Bingham model [235], given by equation (7.3), which is an example of a simple
model of the flow of a suspension which exhibits a yield stress, τ0, followed by Newtonian
flow characterised by a high shear viscosity, ηHS.

τ = τ0 +ηHSγ̇ (7.3)

Quemada et al. [236] proposed a viscosity equation for dispersed systems based on
zero-shear, η0, and infinite-shear, η∞, viscosities, and a structural parameter, λ , dependent
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on the shear rate, that may be written as:

η

η∞

=
1{

1−
[

1−
(

η∞

η0

)0.5
]

λ

}2 (7.4)

where:
λ =

1[
1+(tcγ̇)0.5

] (7.5)

The Casson and Quemada models have been used in the literature to study the role of
cocoa solids and cocoa butter on cocoa dispersions [237, 238].

As it will be shown in the results section, the viscosity measurements from the choco-
late samples tested in the current study are characterised by a three stage viscous re-
sponse when sheared over a wide shear rate range. Figure 7.3 schematically shows the
three stages of viscous response. More specifically, at low shear rates, the fluid behaves
as Newtonian with a constant zero-shear viscosity (η0) over a small shear range. Af-
terwards, a shear-thinning region is present where the viscosity decreases in accordance
with the power law relationship; the reciprocal of the shear rate at which the transition
from Newtonian to pseudoplastic behaviour occurs is the characteristic time or the time
constant. Finally, at high shear rates, viscosity reaches a minimum constant infinite-shear-
viscosity value (η∞) [216].
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Figure 7.3: Qualitative plot of shear rate versus viscosity for shear thinning foods identify-
ing three separate regions: a zero-shear viscosity at low shear rates, a power law region at
intermediate shear rates, and an infinite-shear viscosity at high-shear rates [216]. Similar
behaviour is obtained for the chocolate samples tested in the current study.
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The models presented so far are not capable of capturing the shear thinning effect that
is present in the samples tested (shown in section 7.3). For this reason the Cross [239] and
Carreau [240] models, which can be used to model a fluid with a shear thinning behaviour
as shown in Figure 7.3, are presented in equations (7.6) and (7.7) respectively.

η = η∞ +
η0−η∞

1+(αcγ̇)m (7.6)

η = η∞ +
η0−η∞[

1+(λcγ̇)2
]n (7.7)

where αc and λc are time constants and m and n are dimensionless exponents. Table 7.1
summarises the flow models that exist in the literature. In this study only the Carreau
and the Cross models were found to be applicable for characterising the rheology of the
chocolate, as shown in section 7.3. The widely used Casson model was also examined
and calibrated with the experimental data, but it was not found applicable for the specific
chocolate samples.

7.3 Results and Discussion

7.3.1 Viscosity results for micro-aerated chocolate samples

The viscosity-strain rate plots without and with the artificial saliva present, as pre-
sented in Figures 7.4a and 7.4b respectively, show that viscosity decreases with increasing
shear rate for all samples and increases with increasing micro-aeration level. Figure 7.4a
compares viscosity values without artificial saliva for samples with porosities f = 0,10
and 15vol%. The trend for all samples is the same, the viscosity is initially steady for low
shear rates and reduces for shear rates between 0.2 and 600s−1 as the shear rate increases
until it reaches a constant value for shear rates above γ̇ > 600s−1.

Figure 7.4b shows results of viscosity for the different micro-aeration levels with the
artificial saliva present. The same trend is observed, although there is no difference in
viscosity values, for shear rates above γ̇ > 600s−1. Clear differences were observed in
viscosity values for all micro-aeration levels with and without artificial saliva present in
both figures, which was also justified by the ANOVA analysis. The Carreau and Cross
models were fitted to the experimental results and both of them fit well as shown in Figures
7.4a and 7.4b. Tables 7.2 and 7.3 summarise the calibrated parameters of the two models
without and with artificial saliva present respectively. The parameter n has a constant
value of 0.72 whereas the parameter m ranges between 1.48 and 1.5. Both parameters are
in good agreement with the study of Taylor et al. [244] who examined the rheology of
molten crumb chocolate.
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Table 7.1: Flow models found in the literature describing shear stress versus shear rate
data [214].

Equation Model Parameters
τ = ηγ̇ Newtonian [214] τ : shear stress, η : viscosity,

γ̇: strain rate

τ = [η∞γ̇ +Ksγ̇
ns ] Sisko [241] η∞ : infinite-shear viscosity

Ks: time constant
ns: dimensionless exponent

η = η∞ + η0−η∞

1+(αcγ̇)m Cross [239] η0 : zero-shear viscosity
αc: time constant
m: dimensionless exponent

η = η∞ + η0−η∞

[1+(λcγ̇)2]
n Carreau [240] λc: time constant

n: dimensionless exponent

τ = Kγ̇q Power law [214] K: time constant
q: dimensionless exponent

τ− τ0H = KH γ̇nH Herschel–Bulkley [242] τ0H: Herschel–Bulkley yield stress
KH : time constant
q: dimensionless exponent

√
τ =
√

τCA +
√

ηCAγ̇ Casson [234] τCA: Casson yield stress
ηCA: Casson high shear viscosity

τ0.5− τ0M = KMγ̇nM Mizrahi and Berk [243] τ0M: Mizrahi yield stress
KM: Mizrahi time constant
nM: Mizrahi dimensionless exponent

As shown in the results presented so far, micro-aeration increases the viscosity of the
chocolates while it reduces the coefficient of friction, as shown in chapter 6. The presence
of micro-aeration modifies the rheology of the chocolate, and it has been observed to
increase shear-thinning and viscoelastic behaviour [245]. Multiple studies on aerated
liquids (honey, syrup, and guar gum) observed air bubbles resisting material deformation
at a low shear rate, which results in a higher relative viscosity [246, 247]. According to
Torres et al. [247] the pores that are present in the chocolate matrix influence the rheology
behaviour leading to shear thinning. In low shear rates, the micro-pores act as a barrier to
the deformation leading to viscosity increase with micro-aeration level. At higher shear
rates, the micro-pores align with the material flow giving rise to shear-thinning. The
capillary number, Ca, is used as a parameter to describe the deformation of micro-voids
and is calculated as:

Ca =
η0rγ̇

Γ
(7.8)

where η0 is the viscosity, r is the radius of the undeformed spherical pores, γ̇ is the shear
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Figure 7.4: Flow behaviour of the three chocolate samples with different micro-aeration
levels (a) without and (b) with artificial saliva present. The calibrated Carreau and Cross
models are also depicted in both figures.

Table 7.2: Carreau and Cross calibrated parameters for different micro-aeration levels
without artificial saliva present

Parameter f = 15vol% f = 10vol% f = 0vol%
η0 [Pas] 218000 67191 23373
η∞ [Pas] 44 30 7.71
λc [s] 2.7 3.2 2.9
αc [s] 2.1 2.5 2.4
n [-] 0.72 0.72 0.72
m [-] 1.6 1.5 1.48

rate and Γ is the surface tension at the pore-liquid interface. The equilibrium deformation
is determined by the balance between the deforming, viscous stress η0γ̇ acting on a pore
and the restoring stress supplied by surface tension (Γ/r). The shear thinning behaviour of
aerated liquids has been reported in the literature initially in the study of Shaw et al. [248]
who investigated the effect of bubbles in magma viscosity and the later study of Manga
et al. [249] validated his findings. Figure 7.5 schematically illustrates the pore’s shape
changes for small Ca (left) and high Ca (right) values. The flow streamlines are more
distorted in the case of the spherical pore which is associated to higher viscosity values.
The additional viscous dissipation from the pores forces the liquid matrix to move around
the pore’s surface. Since the pore deformation produces an anisotropic microstructure, a
scalar shear viscosity is not sufficient to describe the suspension viscosity. Theoretical
[250, 251] and numerical [252] studies showed that large normal stress differences are
generated by pore deformations. The viscosity reduction of micro-aerated chocolate fol-
lows the same trend as the bubble bearing magmas studied by Rust and Manga [247]. This
theory can also be used to explain the similar viscosity values obtained for high strain rates
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Table 7.3: Carreau and Cross calibrated parameters for different micro-aeration levels
with artificial saliva present

Parameter f = 15vol% f = 10vol% f = 0vol%
η0 [Pas] 109000 47048 14049
η∞ [Pas] 25 38 29.5
λc [s] 3.1 3.2 3.1
αc [s] 2.4 2.5 2.4
n[-] 0.72 0.72 0.72
m[-] 1.6 1.5 1.48

when saliva is present in Figure 7.4b. The addition of saliva possibly enhances the flow of
the melted chocolate around the deformed pores, reducing the effect that micro-aeration
has on the viscosity.

Figure 7.5: Illustration of bubble shapes and streamlines for small Ca (left) and high
Ca (right). Deformed pores result in less deformed streamlines, and thus less viscous
dissipation.

Another explanation can be attributed to effect of Fluid Immobilisation (FIM) that is
a crucial aspect for the rheological characteristics of suspension systems. According to
Windhab [253] the immobilization is related to the particle cavities and pores and will
increase with increasing porosities. The FIM will lead to more viscous behaviour since
the flow is restricted by the pores that exist in the matrix. Windhab [253] investigated the
influence the porosity has on viscosity of starch particle/glucose syrup, and the findings
agree with the trend presented in the current study.

7.3.2 Viscosity results for commercial chocolate samples with differ-
ent cocoa solid content

Figure 7.6a shows a comparison for the viscosity values between the commercial
chocolate samples without artificial saliva present. There is a clear difference for samples
with different cocoa solids content. The highest cocoa solids content samples (85wt%)
showed higher viscosity values for the entire range of tested shear rates compared to the
70wt% and 35wt% cocoa solid samples. The tests were repeated with artificial saliva
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present and the results showed the same behaviour (Figure 7.6b), but in general the vis-
cosity values are lower compared to the same tests without the artificial saliva present.
Statistical analysis through ANOVA indicated a clear difference between the samples in
both cases.

The viscosity curves followed the same trend as the micro-aerated samples. The shear
thinning effect, present with and without the artificial saliva, was captured by both the
Carrreu and the Casson models as shown with dashed lines in Figures 7.6a and 7.6b
respectively. These two models have been frequently used in the literature to describe such
suspensions [254]. The calibrated parameters of these models for the commercial samples
with different cocoa solids content, without and with artificial saliva present are given in
the Tables 7.4 and 7.5 respectively. The fitting parameters n and m have values in the
range of 0.71-0.73 and 1.46-1.5 respectively, indicating strongly pseudoplastic behaviour,
similar to the study of Taylor et al. [244].
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Figure 7.6: Flow behaviour of the three commercial chocolate samples with different
cocoa solid (a) without and (b) with artificial saliva present. The calibrated Carreau and
Cross models are also depicted in both figures.

Table 7.4: Carreau and Cross calibrated parameters for the commercial chocolate samples
for different fat content levels without artificial saliva present

Parameter 85% 70% 35%

η0 [Pas] 419932 67100 14025

η∞ [Pas] 185 31 5.7

λc [s] 2.8 3.2 3.1

αc [s] 2.4 2.5 2.4

n [-] 0.73 0.72 0.71

m [-] 1.5 1.5 1.46
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Table 7.5: Carreau and Cross calibrated parameters for the commercial chocolate samples
for different fat content levels with artificial saliva present

Parameter 85% 70% 35%
η0 [Pas] 167972 26876 5610
η∞ [Pas] 75 12.5 2.25
λc [s] 2.7 3.15 3.1
αc [s] 2.33 2.52 2.4
n [-] 0.72 0.73 0.71
m [-] 1.5 1.5 1.48

The Casson model is the most widely used model to describe the rheology of choco-
late. The IOCCC has proposed the Cassson model as the standard method for determining
chocolate rheology. In this study Casson model was implemented and calibrated for shear
rates higher than 0.1s−1, since this is the recommended range to apply the Casson model.
A representative result is shown in Figure 7.7 for the f = 15vol% micro-aerated chocolate
sample without artificial saliva present, with calibrated parameters of τCA = 40000Pa and
ηCA = 4Pas. It is evident that the Casson model is not appropriate for characterising the
viscosity values of the chocolate samples under the conditions tested in the present study.
The plot of Figure 7.7 also shows that, the data cannot be fitted to the Casson model over
a limited shear rate range (similar to that specified in the IOCCC guidelines).
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Figure 7.7: Fitting of Casson model to experimental data of micro-aerated samples with
porosity f = 15vol% without artificial saliva present. The Casson calibrated parameters
are τCA = 40000Pa and ηCA = 4Pas.
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7.3.3 Frequency sweep results for micro-aerated samples

The dynamic rheological test provides a more direct correlation with microstructure
than the steady shear rate rheological test since the materials can be examined in their at-
rest state without causing any disruption of their underlying structures. Figures 7.8a and
7.8b illustrate the storage and loss moduli respectively obtained by frequency sweep tests
without artificial saliva present. In both graphs the moduli decrease as micro-aeration
increases and the loss modulus values are constantly higher than the storage modulus for
all micro-aeration levels. The loss modulus tends to increase when frequency is increasing
as shown in Figure 7.8b.
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Figure 7.8: Frequency sweep test results for micro-aerated samples without artificial
saliva present (a) storage modulus, G′, (b) loss modulus G′′. Error bars represent maxi-
mum and minimum values over five repeats.

A similar trend is obtained when artificial saliva is present in the experiment. Figures
7.9a and 7.9b represent the storage and loss moduli respectively, with artificial saliva
present. The values are reduced, as expected, compared to the respective ones in Figure
7.8 due to the addition of artificial saliva. In both tests the values of loss modulus, G′′,
are higher than that of the storage modulus, G′ implying that the chocolate has a more
viscous than elastic behaviour. This type of behaviour is common in chocolate and lies
in good agreement with results found in the literature [228]. The storage modulus, G′,
correlates with the stiffness of the structure and remains constant for all micro-aeration
levels regardless whether artificial saliva in present or not. On the other hand the loss
modulus tends to increase as the frequency increases.
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Figure 7.9: Frequency sweep test results for micro-aerated samples with artificial saliva
present (a) storage modulus, G′, (b) loss modulus G′′. Error bars represent maximum and
minimum values over five repeats.

7.4 Conclusions

Rheological tests were conducted to measure the viscosity and the storage and loss
moduli of different types of molten chocolate. The test uses the parallel hashed plates
configuration heated at 37◦C and the chocolate is pre-melted using an oven at 40◦C. The
effect of cocoa content and micro-aeration was investigated with and without artificial
saliva present. The presence of artificial saliva reduces the viscosity by approximately
40%. In all cases the viscosity values was characterized by shear thinning and the Carreau
and Cross models were fitted to the experimental data. Although it is difficult to draw
concrete conclusions regarding the effect of different components on the tested values,
it is evident that viscosity increased with increasing micro-aeration and increased with
increasing cocoa content.

The tribology results presented in Figure 6.6b (chapter 6) can be used in conjunction
with the rheology findings of this chapter in order to explain how the lubricating properties
are influenced by the micro-aeration. The coefficient of friction of the artificial saliva
was relatively high, this decreased with the addition of chocolate to the contact. These
plots (Figure 6.6b) show how friction changes during the reciprocating stroke: at the
reciprocation point where the velocity is 0 the friction coefficient is high, but this reduces
towards the middle of the stroke as the speed reaches a maximum of 30mms−1. The
lubricating film thickness increases with speed [255] and this contributes to a drop in
friction in the middle of the stroke as the surfaces are separated. In addition, the coefficient
of friction in the centre of the stroke reduced with increasing porosity from 0.175 for
0vol% aeration to 0.08 for 15vol% micro-aerated chocolate, i.e. a 54% reduction. This
reduction is related to the increased viscosity of micro-aerated chocolate samples [256],
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which also contributes to an increased lubrication film [257].
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8 Discussion

* Part of this chapter has been published in Food Structure [257]

Topics
8.1 Sensory perception . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

8.2 Link of computational mechanics, tribology and rheology findings
to the sensory study . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

8.1 Sensory perception

The current chapter aims to link the findings presented so far in chapters 2 - 7 with
sensory perception. Sensory perception is defined as the measurement of a product’s
quality based on the five senses: touching, hearing, sight, smell and taste [213]. The food
industry is mainly using trained panels to evaluate the quality of a food product. The
variability from person to person results in a large scatter in scores when the evaluation is
based on sensory panels. This lack of precision comes from the way that sensory texture is
perceived by an individual. Sensory texture is generated primarily by touch, followed by
signals generated at the nerve endings which are transmitted through the central nervous
system to the brain. There, the signals are combined with past experience of the consumer
and a final opinion about the product is formed [258]. It is evident that texture measure-
ment is a very complex but important factor that should be taken into consideration in
food design. The goal of the current chapter is to provide an alternative methodology,
based on experimental and computational methods, that is capable of providing an ob-
jective sensory evaluation. The mechanical, tribological and rheological results will be
compared against a sensory evaluation from a trained sensory panel and a qualitative link
between the findings and sensory properties will be provided.

Mastication is a complex procedure that includes processes like: food deformation and
shear, flow, comminution and hydration and chemical degradation due to the interaction
with artificial saliva which result in shape and size change of the food, and a transition
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from solid to liquid phase (melting). The human senses are capable of recording each
one of these processes and make a decision about texture perception. Unlike human
body, there is no developed equipment that can mimic the entire mastication process,
including the different mastication speeds and tongue motions and evaluate the sensory
perception. In the current thesis, an attempt to break down the mastication process to
individual components has been attempted and the connection of the findings presented
in chapters 2-7 to the sensory panel results will be given in an attempt to proved a useful
and objective tool in the sensory perception evaluation. Before that, it is important to
understand how the sensory panels are being trained and what are the criteria with which
they rank the food products.

According to Bourne [213] the major steps for establishing a sensory texture profile
are listed below:

1. selection of sensory panel

2. training of the panel

3. establishing standard rating scales

4. establishing a basic Texture Profile Analysis (TPA) score sheet

5. developing a comparative TPA score sheet

The sensory panel is usually comprised by at least ten volunteers and is desired to
have members of both genders. The recruitment process for the selection of the panel
members includes the evaluation of four consecutive samples of different hardness scale
presented in random order [259]. The participants who successfully rank the products
according to their hardness, are used for further training and the rest are excluded from
further participation. The successful candidates form the sensory panel test that is trained
through a procedure which will be briefly presented here. The first step in the training is
to familiarise the panel test with the standard scales that are used to rank the different food
properties. When the panel is fully familiarised with the standard scales, they develop (as
an exercise) a complete texture profile on a simple product such as soda crackers using
the basic TPA score sheet. Afterwards, the panel uses a comparative texture profile from a
different product, chosen randomly and repeats the rating until a similar texture perception
is received and defined by all the panel members.

In the following section, two sensory study methods will be presented. Initially, the
profile sensory test results are presented followed by the temporal dominance sensations
(TDS) results.

8.1.1 Sensory profile results

Twelve expert panellists were asked, among others, to define in terms of mechanical
characteristics the textural perception that they received. These mechanical characteristics
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will be presented and will be used as the basis for the link between the findings of chapters
2-7 and the textural perception.

Hardness is defined as the force required to compress the food between the molar
teeth for solid foods or between the tongue and the palate for semi-sold foods. Hardness is
evaluated by the sensory panel, by placing the food between the molar teeth and evaluating
the magnitude of the force needed to compress the food. Hardness can be related to
experimental measurements such as the Young’s modulus and the fracture stress [260, 1,
261, 262, 263]. Several studies have recommended a correlation between hardness and
Young’s modulus [264, 265, 266] while other studies suggest a link to the fracture stress
[264, 260, 267]

Grittiness is defined as the force required for a food specimen in order to crack. The
panelist is asked to place the specimen between the molar teeth and chew naturally until
the food cracks. The grittiness is measured as the horizontal force with which the food
moves away from the point where the vertical force is applied. Another criterion that helps
determine grittiness is the suddenness with which the food breaks [213]. Grittiness can be
related to the mechanical properties and particularly the fracture properties that influence
the particle size distribution of the fragments [265]. Studies on gels showed that the
rate of breakdown, fracture strain, and fracture toughness affect the grittiness/smoothness
perception [268].

Stickiness is defined as the force required to remove food material that adheres to the
oral cavity surfaces during the mastication. The technique the panel test follows for eval-
uating stickiness is to place the food in the mouth, press it against the palate, and evaluate
the force required to remove it with the tongue [213]. These properties are associated
with surface properties [262] and are greatly influenced by the presence of saliva. For this
reason the panel test is asked to rinse their mouth with water before the evaluation begins
[213]. Therefore, it is believed that the friction results in the presence of saliva could ex-
plain the changes in “stickiness”. The tribology results indicated the chocolate structure
influences the coefficient of friction, which decreases with increasing aeration, whereas
the rheology experiments showed an increase in the viscosity due to micro-aeration.

Melting time is defined as the time that it takes for the food to melt in the oral cavity.
Mongia and Ziegler [269] have already reported the link between fragmentation and melt-
ing time. Higher fragmentation, which is related to the mechanical properties, results in
more surfaces exposed to the temperature of the oral cavity, leading to reducing melting
time. The thermal characteristics of micro-aerated and non aerated chocolates samples is
studied in detail in the PhD thesis of Bikos [10].

Dryness is related to the humidity levels that the sensory panelist experiences in the
mouth. Dryness associated with the effect of saliva is mixed with the melted chocolate
contributing to a higher level of moistness in the mouth.

The sensory profile results, presented in Figure 8.1, have been provided by Nestlé.
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The sensory panel consisted of twelve experts asked to evaluate the non aerated and the
f = 10vol% micro-aerated chocolate samples. An analysis of variance (ANOVA) using
a 95% significance level was employed to identify significant differences between the
two types of chocolate. The results are presented as averages in the form of bar charts
and significant difference (p-value< 0.05) in attributes between the two chocolates were
computed and are presented with grey stars in Figure 8.1. The red star refers to cocoa
perception where a p-value close to the critical value of 0.05 was measured (p = 0.06).
The methodology of ANOVA is described in Labbe et al. [270]. The panelists were
allowed to consume a specific chocolate quantity (∼ 1g) as they needed to provide a
reliable ranking.

Figure 8.1: Sensory profile results of non aerated and f = 10vol% micro-aerated choco-
late samples. Grey stars depict the attributes where significant differences have been based
on ANOVA (p< 0.05), whilst the red star refers to cocoa perception where a p-value close
to the critical value of 0.05 was measured (p = 0.06).

Table 8.1 summarises the attributes and the scale according to which the panel test
assessed the two chocolate types.

Overall micro-aeration results in a softer, grittier, and less sticky product comparing
to the non aerated chocolate. Interestingly, the sweetness perception remained roughly
constant, although the mass of sugar particles per unit volume was lower for the micro-
aerated samples.

133



Chapter 8

Table 8.1: Sensory attributes and scale for assessing the chocolate types.

Attribute Scale
Hardness Soft (0) – Hard (10)
Crumbly Not very (0) – Very (10)
Dry Moist (0) – Dry (10)
Gritty Smooth (< 3) – Powdery (3-6) – Gritty (> 6)
Sticky Nil (0) – Strong (10)
Melting time Short (0) – Long (10)

8.1.2 Temporal Dominance Sensations (TDS) results

The results of the Temporal Dominance Sensations (TDS) study were provided by
Nestlé. The same group of panelists, as in the sensory profile tests, were asked to rank
the two chocolate products according to their dominance. According to Pineau [271] the
dominance of an attribute is not associated with its intensity but with the predominant
sensorial attribute perceived by the panelists during a given time. The panelists consumed
a square of 2g per sample, and immediately after the sample was placed in the mouth,
the time started. In TDS tests, the panelists assess the products using twelve textural
attributes, soft/hard, dry/moist, crumbly, smooth/powdery, sticky, cooling, melting, pow-
dery residue and mouth coating. During the tests, all twelve attributes were presented
simultaneously on a computer monitor and the panellists had to choose the dominant at-
tribute they perceived while consuming the product and after swallowing. When no more
sensation was perceived, the assessment finished.

The data collected from this test are summarised as [270]:

• the time when an attribute is selected as dominant

• the name of the given attribute

• the intensity scored for attribute

It is worth noting that, the dominance of an attribute is not associated with its intensity
but with the predominant sensorial attribute perceived during tasting by a panellist at a
given time [271]. When with evolving time a new attribute is being sensed, the panellist
would select this new attribute as the dominant one. It is possible to select the same
attribute several times or not to select an attribute at all during the test. The attributes
were scored in terms of the number of panellists who had selected a certain dominant
attribute at a given time, i.e. dominance rate. The attributes, which were found to be
significant, i.e. exceeded the significant line (shown as red dashed line in Figure 8.2), are
presented. The methodology of constructing the significance line is described by Labbe
et al. [270] and Pineau et al. [271].
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Figure 8.2 shows the TDS results for both types of chocolate. The y-axis represents
the dominance of each attribute which reflects the percentage of participants perceiving a
certain attribute at a certain time interval. The x-axis the time normalised to the total test
time is plotted. The red dashed line depicts the significance level above which an attribute
is considered as significant. This significance level was selected to 16% dominance rate.

0 10 20 30 40 50 60 70 80 90 100

Normalized time [%]

0

10

20

30

40

50

60

D
om

in
an

ce
ra

te
[%

]

Soft

Hard

Cooling

Moist

Smooth

Mouth coating

Sticky

Significance level

(a)

0 10 20 30 40 50 60 70 80 90 100

Normalized time [%]

0

10

20

30

40

50

60

D
om

in
an

ce
ra

te
[%

]

Soft

Crumbly

Moist

Smooth

Mouth coating

Powdery

Significance level

(b)

Figure 8.2: Comparison of Temporal Dominance Sensations (TDS) results between (a)
non aerated and (b) f = 10vol% micro-aerated chocolate. The red dashed line represents
the significance line

The TDS results of the non aerated chocolate samples, depicted in Figure 8.2a, show
that initially softness and hardness are dominant. A maximum peak of 30% for hardness
and softness was found at 20% and 28% of the total testing time respectively. Although
hardness and softness are interpreted as opposite attributes and might be unclear how they
can be simultaneously present, this can be attributed to the different chewing preference of
the panelists which could create different textural perception as reported by other studies
as well [143, 272]. Cooling is the next attribute that becomes dominant at a normalised
time ∼ 30% and a duration of 15% of the total time. At this point it can be assumed that
most of the chocolate mass has melted, since the cooling perception is associated with
the latent heat during the phase change of the chocolate. Afterwards, between 40% and
60% normalised time, attributes such as moist, smooth and sticky become dominant with
maximum dominance rate 28%, 25% and 38% respectively with a duration of 35%, 10%,
and 40% of the total oral processing time respectively. Finally, mouth coating becomes
dominant with a maximum value of 54% with a duration of 28% of the total time. Mouth
coating is the last attribute that appears since it is perceived after swallowing and the
initial perception of this attribute suggests the onset of swallowing.

Figure 8.2b summarises the TDS results for the f = 10vol% micro-aerated chocolate
samples. Opposite to the non aerated samples, only softness was recorded initially for a
duration of 40% of the total time with a maximum score of 40%. Crumbliness appears
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in the same time period but becomes dominant for only 5% of the time with a maxi-
mum value of 20%. It is interesting that crumbliness was not recorded at any time in
the non aerated samples of Figure 8.2a. Afterwards, the attributes of moist and smooth
were recorded by the panelists in Figure 8.2b, with a score of 39% and 30% respectively.
Powdery sensation becomes dominant later on with a peak value of 25% followed by the
mouth coating, which 50% of the panelists found dominant and appears last similar to the
results of the non aerated samples show in Figure 8.2a.

Overall, comparing the results of the two types of chocolate it is evident that the micro-
aerated chocolate samples produce simpler TDS graphs with less recorded attributes. In
addition, the higher dominant rate values observed for the micro-aerated chocolate for
softness, moistness, and smoothness, depict the clear distinction of each attribute at each
time. The common attributes between the two types are: soft, moist, smooth and mouth
coating. Figure 8.3 depicts the difference between the f = 10vol% micro-aerated and
the non aerated samples for these common attributes. Overall, it appears that micro-
aeration increases the soft, moist and smooth attribute without influencing the time that
they appear. On the other hand it is evident that mouth coating sensation decreases with
micro-aeration.
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Figure 8.3: Difference between the f = 10vol% micro-aerated and non aerated chocolate
samples for common sensorial attributes
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8.2 Link of computational mechanics, tribology and rhe-
ology findings to the sensory study

The overall goal of the current thesis is to provide an alternative or additional compu-
tational and experimental tool that would act as complementary methodology of quanti-
fying how the change in structure influences the sensory perception without the need of a
sensory panel. In this section the findings presented in chapters 2-7, where the effect of
micro-aeration on the mechanical, tribological and rheological properties were presented,
will be linked and compared against the sensory panel test data provided by Nestlé. It is
worth noting that, only the f = 10vol% was provided and it will be used for the compari-
son.

Starting with the mechanical properties, as those measured by experiments [11] and
validated though computational models, micro-aeration decreases the Young’s modulus,
fracture stress and fracture toughness. These mechanical properties can be linked to tex-
tural properties such as softness, hardness and crumbliness which are present at the early
stages of oral processing. The mechanical properties influence the fragmentation process
during the initial chewing cycles. As the oral processing continues, more attributes ap-
pear in the mouth such as, moistness, dryness, cooling perception, smoothness, powdery
and grittiness. These attributes can be related to the heat transfer properties of chocolate
during the phase change. This topic was investigated in detail in the PhD dissertation
of Bikos [10] and the main findings indicated that although the thermal conductivity of
the micro-aerated chocolate decreases and slower heat transfer within the sample is ex-
pected, it melts faster due to the higher fragmentation compared to the solid chocolate. At
the later stages of oral processing, stickiness and mouth coating are perceived which can
be linked to the tribological and rheological results as a thin film is created between the
rubbing surfaces. Figure 6.6b indicates that the lubricating film thickness increases with
speed [255] and this contributes to a drop in friction in the middle of the stroke as the
surfaces are separated. In addition, the coefficient of friction in the centre of the stroke
reduced with increasing porosity. This reduction is related to the increased viscosity of
micro-aerated chocolate samples [256], which also contributes to an decreased stickiness
attribute [257].

The TDS results (Figure 8.2) can be used as a guide in terms of evolution of senso-
rial attributes happening in the mouth during the oral processing. Specifically, the soft-
ness/hardness attribute is perceived at the initial stages of the test, coinciding with the
first bite [266]. Hardness values then decrease, since the food specimen is broken into
smaller pieces easing the melting process. At the same time, the fragments interact with
the oral cavity surfaces generating the attributes of grittiness (gritty-smooth) and dryness
(dry-moist). The cooling attribute is accelerated as melting continues and the interaction
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with saliva gives a moist and sticky sensation. Finally, after the fully melted chocolate
is sheared between the tongue and the palate is swallowed leaving a smooth and mouth
coating perception.

Comparing the TDS data for the micro-aerated chocolate (Figure 8.2a) to the ones
of the non aerated (Figure 8.2b), it is evident that micro-aeration not only modifies the
existence of certain sensorial attributes, for instance softness over hardness, but also the
duration of dominance of certain sensorial attributes. Initially, the lower force required to
fracture the micro-aerated sample (shown in Figure 5.4) creates a soft sensation as domi-
nant, as opposed to the solid reference where a combination of softness and hardness was
observed. The decrease in fracture toughness with micro-aeration releases a dominant
crumbly sensation, which is perceived right after the peak in softness perception. The
increase of fragmentation observed by the in vivo and in vitro mastication tests (shown
in Figure 5.7), creates a moist sensation with a higher peak compared to the solid refer-
ence chocolate due to increase of surface area with fragmentation and the interaction of
the fragments with saliva. For the micro-aerated chocolate, the increase of fragmenta-
tion reduces the melting time, creating a longer smooth perception compared to its solid
counterpart. The reduction of the friction coefficient with micro-aeration suggests that
a persistent thin film is developed in the tongue palate interface, which in turn, reduces
the stickiness perception. This is also related to the increase in viscosity due to micro-
aeration, which enhances the lubrication and reduces the coefficient of friction.

Overall, using engineering methods as a guide, the 17% reduction in the elastic mod-
ulus/fracture toughness values with f = 10vol% micro-aeration creates a drastic increase
in the dominance peak and duration of softness, 33% and 40% respectively (Figure 8.2).
In addition, a 28% decrease in friction coefficient for the f = 10vol% micro-aeration in
combination with a 7% increase of viscosity eliminated the perception of stickiness as
dominant for the f = 10vol% micro-aerated chocolate.

The instrumental results showed that small structural changes in chocolate’s compo-
sition affect the respective material properties and, based on the sensory tests, such struc-
tural changes create significant changes in sensorial profile and the evolution of sensorial
attributes during oral processing. It is believed that there is connection between material
properties and sensorial attributes, but there is the need for conclusive statistical analysis
to validate those findings
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9.1 Summary and Concluding remarks

The aim of this thesis was to address the need for studying the initial stages of the oral
processing of chocolate and examine the effect of micro-aeration. Micro-aeration was ap-
plied in chocolate and an experimental and computational study in mechanics, tribology
and rheology was conducted. The computational mechanics study was firstly presented.
This required the development of a material model, able to predict the strain rate depen-
dent nature of chocolate and also capable of coupling with an appropriate damage model
for the simulation of the first bite. Secondly, the effect that micro-aeration has on the
mechanical properties of chocolate was studied through a micro-mechanical model the
estimations of which were used in the macroscopic FE simulations of the first bite.

The strain rate dependence of chocolate that was observed by compression exper-
iments [11] revealed the need for applying a viscoplastic constitutive model. Several
viscoplastic constitutive models are provided in the built-in library of ABAQUS, includ-
ing the Johnson-Cook and the two-layer viscoplastic model. Both of these models were
calibrated against the experimental data, obtained by the parallel PhD study [10], and
were both presented in chapter 2. The need of coupling the selected material model with
an appropriate non-local damage model in the ABAQUS/Explicit solver, required the de-
velopment of a VUMAT subroutine. A simplified version of the Johnson-Cook model,
neglecting the temperature dependence, was written in a VUMAT subroutine, which was
validated by comparing the stress-strain response of the VUMAT with the respective data
obtained by a UMAT Johnson-Cook subroutine and the Johnson-Cook built-in model.

The damage criterion was introduced in the model by introducing a damage evolution
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law. The damage criterion was calibrated against already available compression experi-
ments from a parallel PhD study [10]. The equivalent plastic strain at fracture initiation
and a stress triaxiality parameter were the main parameters of the damage evolution law.
The fracture toughness, calculated from three point bending experiments [11], was used
as a material parameter that drives the fracture evolution. An extension to the non-local
damage model was applied by calculating the non-local equivalent plastic strain. This was
done through coupling the VUMAT subroutine with a VDFLUX subroutine and by chang-
ing the step to temperature-displacement in ABAQUS/Explicit. The constitutive model
coupled with the non-local damage law made it possible to predict fracture initiation and
propagation in the form of element deletion, thus, without the common requirement of
predefining the crack path; the latter was desirable in the micromechanical FE models
and the chewing FE model.

After establishing the constitutive and the damage laws, a micromechanical study
was conducted in order to estimate the effect that micro-aeration has on the mechanical
properties. Initially, an RSA algorithm was used to generate porous unit cells in both
monodisperse and polydisperse configurations. The size of the unit cells that could be
considered as representative was examined by applying KUBC and PBC. A unit cell with
100 pores was considered as representative of the entire volume and was used for the sub-
sequent mechanical simulations. The Young’s modulus was found to agree well with the
experimental data for both micro-aeration levels f = 10vol% and f = 15vol% for both
monodisperse and polydisperse pore diameter distributions. The results were compared
with analytical models and found to lie between the Voigt model and and the upper bound
Hashin-Shtrikman model. The same RVEs were used for the plastic and fracture proper-
ties. In both examined porosities the yield point was found to be in good agreement with
the experimental data for both monodisperse and polydisperse microstructures. However,
only the polydisperse RVEs predicted well the strain at failure, whereas the monodisperse
configurations underestimated the failure strain for both micro-aeration levels of 10vol%
and 15vol%. The estimated values were used in the macroscopic FE simulations of the
first bite, where the food specimen is introduced as a homogeneous part with mechanical
properties calculated from the micromechanical analysis.

The computational mechanics study was completed with the macroscopic FE simu-
lation of the first bite. For this study, a digitised adult male 3D skull, generated using
X-ray computed tomography, was used to extract a pair of the two last molar teeth for
the FE simulations and the same pair of molar teeth was 3D printed for the experimental
set up. The FE simulations were conducted in the ABAQUS/Explicit solver and the VU-
MAT subroutine coupled with the VDFLUX subroutine. The force-displacement curves
from the FE simulations were examined with the respective ones from the experiments
conducted with the same 3D printed geometry and same food specimen size. The results
obtained from the FE simulations found to agree well with the experimental data for all
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tested speeds and the mesh independency was shown. The food fragments from the ex-
periment were also compared against in vivo experiments and it was found that higher
chewing speeds in the experiment result in fragments that are closer to the in-vivo results.

A novel tribology experimental set-up was developed, in chapter 6, to measure the
changes in the friction coefficient due to composition and structure. The test consisted
of a flat PDMS disk, representing the tongue loaded and reciprocating against a station-
ary lower glass surface representing the palate. The test was applied to molten chocolate
samples with and without artificial saliva. Friction was measured over the first few rub-
bing cycles, simulating mechanical degradation of chocolate in the tongue-palate region.
Samples of different micro-aeration levels and cocoa-solid content were tested in order to
quantify the influence that each parameter has on the friction properties. In commercial
samples, friction coefficient decreased with decreasing cocoa (85-37 wt%), decreasing
fat (32-20 wt%) and increasing sugar (14-46 wt%). The friction coefficient decreased
with increasing micro-aeration levels over the range of 0-15 vol% micro-aeration and for
all chocolate samples the friction coefficient decreased with the presence of an artificial
saliva film. In addition, different friction-speed response curves were observed depend-
ing on the nature of the chocolate and the presence of artificial saliva. The commercially
available chocolate showed a friction coefficient that is constant over the stroke. For the
micro-aerated chocolate samples the friction coefficient changed with speed. An increase
with speed was observed when artificial saliva was not present, whereas a decrease with
speed was observed when the artificial saliva was present.

The rheological experimental set-up was presented in chapter 7. A parallel hatched
plate geometry configuration was used and the same chocolate samples of the tribology
study were used to measure the viscosity and the storage and loss moduli. All the tests
were conducted at 37◦C and the chocolate samples were pre-melted using an oven at
37◦C. The presence of artificial saliva reduced the viscosity by approximately 40% and
in all cases the viscosity was characterized by shear thinning and the Carreau and Cross
model were fitted to the experimental data. It is evident that viscosity increased with
increasing micro-aeration and increased with increasing cocoa content. In addition, the
loss modulus was consistently higher than the storage, regardless of whether the artificial
saliva was present or not, revealing the viscoplastic nature of chocolate.

Finally in chapter 8 a link between the findings presented in chapters 2-7 and the data
available from a sensory study on the f = 10vol% was provided. The reduction to the
mechanical properties due to micro-aeration has a significant effect on the dominance
peak and duration of softness. In particular, a 17% reduction to the elastic modulus and
fracture toughness values, due to f = 10vol% micro-aeration, leads to an increase in
the dominance peak (by 33%) and duration (by 40%) of softness. In addition, the 28%
decrease in friction coefficient and the 7% increase of viscosity for the f = 10vol% micro-
aeration, eliminated the perception of stickiness as dominant for the f = 10vol% micro-
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aerated chocolate.

9.2 Future work

Several novel computational and experimental methodologies developed during this
study. This section highlights limitations and assumptions that were applied in chapters
2-8 based on which future work is proposed.

In chapter 5 the first bite was studied from both an experimental and computational
point of view. A pair of molar teeth was 3D printed and was attached at an Instron
universal machine. The outcome of this experiment was twofold. The recorded force-
displacement data were used to validate the FE simulations, whereas the fragmented
chocolate parts were compared against in vivo experiments. A proposed improvement
of this experimental set-up would be to run the experiment in a controlled temperature
and humidity environment in order to better replicate the physiological conditions that
exist in the mouth. The effect of saliva was not considered since the chocolate specimens
were placed in silicon bags in both in vitro and in vivo experiments. Future studies could
include a small amount of artificial saliva in the experimental procedure.

The theory and the findings of chapters 2-4, led to the development of a FE simu-
lation that can reliably predict both the force-displacement response but also the crack
pattern due to the interaction of the food with the teeth. The FE simulations revealed
the influence that the coefficient of friction has on the simulation results. Higher force-
displacement responses were obtained for increasing coefficient of friction values. The
models were initial calibrated for the non-aerated samples and the coefficient of friction
valued was reduced, in an analogy to the data available from the tribology experiments, for
the f = 10vol% and f = 15vol% micro-aeration levels. While a simple contact ABAQUS
law and was used here, a more sophisticated frictional law is suggested for future studies.
In addition, the assumption of the coefficient of friction analogy between the tribology ex-
periments, contacted in the tongue-palate region, and friction between teeth and chocolate
can be further studied in future studies.

Regarding the damage onset criterion, this was set to occur when the critical equivalent
plastic strain is exceeded in the shear or tensile states. This was chosen in order to avoid
unreasonable and unphysical removal of material (element deletion). Therefore, future
research is recommended on developing damage laws that take into account anisotropic
stress degradation.

Another important aspect that needs to be further investigated is the strain rates that
exist during the first bite. The available experimental data provided information for strain
rates between 0.01s−1 and 1s−1, values that are lower than those developed between teeth
and food during the oral process. This leads to the assumption that the chocolate behaves
in a similar way for higher strain values, an assumption that is applied by extrapolation
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through ABAQUS. This could be further investigated in a future study, by performing
experiments in apparatus that allows testing in higher strain values.

Finally, regarding further improvements in the tribological and rheological experimen-
tal set ups, a chamber could be designed to provide temperature and humidity controls.
Also a more sophisticated artificial saliva recipe could be used that could include more
ingredients of saliva than only mucin that was used in the present thesis.
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A Appendices

A.1 Jacobian derivation for the Johnson-Cook consitu-
tive model

The methodology for the calculation of the Jacobian for the modified Johnson-Cook
constitutive model is based on the work of Achour et al. [26] and is an extension of the
elastic-plastic approach presented by Simo and Hughes [273]. Initially the constitutive
model pf equation (2.21) is expressed in terms of gradients as:
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The calculation of the derivative 1
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It can be shown that:
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Substituting equations (A.6) and (A.7) into equation (A.5), the following is obtained:
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Differentiating the equation (2.30) with respect to the total strain increment, yields to:
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Moreover:
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Now, using equation (A.10), equation (A.9) is rewritten as:
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Finally, combining equations (A.8) and (A.11) the Jacobian is written as:

∂∆σ
(n+1)
i j

∂∆ε
(n+1)
kl

= Kδi jδkl +2µ

[
1− 3G∆ε̇

p(n+1)
eq ∆t

σ
tr(n+1)
eq

][
1
2
[
δilδ jk +δikδ jl

]
− 1

3
δi jδkl

]

−3G

 ∆t[
1+ 1

3µ

∂σ
(n+1)
y

∂∆ε
p(n+1)
eq

]
∆t + 1

3µ

∂σ
(n+1)
y

∂∆ε̇
p(n+1)
eq

− 3µ∆ε̇
p(n+1)
eq ∆t

σ
tr(n+1)
eq


(n+1)

Sn+1
kl

σ
n+1
eq

(A.13)

146



A.2 VDFLUX subroutine

subroutine VDFLUX(
C Read only -

1 nblock , ndim , kStep , kIncr , stepTime , totalTime , jUid ,
2 amplitude , temp , curCoords , velocity , dirCos , jltyp , sname ,

C Write only -
3 value)

C
include ’vaba_param .inc ’

C
dimension curCoords (nblock ,ndim), velocity (nblock ,ndim),

1 jUid(nblock), dirCos(nblock ,ndim ,ndim), temp(nblock),
2 value(nblock)

DIMENSION GAMMABAR (nblock )
dimension epsp (1000000)

character *80 sname
C

common /myCB/ epsp
do 100 km = 1, nblock

GAMMABAR (km) = epsp(km)
value(km) = GAMMABAR (km) - temp(km)

100 continue
return

end
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A.3 Results for monodisperse RVEs with porosity f=0.15
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Figure A.1: Comparison between different sizes of unit cells for KUBC and PBC (a) nor-
malised bulk modulus, (b) normalised shear modulus, (c) normalised Young’s modulus
and (d) Poisson’s ratio for f = 15vol% porosity and monodisperse microstructure. The
bulk, shear and Young’s moduli of the solid matrix are shown as km, µm and Em respec-
tively.
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A.4 Results for monodisperse and polydisperse analysis
in RVEs with porosity f=0.1
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Figure A.2: Comparison between different sizes of unit cells for KUBC and PBC (a) nor-
malised bulk modulus, (b) normalised shear modulus, (c) normalised Young’s modulus
and (d) Poisson’s ratio for f = 10vol% porosity and monodisperse microstructure. The
bulk, shear and Young’s moduli of the solid matrix are shown as km, µm and Em respec-
tively.
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Figure A.3: Comparison between different sizes of unit cells for KUBC and PBC (a) nor-
malised bulk modulus, (b) normalised shear modulus, (c) normalised Young’s modulus
and (d) Poisson’s ratio for f = 10vol% porosity and polydisperse microstructure. The
bulk, shear and Young’s moduli of the solid matrix are shown as km, µm and Em respec-
tively.

150



Bibliography

[1] J Chen. Food oral processing-A review, jan 2009.

[2] LJ Gibson. Cellular solids. Mrs Bulletin, 28(4):270–274, 2003.

[3] ST Beckett. The science of chocolate. Royal Society of Chemistry, 2019.

[4] G Samaras, D Bikos, J Vieira, C Hartmann, M Charalambides, Y Hardalupas,
M Masen, and P Cann. Measurement of molten chocolate friction under simu-
lated tongue-palate kinematics: effect of cocoa solids content and aeration. Curr.

Res. Food Sci., 3:304–313, 2020.

[5] V Ranawana, CJK Henry, and M Pratt. Degree of habitual mastication seems to
contribute to interindividual variations in the glycemic response to rice but not to
spaghetti. Nutrition Research, 30(6):382–391, 2010.

[6] WE Brown and D Braxton. Dynamics of food breakdown during eating in relation
to perceptions of texture and preference: a study on biscuits. Food Quality and

Preference, 11(4):259–267, 2000.

[7] M Alfonso, E Neyraud, O Blanc, MA Peyron, and E Dransfield. Relationship be-
tween taste and chewing patterns of visco-elastic model foods. Journal of sensory

studies, 17(2):193–206, 2002.

[8] A Woda, K Foster, A Mishellany, and M Peyron. Adaptation of healthy mastica-
tion to factors pertaining to the individual or to the food. Physiology & Behavior,
89(1):28–35, 2006.

[9] J Chen and L Engelen. Bolus formation and swallowing. Food oral processing:

Fundamentals of eating and sensory perception, pages 139–156, 2012.

[10] D Bikos. Effect of Micro-aeration on Mechanical and Thermal Properties of

Chocolate and Correlation to Oral Processing. PhD thesis, Imperial College Lon-
don, 2021.

[11] D Bikos, G Samaras, P Cann, M Masen, Y Hardalupas, C Hartmann, J Vieira,
and MN Charalambides. Effect of micro-aeration on the mechanical behaviour of
chocolates and implications for oral processing. Food Funct., 12(11):4864, 2021.

151



[12] C Skamniotis, M Elliott, and MN Charalambides. On modelling the constitu-
tive and damage behaviour of highly non-linear bio-composites–mesh sensitivity
of the viscoplastic-damage law computations. International Journal of Plasticity,
114:40–62, 2019.

[13] SM Harrison, G Eyres, PW Cleary, MD Sinnott, C Delahunty, and L Lundin. Com-
putational modeling of food oral breakdown using smoothed particle hydrodynam-
ics. J. Texture Stud., 45(2):97–109, 2014.

[14] Simon M Harrison and Paul W Cleary. Towards modelling of fluid flow and food
breakage by the teeth in the oral cavity using smoothed particle hydrodynamics
(sph). European Food Research and Technology, 238(2):185–215, 2014.

[15] A Sarkar and EM Krop. Marrying oral tribology to sensory perception: a system-
atic review. Current opinion in food science, 27:64–73, 2019.

[16] G Tabilo-Munizaga and GV Barbosa-Cánovas. Rheology for the food industry. J.

Food Eng., 67(1-2):147–156, 2005.

[17] Michael S. ABAQUS/Standard User’s Manual, Version 6.17. Dassault Systèmes
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