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ABSTRACT As the transition to electric mobility is accelerating, EV fleet charging loads are expected to
become increasingly significant for power systems. Hence, EV fleet load forecasting is vital to maintaining
the reliability and safe operation of the power system. This paper presents a new multiple decomposition
based hybrid forecasting model for EV fleet charging. The proposed approach incorporates the Swarm
Decomposition (SWD) into the Complete Ensemble Empirical Mode Decomposition Adaptive Noise
(CEEMDAN) method. The multiple decomposition approach offers more stable, stationary, and regular
features of the original signals. Each decomposed signal is fed into artificial intelligence based forecasting
models including multi-layer perceptron (MLP), long short-term memory (LSTM) and bidirectional LSTM
(Bi-LSTM). Real EV fleet charging data sets from the field are used to validate the performance of
the models. Various statistical metrics are used to quantify the prediction performance of the proposed
model through a comparative analysis of the implemented models. It is demonstrated that the multiple
decomposition approach improved the model performance with an R2 value increasing from 0.8564 to
0.9766 as compared to the models with single decomposition.

INDEX TERMS CEEMDAN, electric vehicle, fleet charging, forecasting, signal decomposition, swarm
decomposition.

I. INTRODUCTION
The demand for zero-emission vehicles from the private
sector has further accelerated the proliferation of electric
vehicles (EVs). Transitioning to electrified fleets has become
a global trend. As such, companies on a global and local scale
have started the transition to electric mobility by shifting their
fleets to EVs. Considering the commitments of only global
companies, approximately 5 million vehicles are expected to
switch to EVs by 2030 [1]. Accordingly, the number of charg-
ing stations has seen rapid growth, reaching almost 10million
private charges in 2020, 25% of which are at workplaces [2].
This equates to more than 15 GWof installed charging capac-
ity at workplaces. While EV fleet charging loads currently
account for a small share of global electricity demand, this
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figure is expected to grow to 670 GW in 2030 [1]. Hence,
EV fleet charging loads are estimated to become increasingly
significant for power systems, potentially driving increases in
peak power generation and transmission capacity. Therefore,
EV fleet load forecasting is critical to ensure the smooth
operation and security of power systems.

EV forecasting studies can be categorized into two groups:
mobility or charging pattern identification and charging load
forecasting [3]. Based on probability density functions such
as the kernel [4] or Gaussian distributions [5], most of the
studies have focused on modeling EV transportation mobility
or charging behavior, which are inputs to smart charging algo-
rithms [6]. As such, EV charging loads are better managed
from both the grid perspective and EV user convenience. The
second group, on the other hand, applies advanced forecast-
ing methods based on artificial intelligence (AI) in order to
precisely predict charging loads [3]. Thanks to their adept
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functionality, AI models are more preferable than probabilis-
tic models. Furthermore, they have the advantage of better
representing complex nonlinear problems as in EV charge
demand load. The stochastic nature of EV charging demand
forces to use of advanced AI models. In [7], the Nearest
Neighbor and Modified Pattern Sequence Forecasting meth-
ods are applied to predict EV charging powers on an hourly
basis. However, the time-series forecasting problem suffer
from cross validation. A time-weighted dot product algorithm
was proposed to improve accuracy and processing time in
the fast demand prediction of the EV charging time series
data in [8]. EV charging time series are non-stationary and
have unstable characteristics that increase the challenge of
forecasting. Hence, statistical time-series forecasting algo-
rithms are combined and their weighted predictions are used
to determine EV charging loads in [9]. Convolutional neu-
ral networks, long short-term memory (LSTM), and bidi-
rectional LSTM (Bi-LSTM) models based on deep learning
were used to forecast EV charging loads [10], [11]. Similarly,
Zhu et al. [12] obtained better EV load forecasting results
with LSTM. While the implemented LSTM model provides
adequate forecasting of fast charging demand, it is not val-
idated using conventional AI methods such as Multi-Layer
Perceptron (MLP). Based on reinforcement learning, a new
forecasting model for EV charging stations is proposed to
improve the performance of AI models in [13]. In [14], the
parameters of AI based forecasting models were determined
by using heuristic optimization algorithms such as genetic
algorithm, particle swarm optimization, and ant colony algo-
rithms. However, the optimization based AI models cannot
guarantee convergence to the best fit, since they might fall
into the local minimum, which in turn leads to premature
convergence. Thus, the optimisation-based AI models lead to
lower forecasting accuracy. The performance of forecasting
model is also affected by the variation and magnitude of the
EV charging demand profile. In [3], it was emphasized that
forecasting a large-scale EV demand is more difficult com-
pared to small-scale EV demand forecasting. In this regard,
short term load forecasting can provide more effective results
than those of medium or long term load forecasting. To the
best of our knowledge, short term forecasting of EV fleet
charging behavior has yet investigated in literature. While
the AI based models have been widely used in forecasting
problems, there are certain limitations arising due to the
stochastic nature of EV charging data. A universal model that
represents all charging scenarios of EV load demand has yet
to be investigated.

The decomposition of the original series plays a sig-
nificant role in improving forecasting performance [15].
However, because single decomposition approaches are influ-
enced by many stochastic elements, the high components of
the decomposed signal, particularly the first sub-signal, must
be thoroughly explored [16]. Therefore, to improve forecast-
ing accuracy, hybrid AI-based models have been the main
research focus. While hybrid models use two or more fore-
castingmethods, one approach is to combine a decomposition

technique with an AI model [17]. The use of decomposition
methods improves the forecasting performance by providing
stationary and regular sub-series. In this respect, the com-
plete ensemble empirical mode decomposition with adaptive
noise (CEEMDAN) has proven to be an effective, and reliable
decomposition method that has been widely used in hybrid
models. Zhang et al. [18] used the CEEMDAN to decompose
wind speed data and performed five neural networks with
meta-heuristic algorithms for wind speed forecasting. The
hybrid approach based on CEEMDAN was shown to outper-
form single AI models. However, separate weights for each
CEEMDAN subcomponent need to be determined. More-
over, non-stationarity of random and irregular data series
may not be thoroughly detected by the single decomposition
technique. The features of the sub-series have a significant
impact on forecasting performance. Therefore, the highest
frequency sub-component, in particular, has the most impact
on the forecasting performance. To overcome this problem,
a secondary decomposition technique was proposed that is a
combination of two decomposition approaches [19]. In [20],
the two-phase decomposition, namely the complementary
ensemble empirical mode decomposition (CEEMD), and
variational mode decomposition, were applied for air quality
index forecasting. In this approach, the high-frequency com-
ponents are decomposed into more stationary and regular fea-
tures using multi-decomposition methods. However, both the
proposed methods yield poor noise resistance. In this regard,
swarm decomposition (SWD) algorithms based on swarm-
prey hunting approach can intelligently decompose the high-
frequency components. While the SWD has been used in
several recent forecasting studies, including solar [21] and
offshore wind [22], the use of SWD as a multi-decomposition
tool is worth investigating in order to have more stable sub-
series components of the signal. As such, the model perfor-
mance can be improved.

The main purpose of this study is to develop a charging
forecasting tool for EV fleet owners to be used for optimal
management of the fleet charging demand with efficient use
of the grid assets. Hence, a new multiple decomposition
based hybrid model is proposed to forecast EV fleet charging
loads. To overcome the impact of the highest signal com-
ponents on the forecasting performance, a new two stage
decomposition technique is introduced to further decompose
components. The proposed approach takes advantage of mul-
tiple decomposition techniques with CEEMDAN and SWD
to produce stationary and regular subseries from the highest
frequency signal component. As such, the forecasting perfor-
mance is improved. In terms of forecasting models, this study
implements deep-learning based and conventional forecast-
ing models to evaluate the behaviour of the proposed multiple
decomposition approach to their performance. To forecast all
subseries components of EV charging demand, Bi-LSTM,
LSTM and MLP are implemented. Real EV fleet charging
data set from Leeds Council are used to test the performance
of themodel.Moreover, themodel is validated on a public EV
charging data with different characteristics. Various statistical
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performance metrics commonly used in literature are used
to measure the accuracy through a comparative analysis of
the implementedmodels. Finally, theDiebold–Mariano (DM)
test results show the superiority of the proposed approach
over the implemented models. The remainder of this paper is
organized as follows: The proposed approach, along with the
decomposition and AI-based forecasting models, is presented
in Section 2. Experimental results of EV fleet data with
forecasting results are presented in Section 3 along with a
detailed performance evaluation. Finally, Section 4 provides
concluding remarks.

II. METHODOLOGY
A. COMPLETE ENSEMBLE EMPIRICAL MODE
DECOMPOSITION ADAPTIVE NOISE METHOD
The complete ensemble empirical mode decomposition adap-
tive noise (CEEMDAN) algorithm is an improved version
of the ensemble empirical mode decomposition (EEMD)
method that decomposes nonlinear and nonstationary time
series into multiple stationary components [23]. After apply-
ing the CEEMDAN process to the original signal, a resid-
ual signal (Rn) and the Intrinsic Mode Functions (IMF) are
obtained. Due to adding normally distributed white noise to
the original signal using EEMD, the mode mixing effect is
reduced. Adding white noise to the EEMD is a disadvan-
tage because it increases the processing time. Furthermore,
data loss may occur during the reconstruction process [17].
In order to overcome these problems, the CEEMDANmethod
was proposed [23].

Where a specific original time series represents x(t), the
calculation steps of the CEEMDAN algorithm are given as
follows:
Step 1: At time t , white noise of ωi is added to the original

signal, which can be described as:

x i(t) = x(t)+ ε0ωi(t), i = 1, 2, . . . ,N , (1)

where ε0 is a noise coefficient, and N is the number of
realization.
Step 2: The first IMF, IMF1, is obtained by averaging the

components of the EMD [24], as follows:

IMF1(t) =
1
N

N∑
i=1

IMF i1(t), (2)

Then, the residual process is formulated as:

r1(t) = x(t)− IMF1(t). (3)

Step 3: Further decomposition for r1(t) + ε1EMD1(ωi(t))
can be performed by using the EMD to calculate the second
IMF, and the residual signal can be expressed as follows:

IMF2(t) =
1
N

N∑
i=1

EMD1(r1(t)+ ε1EMD1(ωi(t))), (4)

r2(t) = r1(t)− IMF2(t). (5)

Step 4: From steps 2 and 3, the mth residual and (m+ 1)th

IMF component are calculated as follows:

rm(t) = rm+1(t)− IMFm(t),m = 2, . . . ,M , (6)

IMFm+1(t) =
1
N

N∑
i=1

EMD1(rm(t)+ εmEMDm(ωi(t))),(7)

where IMFm+1 and EMDm(.) represent the m+1-th IMF
mode obtained by the CEEMDAN algorithm and m-th IMF
mode is calculated by EMD.
Step 5: Step 4 is repeated until the IMF component

and residual reach an insignificant threshold that cannot be
decomposed by EMD. Finally, the final decomposed signal
X (t) can be calculated as follows:

X (t) =
M∑
m=1

IMFm(t)+ R(t), (8)

where R(t) represents the final residue. It presents trends in
time series.

B. SWARM DECOMPOSITION METHOD
To resolve the non-stationary and multi-component signals,
an intelligent swarm decomposition (SWD) algorithm was
proposed in [25]. It decomposes the original signal into some
oscillating components (OCs) using swarm filtering (SWF)
fundamental. This principle has led to the swarm-prey hunt-
ing approach. The location information of the preys, the
ith member of the swarm at nth step is presented by Pprey.
The swarm-prey principle has the driving force, Fdr (n, i) and
the cohesion force, Fncoh,i as follows:

Fdr (n, i) = Pprey(n)− Pi(n− 1) (9)

FnCoh,i =
1

M − 1
.

M∑
j=1,j6=i

f (Pi [n− 1]− Pj(n− 1)), (10)

where, f (.) is the function, which changes with the distance
between members, d . The distribution of members in the
population is controlled by the critical distance parameter,
dcr . The f (.) is given as follows:

f (d) = −sgn(d). ln
(
|d |
dcr

)
, (11)

where sgn(.) and ln(.) are the sign and logarithmic functions.
The swarm updates location and velocity at each iteration
because of the tracking of its prey as follows:

Vi [n] = Vi [n− 1]+ δ.
(
FnDr,i + F

n
Coh,i

)
, (12)

Pi [n] = Pi [n− 1]+ δ. (Vi [n]) , (13)

where y[n] is the output of the SWF having parameters δ and
M in (14). Herein, the δ controls the flexibility of the swarm.
The number of swarm is represented byM .

y [n] = β.
M∑
i=1

Pi [n] , (14)

Herein, the weighted factor, β, is preferred to be a small
value, i.e., 0.005 [26]. In order to select the optimal values
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of vital parameters of SWD, δ andM , the following criterion
is followed in (15).The main purpose of the SWF process
is to search for the parameters. The relationship of these
parameters with each frequency component is given by (16)
and (17) [25].

argδ,M min
∑
k

{∣∣Yδ,M [k]− |S[k]|
∣∣}2 , (15)

M (ω̂) = [33.46ω̂−0.735 − 29.1], (16)

δ(ω̂) = −1.5ω̂2
+ 3.454ω̂ − 0.01, (17)

where ω̂ represents the normalized frequency. The process
is performed iteratively to obtain the dominant OCs of the
residue. If the residual signal does not consist of any oscil-
latory mode, the algorithm can be terminated. The detailed
information about the SWD can be obtained from [25]. As a
result, the SWDmethod presents subcomponents and residual
signals of the input signal.

C. AI BASED FORECASTING METHODS
Many AI-based models such as MLP, LSTM and Bi-LSTM
can be used in forecasting studies. Belonging to one of
the important neural networks, the Multi-Layer Percep-
tron (MLP) is a type of supervised learning, and it works
on the principle of the feed-forward network. MLP performs
the relationship between input and output data using non-
linear activation functions [27]. The output of the MLP is
described as:

yp = ϕo


N∑
j=0

ωojp

[
ϕH

(
M∑
i=0

ωHij xi

)] , (18)

where ωHij is input and hidden layer connecting weights and
ωojp is the hidden and output layer connecting weights. The
activation functions in the hidden layer and output layer
are ϕH and ϕo, respectively. The activation functions have
many different forms such as tanh function, linear function,
etc. [28]. The learning process of MLP aims to minimize the
output error.
Hochreiter and Schmidhuber in [29] proposed the LSTM

algorithm based on deep learning. The LSTM has the advan-
tage of solving the gradient disappearance and gradient explo-
sion. A LSTM consists of an input gate (it ), an output
gate (ot ), a forget gate (ft ), and storage elements that transfer
information from the previous output to the current output
(Fig. 1). The relevant information is processed and stored
with the help of these gates. The memory block is the main
unit of the hidden layer, as opposed to the other neural
networks. [30]. The formulations of the parametric equations
of the LSTM gates are given as follows:

Inputgate : it = σ (Wixt + Uiht−1 + bi) (19)

Forgetgate : ft = σ
(
Wf xt + Uf ht−1 + bf

)
(20)

Outputgate : ot = σ (Woxt + Uoht−1 + bo) (21)

Outputs

{
ct = ft � ct−1
ht = ot � tanh(ct ),

(22)

FIGURE 1. Architecture of a single LSTM cell and Bi-LSTM.

where Wi,Wf and Wo are the reccurent weights of the
gates. σ indicates sigmoid activation function. The biases
are described as bi, bf and bo for each gates. Ui,Uf and
Uo provide input weights of three gates. An element-wise
multiplication of two vectors is denoted by �. Bi-LSTM is
a modified version of LSTM and the forward and backward
computation LSTM networks are trained together in this pro-
cess (Fig. 1). Compared with the unidirectional LSTM neural
network, it has been reported that the BiLSTM neural net-
work has superior performance for forecasting problems [31].

D. PROCEDURES OF PROPOSED HYBRID MODEL
In this section, the proposed hybrid AI model based on multi-
ple decomposition using CEEMDAN and SWD is introduced
in detail. Fig. 2 presents the framework of the proposed mul-
tiple decomposition based hybrid approach, and the detailed
procedures are described as follows:
Step 1. At the first step, the CEEMDAN algorithm is

performed to decompose the EV fleet charging load time
series data. The implementation process of the CEEMDAN
algorithm is presented in Section II-A.
Step 2. The CEEMDAN is employed to decompose the

original time series into a set of IMFs with different frequen-
cies. IMF1 is the most unsystematic and chaotic component
of the IMFs, with a high frequency [32]. The high-frequency
components are more random (non-stationary) and more dif-
ficult to forecast as compared with to the low-frequency
components. To reduce this effect, IMF1 was re-decomposed
by using SWD. The non-stationary decomposed signals are
re-decomposed using the SWD algorithm in this step. The
SWD algorithm process is given in Section II-B.
Step 3. Each sub-decomposed signal is independently used

as an input to Bi-LSTM, MLP and all the benchmark models
(MLP, LSTM, Bi-LSTM, CEEMDAN-MLP, CEEMDAN-
Bi-LSTM). CEEMDAN-SWD-MLP and CEEMDAN-SWD-
Bi-LSTM are then compared. In this case, 1584 data points
for EV dataset 1 are configured in such a way that the
first 1103 data points are used as a training phase, and the
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FIGURE 2. The structure of the multiple decomposition forecasting models with CEEMDAN and SWD.

remaining data points are used as a test phase. A similar data
selection procedure is applied to the EV dataset 2. It is divided
into a training stage of the first 6139 values and a testing stage
of the last 2621 values.
Step 4. Finally, aggregation of test and training results of

decomposed signals yield the hybrid model results. All final
results are compared using performance metrics such as the
root mean square error (RMSE), mean square error (MSE),
mean absolute error (MAE), and R2.

III. EXPERIMENTAL RESULTS AND DISCUSSIONS
A. DESCRIPTION OF EV FLEET DATA SET
The EV fleet data set (EV data set 1) used in this study is the
Leeds Council EV fleet charging data set provided in [33].
The 724 charging events recorded through the 7.36 kW
L2/Mode-3 type charging stations from July 25, 2020 to
September 29, 2020 are included in the data set. Each
recorded charging event includes information on charge start
time, end time, total charging energy, and plug-in duration
for each EV, while the time series of charging power and EV
information being charged are not provided. It is assumed that
all charge events occur on a single day and that there is no
following day departure. From the above information, time
series charging data for each event with a 1-minute interval
is generated by assuming that vehicles are charged with con-
stant power to meet their overall energy demands between
the plug-in and plug-off times. The constant charging rate
is calculated from the total charging energy and the plug-in

duration of the EVs. The final data set includes the sum of
the time series of all the events. Since residential, public,
and workplace EV charging behaviors are different from each
other, the performance of the proposed method is also tested
with the public charging data set (EV data set 2) available
in [34]. The data set includes 7891 charging events collected
from various public stations in 2019. Similar to EV data set 1,
the data set provides the charge start, finish, total charging
energy provided, and maximum power supplied information.
Time series data for all charging events is generated in a
similar way to the time series data generation of the EV data
set 1. Since the data set includes events for the entire year,
a 1-hour time interval is used for the time series data
generation.

Fig. 3 presents the EV fleet charging data and the basic
architecture of AI-based time series forecasting with a learn-
ing step. The original time series data does not have missing
data. Also, the noise reduction or smoothing process was not
applied to the original data in order not to change the char-
acteristics of the data. The univariate analysis based on only
historical EV fleet charging data was investigated. In other
words, a fixed number of past values are the configurable
inputs of the AI methods. The forecasting of the future data
of the time series presents the outputs of the model. This
learning phase uses a moving time window known as the
sliding window technique. In order to create the best network
structure, the width of the input dataset is one of the important
factors. Hence, it is examined for measures of association
between current and past series values. The autocorrelation
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FIGURE 3. Original EV fleet charging data and AI-based time series
forecasting procedure.

of the series (ACF) to determine the window width is shown
in Fig.4. As can be seen, the daily pattern is apparent in the
ACF, peaking at 24-hr intervals. The sliding window width is
determined based on the ACF result.

B. ANALYSIS OF DECOMPOSITION RESULTS
According to the multiple decomposition technique, the
CEEMDAN approach is first performed to decompose the
EV fleet’s original time series. It is obtained that a total of
eight IMFs ranged from high frequency to low frequency in
Fig. 5. Here, the highest frequency component is represented
as IMF1, which has the detailed information of the original
series. The final decomposed signal gives the variation trend
of the charging data. The AI models are performed to forecast
all decomposed IMF signals.

The main challenge of the decomposition-based forecast-
ing step is the prediction of IMF 1, due to its high frequency.
In Fig. 6, sample forecasting results for IMF1 and IMF2
are shown. It can be clearly seen that the highest frequency
component affects the prediction accuracy more. In order
to develop the forecasting performance of this component,
in this study, the multiple decomposition approach, or filter-
ing procedure, is included in the estimation process. Since the
filtering process might cause data loss, a multiple decompo-
sition method was therefore included in this study. A sim-
ilar process is performed for the public EV charging load
(EV data set 2), and the decomposed signals are obtained.
The comparative analysis results in 11 decomposed IMF
components and a residual signal. Furthermore, IMF 1 rede-
composed 6 separate decomposed signals using SWD for EV
dataset 2, similarly.

In this proposed approach to signal decomposition, the
SWD method is introduced to conduct the secondary decom-
position of IMF1. The IMF1 decomposed eight decomposi-
tions in Fig. 7. The final forecast result of IMF1 is found by
summing the estimation results of each SWD decomposed
component. Thanks to the forecasting of each decomposed
signal, which has all the characteristics of IMF1, the model
performance is improved. To evaluate the accuracy of the pro-
posed approach, theMLP, LSTM, and Bi-LSTMmodels were
implemented with and without the multiple decomposition
method in the forecasting step.

FIGURE 4. Time-series characteristics with autocorrelation function of EV
fleet charging load.

C. FORECASTING RESULTS AND
PERFORMANCE EVALUATION
In this section, the forecasting results of all imple-
mented models, namely CEEMDAN-SWD-MLP, the
MLP, LSTM, CEEMDAN-MLP, Bi-LSTM,CEEMDAN-Bi-
LSTM, CEEMDAN-SWD-Bi-LSTM are discussed in detail.
Despite the fact that numerous forecasting techniques have
been used in previous research, there is no dominant model
in forecasting time series [35]. None of the forecasting tech-
niques outperformed the others in terms of overall perfor-
mance. As a result, to compare the power of the proposed
model, it is compared with some state-of-the-art-models,
including LSTM and Bi-LSTM. All experiments are imple-
mented in Matlab R2020b on Windows 10 with a 2.5-GHz
Intel Core i5 7200U processor and a 64-bit operating system
with 8 GB of RAM. The learning rate, number of epochs, and
hidden layers of MLP are chosen by 0.01, 1000, and 3 for
all models, respectively. The number of hidden layers in the
used LSTM and Bi-LSTM models is designed by 2. For the
LSTM-based analysis, a dropout rate of 0.5 and a value of
100 neurons in each layer are chosen. As an optimizer, the
Adam algorithm [36] is used. Due to the randomness of the
model parameters, all MLP-based techniques were run fifty
times to minimize errors. To compare the performance of the
models, well-known performance metrics such as the root
mean square error (RMSE), mean square error (MSE), mean
absolute error (MAE), and R2 metrics are used as follows:

RMSE =

√∑N
i=1(yi − ỹi)2

N
(23)

MSE =

∑N
i=1 (yi − ỹi)

2

N
(24)

MAE =
1
N

N∑
i=1

|yi − ỹi| (25)

R2 = 1−

∑N
i=1(yi − ỹi)

2∑N
i=1(yi − ȳi)2

(26)
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FIGURE 5. CEEMDAN processing outputs: IMFs and residuals of EV fleet charging data.

FIGURE 6. Comparison of test forecasting performances of IMF1 and
IMF2.

In order to assess the impact of the proposed multiple
decomposition technique on the forecasting performance,
various AI based models with and without decomposi-
tion modules have been compared. The models imple-
mented are standalone models; MLP, LSTM, Bi-LSTM,
single decomposition based models; CEEMDAN-Bi-LSTM,
CEEMDAN-MLP, and the multiple decomposition based
models CEEMDAN-SWD-Bi-LSTM and CEEMDAN-
SWD-MLP. Fig. 8 and Fig. 9 present the forecasting test
results of the implemented models for EV dataset 1 and
EV dataset 2, respectively. It is obtained that the proposed
model results (in purple) give the best fit to the real data,
while the standalone LSTM model results display the most
discrepancies. Traditional metrics have been used for detailed
performance comparison. Table 1 reports the comparative
analysis results. As shown in the table, the proposed hybrid
model achieves the best prediction performance, with the
lowest RMSE, MSE, MAE and R2 values of 1.6858, 2.8421,
1.1166 and 0.9766 for EV dataset 1. In terms of accuracy, the
models can be sorted from highest to lowest as CEEMDAN-
SWD-Bi-LSTM, CEEMDAN-MLP, CEEMDAN-Bi-LSTM,
MLP,Bi-LSTM and LSTM with R2 values of 0.9501, 0.9028,
0.8564, 0.7344, 0.7327 and 0.7155. It is observed that the

LSTM model has poor performance ability to fit the change
of signal, particularly when the EV charging characteristic
changes rapidly. Although similar results are obtained in
EV dataset 2, the only difference is that CEEMDAN-MLP
gives better results than CEEMDAN-SWD-Bi-LSTM. While
the change in data characteristics is initially anticipated to
affect the multiple decomposition performance, the proposed
CEEMDAN-SWD based MLP model still yields the best
results for EV dataset 2.

In terms of forecasting error measures, Fig. 10 compares
the performance of the implemented models. It is shown
that the standalone models produce significantly the highest
RMSE, MSE, MAE and the lowest R2 error values. While the
signal decomposition reduced the error values, the proposed
model achieves the lowest ones, leading to the highest corre-
lation coefficient. This proves that the signal decomposition
method can better deal with the noise contained in the EV
charging data in order to improve the forecasting accuracy.
Fig. 11 presents residual errors in which the variation of errors
for the implementedmodels is presented for each sample. The
proposed model has been clearly found to have the lowest
residue for each sample. Since the R2 value is close to 1 in
the proposed model, it can be found that there is a strong
correlation between the actual and predicted value. Further-
more, Fig. 12 depicts the scatter plots between observed and
forecasted values to show the degree of correlation. The more
scattering points are around the diagonal line, the better the
model’s performance is. From Fig. 12, the proposed model
CEEMDAN-SWD-MLP is said to be the best correlation.
In this regard, it can be seen that the proposed forecasting
model is found to be reliable and accurate. The findings
confirm that the performance of the well-known MLP model
can be improved by the multiple decomposition approach.
The proposed model displays better performance for the
EV fleet load charging data with higher accuracy rates in
terms of RMSE, MSE, MAE and R2 performance metrics.
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FIGURE 7. Secondary decomposition results of IMF1 by the SWD.

TABLE 1. Comparative Analysis of Forecasting Results for EV Datasets.

FIGURE 8. Forecasting test results of the EV fleet charging dataset.

The reliability and effectiveness of the proposed algorithm
is analyzed using the Taylor diagram as in Fig. 13. Hence,
the connection between the correlation coefficient, root mean
square deviation (RMSD) and standard deviation is shown
in this diagram. In this respect, all the implemented models
can be shown on the basis of how well they predict the target
data. Herein, the coordinate position of the forecasted value
of the CEEMDAN-SWD-MLP model is the closest to the
coordinate position of the observed point. The forecasting
performance of the proposed model is said to be the best.
As shown in the diagram, the proposed method, denoted by
the triangular sign in red, has a lower RMSD, a lower standard
deviation, and a coefficient value that is closer to 1. It is shown

that the correlation between the real and forecasted data is
more linear. Considering the standalone forecasting models
(e.g., MLP, LSTM and Bi-LSTM), they show lower perfor-
mance as compared to their single decomposition or multi-
ple decomposition based hybrid counterparts. The simulated
results observed that the multiple decomposition based algo-
rithms (e.g. CEEMDAN-SWD-Bi-LSTM and CEEMDAN-
SWD-MLP) provide better learning and prediction abilities
than single decomposition methods. While multiple decom-
position based AI models display competitive forecasting
performance, the CEEMDAN-SWD-MLP is preferred thanks
to its computational simplicity. All performance analyses
have clearly demonstrated that the benefit of the proposed
multiple decomposition method has improved the accuracy
significantly. A statistical hypothesis test, the Diebold–
Mariano (DM), was also performed to discuss the predic-
tion performance of the multiple decomposition based hybrid
models. Thus, it is the aim of this paper to examine the
effectiveness of the multiple decomposition based hybrid
model from a statistical perspective. These test results make
the null hypothesis about the difference in accuracy between
two forecasting models explicit [37]. If there is no significant
difference between the two models, it is defined as the null
hypothesis. The other hypothesis can be chosen when there
is a significant difference between the two models, on the
contrary. The DM test hypothesis can be defined as follows:

H0 : E
[
F
(
e1i
)]
= E

[
F
(
e2i
)]

(27)

H1 : E
[
F
(
e1i
)]
6= E

[
F
(
e2i
)]
, (28)
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FIGURE 9. Forecasting test results of the EV charging dataset 2.

FIGURE 10. The forecasting error performance metrics result from the implemented models.

where F represents the loss function of forecasting errors,
and e1i and e

2
i are the prediction errors between actual values

and predicted values of the proposed model and the imple-
mented model, respectively. The statistical value of the DM
is given by

DM =

∑n
t=1

(
F
(
e1i
)
− F

(
e2i
))
/n√

S2/n
S2 (29)

A comparative analysis of the implemented models in terms
of their DM values is reported in Table 2. As reported in
Table 2, the multiple decomposition based proposed model
is a remarkable difference from implemented models at a
1% significance level for all EV datasets. It was observed
that the smallest DM value is 6.2134 for EV Dataset 1.
In this respect, the CEEMDAN-SWD-Bi-LSTM shows the
closest characteristic features to EV Dataset 1. Thus, the null
hypothesis can be rejected at a 1% significance level even
with these values. Therefore, the multiple decomposition

FIGURE 11. Variations of residual value per test sample data.

based hybrid model significantly outperforms all the other
models implemented. The results confirm the effectiveness
of the proposed model for EV fleet charging load forecasting.
Therefore, the hybrid model based on the proposed multiple
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FIGURE 12. Scatter plots between of original and forecasted values for the implemented models for EV dataset 2.

FIGURE 13. The Taylor diagram of the forecasting models of EV fleet
charging data.

TABLE 2. Diebold–Mariano (DM) test results of the implemented models
for statistical comparison.

decomposition approach significantly outperforms all the
other models implemented. The findings confirm the effec-
tiveness of the proposed model in forecasting EV fleet charg-
ing load.

IV. CONCLUSION
This study proposed a multiple decomposition-based hybrid
forecasting model for EV fleet charging loads. Unlike general

decomposition techniques commonly used in the literature,
this study developed a two-stage decomposition stage using
CEEMDAN and SWD methods to improve the accuracy.
To validate the model’s performance, two real EV fleet charg-
ing datasets with varying characteristics were used.

The decomposition of the highest frequency compo-
nent with CEEMDAN, which is an additional decomposi-
tion stage, improved the model performance. Specifically,
the proposed method reduced performance error metrics
(e.g., RMSE) by 28.7-51.0% and 48.1-59.7% as com-
pared to the models with a single decomposition method,
CEEMDAN-MLP and CEEMDAN-Bi-LSTM, respectively.
Furthermore, R2 increased from 0.9028 to 0.8564 to 0.9766
when compared to CEEMDAN-MLP and CEEMDAN-Bi-
LSTM. To further examine the effectiveness of the multi-
ple decomposition approach, a statistical hypothesis test, the
Diebold–Mariano (DM), was performed. It has been shown
that, in terms of all DM results considered, the proposed
hybrid model had a significant difference from the imple-
mented models for EV data sets. As a result, the proposed
model outperformed compared to both conventional and
hybrid models, MLP, LSTM, and Bi-LSTM, with a single
decomposition module.

Future studies of EV charging forecasting will include
meta-heuristic approaches with AI methods in order to
explore further increases in performance.
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