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## Abstract

In this work, we study fast and robust solvers for optimal control problems with Partial Differential Equations (PDEs) as constraints. Specifically, we devise preconditioned iterative methods for time-dependent PDE-constrained optimization problems, usually when a higher-order discretization method in time is employed as opposed to most previous solvers. We also consider the control of stationary problems arising in fluid dynamics, as well as that of unsteady Fractional Differential Equations (FDEs). The preconditioners we derive are employed within an appropriate Krylov subspace method.

The first key contribution of this thesis involves the study of fast and robust preconditioned iterative solution strategies for the all-at-once solution of optimal control problems with time-dependent PDEs as constraints, when a higher-order discretization method in time is employed. In fact, as opposed to most work in preconditioning this class of problems, where a (first-order accurate) backward Euler method is used for the discretization of the time derivative, we employ a (second-order accurate) Crank-Nicolson method in time. By applying a carefully tailored invertible transformation, we symmetrize the system obtained, and then derive a preconditioner for the resulting matrix. We prove optimality of the preconditioner through bounds on the eigenvalues, and test our solver against a widely-used preconditioner for the linear system arising from a backward Euler discretization. These theoretical and numerical results demonstrate the effectiveness and robustness of our solver with respect to mesh-sizes and regularization parameter. Then, the optimal preconditioner so derived is generalized from the heat control problem to time-dependent convection-diffusion control with CrankNicolson discretization in time. Again, we prove optimality of the approximations of the main blocks of the preconditioner through bounds on the eigenvalues, and, through a range of numerical experiments, show the effectiveness and robustness of our approach with respect to all the parameters involved in the problem.

For the next substantial contribution of this work, we focus our attention on the control of problems arising in fluid dynamics, specifically, the Stokes and the Navier-Stokes equations. We firstly derive fast and effective preconditioned iterative methods for the stationary and time-dependent Stokes control problems, then generalize those methods to the case of the corresponding Navier-Stokes control problems when employing an Oseen approximation to the non-linear term. The key ingredients of the solvers are a saddle-point type approximation for the linear systems, an inner iteration for the ( 1,1 )-block accelerated by a preconditioner for convection-diffusion control problems, and an approximation to the Schur complement based on a potent commutator argument applied to an appropriate block
matrix. Through a range of numerical experiments, we show the effectiveness of our approximations, and observe their considerable parameter-robustness.

The final chapter of this work is devoted to the derivation of efficient and robust solvers for convex quadratic FDE-constrained optimization problems, with box constraints on the state and/or control variables. By employing an Alternating Direction Method of Multipliers for solving the non-linear problem, one can separate the equality from the inequality constraints, solving the equality constraints and then updating the current approximation of the solutions. In order to solve the equality constraints, a preconditioner based on multilevel circulant matrices is derived, and then employed within an appropriate preconditioned Krylov subspace method. Numerical results show the efficiency and scalability of the strategy, with the cost of the overall process being proportional to $\bar{N} \log \bar{N}$, where $\bar{N}$ is the dimension of the problem under examination. Moreover, the strategy presented allows the storage of a highly dense system, due to the memory required being proportional to $\bar{N}$.

## Lay Summary

Optimal control problems often arise in industrial and real-life applications. In particular, this class of problems often concerns finding the "work" that should act on a given physical system in order to obtain a desired outcome, with a cost that is minimal.

A simple example of an optimal control problem is given by the control of the temperature in a room. For instance, suppose during winter one wishes to keep the temperature of a room around $20^{\circ} \mathrm{C}$. In order to obtain this, one may turn on the heating for the whole day. However, this choice may impact one's finances, therefore one wishes to find a solution to this problem in a more efficient way. This can be done by solving an optimal control problem, in which the model drives the temperature of the room towards a desired one while reducing the energy provided to the room for the heating. Other examples are given by the control of the flow of a fluid in a pipe, the separation of some chemicals, or the modification of the atmospheric conditions of some system.

As one can infer from our surroundings, many real-world processes are evolutionary, meaning that they depend on the time. Therefore, one can expect that a large class of optimal control problems are modeled using time-dependent equations. Of late, a great effort has been devoted to the solution of this class of problems. However, optimal control problems (either steady or time-dependent) do not in general have a closed form solution, therefore numerical methods are employed in order to find an approximation of it. This in turn requires the solution of a (sequence of) system(s) of linear equations. Although direct methods can be employed as a black-box for the solution of the resulting linear systems, they can suffer from memory limitations, in particular when finding an accurate solution of time-dependent problems. As an alternative, one can employ iterative methods in order to find (approximations of) the solutions of the corresponding linear systems to be solved. These methods are quite cheap to apply, and usually do not suffer from memory limitations. However, the convergence of this class of methods is often determined by the conditioning of the system to be solved. For this reason, one introduces a preconditioner in order to produce a better conditioning of the linear system considered and therefore to speed up the convergence of the method.

In this thesis, we delevop fast and robust solvers for the numerical solution of optimal control problems. Specifically, this work focuses on the development of suitable preconditioners for the linear systems arising from a range of optimal control problems. For a large part of this thesis, we focus our study on timedependent problems, and we also consider time-independent systems.
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## Chapter 0

## Introduction

"Ho un foglio bianco<br>Per volare alto lo macchio<br>Come l'ala di un albatro<br>Per la città della China<br>Mi metto in viaggio (da bravo)<br>Pellegrinaggio<br>Ma non a Santiago<br>Vado a China Town"<br>["I have a white sheet<br>To fly high I stain it<br>Like the wing of an albatross<br>To China Town<br>I get on the road (as a good boy) Pilgrimage<br>But not to Santiago<br>I am going to China Town"]<br>- Caparezza, China Town ${ }^{1}$

For centuries, scientists have been using differential operators in order to model reality. In fact, many physical processes, from mechanics to dynamics, from biology to economics, from engineering to chemistry, passing through continuum mechanics and thermodynamics, can be described by the relation of some physical quantities with a differential operator. For instance, one can model the evolution of an epidemic through the SIR model (on the topic of the ongoing coronavirus pandemic). In addition, thanks to the advances in scientific computing and in numerical analysis, scientists have also been focusing on the numerical solution of such models. In particular, many researchers have been working on the development of robust and efficient linear solvers for the discretizations of the differential operator analysed. A particular class of differential operators is given by Partial Differential Equations (PDEs), which relate a physical quantity to its

[^0]partial derivatives.
As above, PDEs are very suitable for describing the physics of real-life problems. However, rather than only determining the realisation of a physical process, one may be interested in modifying a given physical quantity. For instance, this could represent the act of modifying the flow of a liquid in a pipe. Alternatively, one may wish to keep the temperature of a room close enough to a given desired temperature. This type of problems falls into the category of inverse problems. Indeed, one wishes to find what type of "work" should act on the physical mechanism in order to obtain their stated objective. Specifically, one wishes to control the physics in some sense. The class of problems so described is referred to as PDE-constrained optimization problems. Coming back to the example of keeping the temperature of a room close to a desired one, this problem can be described by the optimal control of the heat equation, or simply heat control.

As we will see in the following chapter, PDE-constrained optimization problems are very well suited for describing the act of modifying a given physical system, and arise quite often in industrial applications. In recent years, many researchers have devoted their effort to devise methods for the numerical solution of the optimal control of PDEs. This thesis is the result of one such effort. Specifically, our study focuses on the development of parameter-robust preconditioned iterative methods for the solution of optimal control problems with PDEs as constraints. For a large part of this thesis, we consider time-dependent PDEs as constraints, but we also study stationary problems on occasions. In addition, we consider also the optimal control of Fractional Differential Equations (FDEs) as constraints, with additional algebraic (box) constraints imposed on the variables. The contents of this thesis can be summarized as follows.

In Chapter 1, we introduce the type of problems considered in this thesis, that is optimal control problems with differential operators as constraints. Then, we describe the strategies employed for obtaining the optimality conditions that a solution of the problem has to satisfy, namely the optimize-then-discretize and the discretize-then-optimize approaches. Finally, we describe some of the methods employed to obtain a numerical solution of an optimal control problem with differential operators as constraints, with additional algebraic constraints on the variables. All of these approaches lead to discretized systems of linear equations.

In Chapter 2, we give an overview of a number of iterative methods used for the solution of (very large) linear systems of equations. Among those, we mainly focus on Krylov subspace methods, as they require only matrix-vector or vector-vector operations at each iteration. Since the convergence of those methods depends (but not only) on the distribution of the eigenvalues, a preconditioned version of the Krylov subspace methods is usually employed in practice. The latter leads us towards the theory of saddle-point systems, and the introduction of optimal preconditioners for linear systems with a saddle-point type of structure. As we will be mentioning quite often in this work, the "ideal" preconditioners are never applied in practice, as the cost of applying their inverse operator is almost as costly as inverting the original system. For this reason, one would rather find easy-to-invert approximation of the main blocks of the preconditioners considered. This is the "philosophy" that we will adopt for the rest of this work. In particular, we look for suitable approximations of the Schur complements of each system,
that are optimal with respect to all the parameters involved in the problem, meaning that the eigenvalues of the preconditioned Schur complement are (in the best case) clustered in a region of the complex plane independently of the parameters involved, or that the linear solver converges in a (roughly) constant number of iterations.

The first novel contribution that we present in this work is the optimal preconditioner for the heat control problem when applying the Crank-Nicolson discretization in time, which we discuss in Chapter 3. We would like to note that the Crank-Nicolson method may refer to either the implicit midpoint rule or to the implicit trapezoidal rule. In general, these two methods are not equivalent when applied to non-linear problems for instance. For the rest of this work, we will refer to the implicit trapezoidal method as the Crank-Nicolson method. By employing an optimize-then-discretize strategy, we derive the first-order optimality conditions of the heat control problem. Those conditions are given by a coupled system of linear PDEs, one moving forward in time, the other backward. Most of the previous work in preconditioning for the control of time-dependent PDEs is based on a (first-order accurate) backward Euler discretization for the time variable. However, in this work we employ a (second-order accurate) CrankNicolson method in time, which leads to a (non-symmetric) system with much more complex structure. We apply a tailored invertible transformation, and symmetrize the system so obtained. From here, we employ saddle-point theory to devise an optimal preconditioner for the system under examination. The key components of this preconditioner are an accurate mass matrix approximation, a good approximation of the Schur complement based on a matching strategy, and an appropriate multigrid process to apply this latter approximation - these are constructed using our work in transforming the linear system. We prove the optimality of our approximation of the Schur complement through bounds on the eigenvalues that are independent of any parameters within the problem setup. This optimality of the preconditioner is also observed in the numerical results, as the iterative solver is able to reach a prescribed accuracy in a constant number of iterations. In addition, the numerical results show the substantial speed-up obtained by employing our strategy compared to the state-of-the-art preconditioned backward Euler method.

In Chapter 4, the optimal preconditioner that we derive for heat control problems with Crank-Nicolson in time is extended to the control of the time-dependent (stabilized) convection-diffusion equation. By employing a similar strategy as for heat control, one is able to symmetrize the discrete optimality conditions. Again, by exploiting the transformation used for the symmetrization of the linear system, we are able to derive an optimal preconditioner for the problem considered. In this case, the optimality of the Schur complement approximation is guaranteed only under a suitable assumption. Numerical results show the efficiency of the preconditioner, as the linear solver requires a constant number of iterations for reaching convergence.

The second major contribution of this work is that of devising robust preconditioners for the control of viscous fluid flow, which is the topic of Chapter 5 and Chapter 6. For those problems, the constraints are the (linear) incompressible Stokes equations, or the (non-linear) incompressible Navier-Stokes equations,
that we consider in both the stationary and time-dependent settings. For the time-dependent problems, we employ both backward Euler or Crank-Nicolson as alternatives for discretizing the time derivative. Again, by adopting an optimize-then-discretize approach, we derive the first-order optimality conditions that a critical point has to satisfy. Since the conditions for the Navier-Stokes control problems are given by a system of non-linear PDEs, we adopt a linearization for deriving an approximation to a critical point. Specifically, we employ an Oseen linearization of the convection term. Then, by discretizing the optimality conditions, we are faced with systems with saddle-point type of structure. The leading block of these systems can be considered, in the stationary case, as the discrete optimality conditions of an incompressible Poisson or stationary convection-diffusion control problem, and, in the time-dependent case, as the discrete optimality conditions of an incompressible heat or time-dependent convection-diffusion control problem. Thanks to this structure, we employ optimal preconditioners for Poisson control, heat control, or (stationary or timedependent) convection-diffusion control problems within a suitable Krylov solver in order to approximately invert the $(1,1)$-block. For the Stokes control problem, we observe that the inverse operator of the (1,1)-block can also be applied by employing a fixed number of Uzawa iterations. For Stokes and Navier-Stokes control problems, the most complex task in order to find robust preconditioners is to approximate the Schur complement arising from each discretized problem. We do so by applying a block commutator argument to a suitable block matrix. The preconditioners so derived are robust and efficient, showing only a mild dependence on the regularization parameter $\beta$ and on the viscosity $\nu$ (the latter only for Navier-Stokes control problems). In addition, the CPU times scale linearly with the problem size, aside from the multigrid routine employed. Finally, the flexibility of the block commutator argument allows us to solve the problems in both the stationary and time-dependent settings, and to apply both backward Euler or Crank-Nicolson in time for instationary problems. To our knowledge, no existing preconditioner offers similar flexibility and parameter-robustness when solving Stokes and Navier-Stokes control problems.

The last novel contribution of this work is that of devising robust and efficient preconditioned iterative methods for the optimal control of FDEs with additional algebraic constraints on the state and the control variables, for FDEs defined on spatial domains of dimension at least one, and also in time. This is discussed in Chapter 7. For this class of problems, we employ a discretize-then-optimize strategy, which leads to a convex quadratic programming problem. In order to find an approximation of the solution, we employ the Alternating Direction Method of Multipliers ( $A D M M$ ), which allows us to separate inequality from equality constraints. The latter are then solved by employing a multilevel circulant-based preconditioner within a suitable Krylov subspace solver. Then, we update the remaining solutions, and iterate the process until convergence. The proposed preconditioner is proved to be optimal with respect to the mesh-size, and can be readily generalized to the case of FDE-constrained optimization problems in higher dimensions. Numerical results show the efficiency of our approach, with the CPU time scaling as $\bar{N} \log \bar{N}$ and storage cost of order $\bar{N}$, where $\bar{N}$ is the dimension of the grid used.

The work of this thesis has resulted in the following publications:

- Leveque S., Pearson J. W.: Fast iterative solver for the optimal control of time-dependent PDEs with Crank-Nicolson discretization in time, Numer. Linear Algebra Appl. 29, e2419, 2022 (Ref. [100]);
- Leveque S., Pearson J. W.: Parameter-Robust Preconditioning for Oseen Iteration Applied to Stationary and Instationary Navier-Stokes Control, to appear in SIAM J. Sci. Comput., arXiv:2108.00282 (Ref. [101]);
- Leveque S., Pearson J. W.: Parameter-Robust Preconditioning for Unsteady Stokes Control Problems, PAMM 21, e202100131, 2021 (Ref. [99]);
- Pougkakiotis S., Pearson J. W., Leveque S., Gondzio J.: Fast Solution Methods for Convex Quadratic Optimization of Fractional Differential Equations, SIAM J. Matrix Anal. Appl. 41, 1443-1476, 2020 (Ref. [146]).

Chapter 3 and Chapter 4 are based on [100]. Chapter 5 is based on [99] and on some of the work in [101]. Chapter 6 is based on some of the work in [101]. Finally, Chapter 7 is based on the work in [146].

## Chapter 1

# Optimal Control Problems with PDEs as Constraints 

"Hast thou, spirit,<br>Perform'd to point the tempest that I bade thee?"<br>- William Shakespeare, The Tempest

As one can imply from the title, the major topic of this work is the design of preconditioned iterative methods for time-dependent PDE-constrained optimization problems. Although the expression "iterative methods" is mentioned first, we leave their description to the next chapter, and focus here on a mathematical formulation of the problems under examination, that is optimal control problems with differential equations as constraints.

As we described in Chapter 0, PDE-constrained optimization problems are very suitable models for describing the act of modifying a given physical system (like Prospero modifying the elements at will). Due to this property, problems of this type often arise in industrial and real-life applications. For instance, the control of the heat equation can describe the heating of a tissue during a medical treatment or of a substance during a chemical process; in addition, in a chemical process one could control the separation of immiscible fluids, whose physics is governed by phase field equations. Alternatively, one could optimize the shape of an object to obtain a desired physical outcome (such as the shape of a wing in an airplane to avoid turbulence). Finally, one could control the motion of fluid flows, or modify the atmospheric conditions of some system.

In the following, we will introduce the mathematical formulation for a general PDE-constrained optimization problem, and show how to obtain a solution. The latter has to satisfy some conditions, that may vary depending on whether we are solving the problem in the Hilbert space, or are solving it only on a finitedimensional subset. In the former case, we have to introduce some "differentiation rule" that will lead to the optimality conditions, that then have to be discretized; in the second case, we have to decide the subset of points on which we want to approximately solve the problem by discretizing the PDE, and then deriving optimality conditions by mean of classical optimization theorems. These two ways of action lead to two different strategies, namely the optimize-then-discretize strategy (we solve the problem in the Hilbert space and then discretize the condi-
tions derived), and the discretize-then-optimize strategy (we discretize the PDE we want to optimize, and then derive optimality conditions).

Since in both the strategies we will need a discretization, we will first introduce the finite element method. The numerical solution obtained by this class of methods is typically defined by a projection: the PDE has to be satisfied only on a subset of the Hilbert space. This subset is chosen a priori by the type of elements one wants to adopt, and will influence the resulting approximation properties of the method. Finite element discretization usually leads to systems of linear equations that are very large and very sparse if one desires a highly accurate solution, but, as mentioned above, we will leave the solution strategies for those systems as the main topic of the next chapter.

### 1.1 Introduction to Optimal Control of PDEs

In the following, we introduce the mathematical formulation of the problem under examination, namely optimal control problems with PDEs as constraints. We refer to $[86,104,175]$ for a detailed discussion of these problems.

Given a domain $\Omega \subset \mathbb{R}^{d}$, with $d \in \mathbb{N}$, let us suppose we can relate some observation (or state) $v$ to the physics acting inside the domain through a differential operator $\mathcal{D}$, that is, we can write a relation of the type

$$
\mathcal{D} v=f,
$$

$f$ being the force function representing the physics acting on $\Omega$. Clearly, for the problem to be well posed we need some boundary conditions on $v$. These conditions can be given as Dirichlet conditions

$$
v=g_{D} \quad \text { on } \partial \Omega_{D},
$$

on part of the boundary, that is, we know the value of the function $v$ on $\partial \Omega_{D}$, or as Neumann conditions

$$
\frac{\partial v}{\partial \vec{n}}=g_{N} \quad \text { on } \partial \Omega_{N},
$$

on part of the boundary, with $\frac{\partial v}{\partial \vec{n}}$ the (outward) normal derivative of $v$ on $\partial \Omega_{N}$, that is, we know the flux of $v$ through $\partial \Omega_{N}$. The portion of the boundary $\partial \Omega_{D}$ and $\partial \Omega_{N}$ are such that $\overline{\partial \Omega}=\overline{\partial \Omega}_{D} \cup \bar{\partial} \Omega_{N}$ and $\partial \Omega_{D} \cap \partial \Omega_{N}=\varnothing$. The conditions on $v$ presented here are not the only possibility, as one could also impose Robin boundary conditions.

In addition, if the differential operator $\mathcal{D}$ involves time derivatives, we require some additional information on $v$ (and on some of its partial derivatives with respect to the time variable) at the initial time $t_{0}$; for instance, if $\mathcal{D}$ is a parabolic differential operator defined on $\Omega \times\left(t_{0}, t_{f}\right)$, with $t_{0}$ and $t_{f}$ the initial and final time respectively, an initial condition

$$
v\left(x, t_{0}\right)=v_{0}(x) \quad \text { in } \Omega
$$

has to be given to define a suitable PDE-constrained optimization problem.
For most of the following work, we will be dealing with a differential operator $\mathcal{D}$ represented by (a system of) PDEs. We refer the interested reader to [46] for an introduction and a thorough analysis of (forward) PDEs.

Once the physics is modelled by the differential operator $\mathcal{D}$ subject to appropriate boundary or initial conditions, the state $v$ will be (uniquely, if the operator $\mathcal{D}$ is linear) defined. However, one may be interested in obtaining a state $v$ with a particular shape or value; for instance, given a body to heat one wishes to have an average given temperature. In practice, one wishes to obtain a state $v$ "close enough" in some sense to a desired state $v_{d}$. Since we are interested in modifying the physics, we introduce a control $u$ in the formulation of the differential operator. The problem so described can be formulated as an optimization problem whose constraints are the differential operator $\mathcal{D}$ and its associated (boundary or initial) conditions. This formulation is classified as the optimal control of PDEs or a PDE-constrained optimization problem.

As for many optimization problems, the optimal control of PDEs concerns the minimization of a cost functional $J(v, u)$ that takes into account how close is the state $v$ to our desired state $v_{d}$. In the following, the cost functional $J(v, u)$ will contain (a multiple of) the squared $L^{2}(\Omega)$-norm of the difference between $v$ and $v_{d}$, that is $\left\|v-v_{d}\right\|_{L^{2}(\Omega)}^{2}$.

As mentioned above, in an optimal control problem involving PDEs the cost functional $J(v, u)$ is subject to the differential operator $\mathcal{D}$ and its boundary or initial conditions, which take also into account the action of the control $u$. Depending on how we introduce the control $u$, we may have different types of optimal control problems of PDEs. Although the main results obtained in this work relate to distributed control problems with PDEs as contraints (the control is acting on the whole domain), below we also introduce another type of control, namely the boundary control problem (as one can easily understand from the name, the control lives only on some part of the boundary). Other types of control are of course possible, but we will limit our exposition to those two. For instance, one could apply the control $u$ only on part of the domain, obtaining in this way a subdomain control problem.

Let us introduce first the distributed optimal control of PDEs. In this case, the control $u$ is defined on the whole domain $\Omega$, and introduced in the differential equation as

$$
\mathcal{D} v=u+f \quad \text { in } \Omega ;
$$

again, the equation above is a constraint with respect to which we minimize our cost functional $J(v, u)$.

On the other hand, rather than introducing the control in the whole domain one could introduce the control only on the (Dirichlet) boundary, obtaining in this way the optimal boundary control problems of PDEs. The latter is defined as the minimization of $J(v, u)$ subject to

$$
\begin{cases}\mathcal{D} v=f & \text { in } \Omega, \\ v=u+g_{D} & \text { on } \partial \Omega_{D}, \\ \frac{\partial v}{\partial \vec{n}}=g_{N} & \text { on } \partial \Omega_{N} .\end{cases}
$$

Similarly, one could introduce the control only on the Neumann boundary, obtaining a Neumann boundary control problem. The latter is defined as the minimization of $J(v, u)$ subject to

$$
\begin{cases}\mathcal{D} v=f & \text { in } \Omega, \\ v=g_{D} & \text { on } \partial \Omega_{D} \\ \frac{\partial v}{\partial \vec{n}}=u+g_{N} & \text { on } \partial \Omega_{N}\end{cases}
$$

In addition, given a subset $\Omega_{\text {sub }} \subset \Omega$, the subdomain control problem is defined as the minimization of $J(v, u)$ subject to

$$
\begin{cases}\mathcal{D} v= \begin{cases}u+f & \text { in } \Omega_{\mathrm{sub}} \\ f & \text { in } \Omega \backslash \Omega_{\mathrm{sub}}\end{cases} \\ v=g_{D} & \text { on } \partial \Omega_{D} \\ \frac{\partial v}{\partial \vec{n}}=g_{N} & \text { on } \partial \Omega_{N} .\end{cases}
$$

As one can understand from the description so far, optimal control problems of PDEs fall within the class of inverse problems. As these problems may be ill-posed, one adds a cost term in the cost functional $J(v, u)$ in order to ensure the existence of a solution. In the following, we will introduce a Tikhonov regularization for the problem under examination; this is defined as a multiple of the squared $L^{2}(\Omega)$-norm of the control $u$. Specifically, in the following we will consider

$$
\begin{equation*}
J(v, u)=\frac{1}{2}\left\|v-v_{d}\right\|_{L^{2}(\Omega)}^{2}+\frac{\beta}{2}\|u\|_{L^{2}(\Omega)}^{2} \tag{1.1}
\end{equation*}
$$

as cost functional to minimize; here, the value $\beta>0$ is referred to as regularization parameter. From the point of view of the physics, if we look at the term $\|u\|_{L^{2}(\Omega)}^{2}$ as the energy that we introduce into the system for modifing the state $v$, the parameter $\beta$ can be viewed as a "trade-off" between how close we want to drive $v$ to our desired state $v_{d}$, and the cost can afford in order to achieve it. We would like to note that other cost functionals can be considered; for instance, one could replace the $L^{2}(\Omega)$-norm with the $L^{1}(\Omega)$-norm in order to promote sparsity of the solutions. In addition, in the case of subdomain control problems the cost functional $J(v, u)$ has to take into account that the control $u$ is defined only on a subset $\Omega_{\text {sub }}$ of the whole domain $\Omega$; this is done by replacing the term $\|u\|_{L^{2}(\Omega)}^{2}$ with $\|u\|_{L^{2}\left(\Omega_{\text {sub }}\right)}^{2}$.

We can finally formulate the structure of the problems we will be studying for the rest of this work. The distributed optimal control problem of PDE is defined as

$$
\begin{equation*}
\min _{v, u} J(v, u) \tag{1.2}
\end{equation*}
$$

subject to

$$
\begin{cases}\mathcal{D} v=u+f & \text { in } \Omega,  \tag{1.3}\\ v=g_{D} & \text { on } \partial \Omega_{D}, \\ \frac{\partial v}{\partial \vec{n}}=g_{N} & \text { on } \partial \Omega_{N},\end{cases}
$$

with $J(v, u)$ defined as in (1.1). It is worth mentioning that, depending on the differential operator $\mathcal{D}$, other conditions on $v$ may be given; for instance, if $\mathcal{D}$ is a parabolic differential operator, the constraints (1.3) of the problem will take into account the initial condition on the state $v$, while the boundary conditions have to be satisfied over $\partial \Omega \times\left(t_{0}, t_{f}\right)$.

In the formulation (1.2)-(1.3), the constraints take into account only the physics of the problem under examination, namely the differential operator $\mathcal{D}$. However, as we are adding the control to the system, it may happen, for instance, that we have some technological limitation on the control we may apply, or we may be interested in a state $v$ that is bounded in a certain region of the domain $\Omega$. For this reason, problems of the type (1.2)-(1.3) can also take into account algebraic constraints on the state and/or the control variables. The formulation of these problems is the same as in (1.2)-(1.3), but the constraints (1.3) also include bounds of the type

$$
\begin{equation*}
v_{\min } \leqslant v \leqslant v_{\max }, \quad u_{\min } \leqslant u \leqslant u_{\max }, \tag{1.4}
\end{equation*}
$$

where $v_{\text {min }}, v_{\text {max }}, u_{\text {min }}$, and $u_{\text {max }}$ could be constants or functions. Optimal control problems of PDEs with additional algebraic constraints on the state or the control variables are more complex to solve than the corresponding "unconstrained" problems, as to find an approximation of the solution we need to employ a nonlinear iteration within the solver, even when the rest of the problem is linear. For most of this thesis, we will be dealing only with problems of the type (1.2)(1.3), and will consider the constraints on the variables (1.4) only in the last main chapter.

As we are interested in the numerical solution of optimal control problems with PDEs as constraints, below we are going to describe two strategies for deriving such an approximation, that is, the optimize-then-discretize strategy, and the discretize-then-optimize strategy. As for both the approaches we need to discretize a system of PDEs, in the next section we are going to introduce a widely used discretization method for PDEs, namely the finite element method.

Before moving on with our exposition, we would like to introduce two PDEconstrained optimization problems that will be considered below, namely, the distributed Poisson control and the distributed (stationary) Navier-Stokes control problems. While devising robust solvers for the numerical solution of the distributed (stationary and instationary) Navier-Stokes control problem will be one of the final goals of this thesis, the distributed Poisson control problem will be introduced only as a "proof of concept" to illustrate the main ideas presented in the background sections.

Given a spatial domain $\Omega \subset \mathbb{R}^{d}, d \in \mathbb{N}$, a regularization parameter $\beta>0$, and a desired state $v_{d}$, the distributed Poisson control problem is defined as

$$
\begin{equation*}
\min _{v, u} \frac{1}{2}\left\|v-v_{d}\right\|_{L^{2}(\Omega)}^{2}+\frac{\beta}{2}\|u\|_{L^{2}(\Omega)}^{2} \tag{1.5}
\end{equation*}
$$

subject to the Poisson equation

$$
\begin{cases}-\nabla^{2} v=u+f & \text { in } \Omega  \tag{1.6}\\ v=g & \text { on } \partial \Omega\end{cases}
$$

where we have imposed only Dirichlet boundary conditions. Problem (1.5)-(1.6) can represent, for instance, a body heated by electromagnetic induction or by microwaves (optimal stationary heat source), see, for example, [175, Section 2.8.2].

As we will describe more in detail in Chapter 6, the Navier-Stokes equations describe the motion of an incompressible viscous fluid. Given a spatial domain $\Omega \subset \mathbb{R}^{d}$, with $d=2,3$, a regularization parameter $\beta>0$, and a desired state $\vec{v}_{d}$ defined over $d$ dimensions, the distributed control of the stationary Navier-Stokes equations is defined as

$$
\min _{\vec{v}, \vec{u}} \frac{1}{2}\left\|\vec{v}-\vec{v}_{d}\right\|_{L^{2}(\Omega)}^{2}+\frac{\beta}{2}\|\vec{u}\|_{L^{2}(\Omega)}^{2}
$$

subject to

$$
\begin{cases}-\nu \nabla^{2} \vec{v}+\vec{v} \cdot \nabla \vec{v}+\nabla p=\vec{u}+\vec{f} & \text { in } \Omega, \\ -\nabla \cdot \vec{v}=0 & \text { in } \Omega, \\ \vec{v}=\vec{g} & \text { on } \partial \Omega,\end{cases}
$$

where the parameter $\nu>0$ is the viscosity of the fluid, with $\vec{v}$ representing the velocity of the fluid and $p$ the kinematic pressure; the velocity $\vec{v}$ and the control $\vec{u}$ are vector functions, while the pressure $p$ is a scalar function. Note that the fluid is Newtonian and has constant density. The main difference between this problem and the previous one lies in the non-linear term $\vec{v} \cdot \nabla \vec{v}$, which requires (as we will see) a careful treatment for the numerical solution of the problem.

### 1.1.1 Applications

We would like to conclude this section with some further motivation for the study of the numerical solutions of optimal control problems with PDEs as constraints. For further overviews of the applications of PDE-constrained optimization problems in science and engineering, we refer the reader to [74, 133].

Problems of the type (1.2)-(1.3) arise very naturally in industrial and real-life applications. The classical example is given by the control of the heat equation, describing the heating of a tissue during a medical treatment or a chemical in an industrial process. Another important application of distributed PDEconstrained optimization problems in industrial processes is given by the control of the Navier-Stokes equations introduced above, see, for instance, [72]. We survey some additional applications below.

In [37], the authors employ PDE-constrained optimization to image denoising problems. More specifically, the authors solve a bilevel optimization problem defined as a minimization of a functional whose constraints are other minimization problems. The functional takes into account the discrepancies between a set of noisy images and the corresponding true image, as well as some weights of the different noise models considered. The minimization problems that represent the
constraints involve non-smooth PDEs that take into account the noise, and the total variation of the given images. The choice of introducing the total variation in the constraints is made to accurately preserving the edges within the images.

In [85], the authors devise a Newton method for solving the optimal design of semiconductor devices; the latter is formulated as the minimization of a cost functional subject to the drift-diffusion model for semiconductor devices.

In [160], the authors study model predictive control of the cooling process during wine fermentation. The problem is formulated as the minimization of a cost functional that takes into account for the energy consumption during the cooling process, while driving the sugar consumption towards a desired sugar reduction process, with the state variable being the solution of an ordinary differential equation ( $O D E$ ); an initial condition on the state variable and additional constraints on the differential states and parameter are also imposed.

Other practical examples of PDE-constrained optimization problems include shape optimization problems [1, 126, 148], medical imaging and tomography [5, 33, 93], mathematical finance [20, 42], reaction-diffusion control for chemical processes [10, 71], the Monge-Kantorovich mass transfer problem [3, 14], and flow control in porous media [47, 76,171$]$.

### 1.2 Finite Element Method

In this section we introduce a widely used numerical method for the solution of differential equations, namely the finite element method. For a more comprehensive discussion on the finite element method, we refer the reader to [26, 44, 149].

Starting from the weak formulation of the differential operator under examination, the finite element method constructs a bilinear form (on real spaces), which is then employed as an inner product in an appropriate space. Then, the method selects a subspace and imposes the inner product of the numerical error and any element of the subspace to be 0 , that is to say, the method imposes the numerical error and the chosen subspace to be mutually orthogonal. The subspace is usually determined by basis functions, defined on the elements of the constructed mesh in the domain. Finally, the orthogonality condition of the numerical error and the subspace results in a system of linear equations that has to be solved.

In order to better explain how the finite element method works, given a domain $\Omega \subset \mathbb{R}^{d}$, we consider the (forward) Poisson equation with Dirichlet boundary conditions

$$
\begin{cases}-\nabla^{2} v=f & \text { in } \Omega,  \tag{1.7}\\ v=g & \text { on } \partial \Omega,\end{cases}
$$

with $f$ and $g$ given functions. We first introduce the space $L^{2}(\Omega)$ of squareintegrable functions in $\mathbb{R}$ with domain in $\Omega$, that is

$$
L^{2}(\Omega):=\left\{v: \int_{\Omega}|v|^{2} \mathrm{~d} \Omega<\infty\right\} .
$$

The solutions of the problem (1.7) are usually sought in the space

$$
V:=\left\{v \in \mathcal{H}^{1}(\Omega) \mid v=g \text { on } \partial \Omega\right\},
$$

where $\mathcal{H}^{1}(\Omega)$ is the Sobolev space of square-integrable functions in $\mathbb{R}$ with squareintegrable weak derivatives, namely

$$
\mathcal{H}^{1}(\Omega):=\left\{v \in L^{2}(\Omega): \frac{\partial v}{\partial x_{1}}, \frac{\partial v}{\partial x_{2}}, \ldots, \frac{\partial v}{\partial x_{d}} \in L^{2}(\Omega)\right\},
$$

with $x=\left(x_{1}, x_{2}, \ldots, x_{d}\right) \in \Omega$. Finally, we introduce the space of Sobolev functions with zero trace on the boundary $\partial \Omega$

$$
V_{0}:=\mathcal{H}_{0}^{1}(\Omega)=\left\{v \in \mathcal{H}^{1}(\Omega) \mid v=0 \text { on } \partial \Omega\right\} .
$$

Then, the weak formulation of (1.7) reads as:
Find $v \in V$ such that

$$
\begin{equation*}
\int_{\Omega} \nabla v \cdot \nabla w \mathrm{~d} \Omega=\int_{\Omega} f w \mathrm{~d} \Omega \quad \text { for all } w \in V_{0} . \tag{1.8}
\end{equation*}
$$

The weak formulation introduces the (bi)linear form $a(\cdot, \cdot): \mathcal{H}^{1}(\Omega) \times \mathcal{H}^{1}(\Omega) \rightarrow$ $\mathbb{R}$ defined as

$$
a(v, w)=(\nabla v, \nabla w)
$$

where $(\cdot, \cdot)$ is the $L^{2}$-inner product on $\Omega$. Defining also the linear functional $\ell(\cdot): \mathcal{H}^{1}(\Omega) \rightarrow \mathbb{R}$ as $\ell(w)=(f, w)$, we can rewrite (1.8) as

$$
a(\nabla v, \nabla w)=\ell(w) \quad \text { for all } w \in V_{0} .
$$

As we are looking for a numerical appoximation of $v$, we select a finitedimensional subspace $V_{h}$ of $V$. In order to define a generic element of $V$, we consider an $n_{x}$-dimensional subspace of test functions $V_{0, h}$ of $V_{0}$; we suppose that $\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{n_{x}}\right\}$ is a basis for $V_{0, h}$. Since the solution we are looking for is required to be equal to $g$ on the boundary, we introduce also the functions $\left\{\phi_{n_{x}+1}, \phi_{n_{x}+2}, \ldots, \phi_{n_{x}+n_{\partial}}\right\}$, with $n_{\partial} \in \mathbb{N}$. Then, the subspace $V_{h}$ is defined to be

$$
V_{h}:=\operatorname{span}\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{n_{x}}\right\}+\sum_{i=n_{x}+1}^{n_{x}+n_{\partial}} v_{i} \phi_{i}
$$

where the coefficients $v_{i}$ are chosen such that the function $\sum_{i=n_{x}+1}^{n_{x}+n_{\partial}} v_{i} \phi_{i}$ interpolates the boundary data; the functions $\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{n_{x}}\right\}$ in the previous expression are called trial functions. In practice, the function $v$ is approximated by the function $v_{h}:=\sum_{i=1}^{n_{x}} v_{i} \phi_{i}+\sum_{i=n_{x}+1}^{n_{x}+n_{x}} v_{i} \phi_{i}$. From here, since the function $g$ is fixed, we can say that the approximation $v_{h}$ is uniquely determinined by the vector $\boldsymbol{v}:=\left[v_{1}, v_{2}, \ldots, v_{n_{x}}\right]^{\top}$.

As we mentioned above, the finite element method typically imposes some orthogonality condition between the numerical error $e_{h}=v-v_{h}$ and an appropriate subspace through a bilinear form. Specifically, we impose that the error $e_{h}$
and the subspace $V_{h, 0}$ are orthogonal with respect to the inner product induced by the bilinear form $a(\cdot, \cdot)$, that is, we impose that

$$
a\left(e_{h}, w_{h}\right)=0 \quad \text { for all } w_{h} \in V_{0, h} .
$$

The previous expression can be rewritten as

$$
\begin{equation*}
a\left(v_{h}, w_{h}\right)=\ell\left(w_{h}\right) \quad \text { for all } w_{h} \in V_{0, h}, \tag{1.9}
\end{equation*}
$$

by substituting the expression $e_{h}=v-v_{h}$ and noting that $a\left(v, w_{h}\right)=\ell\left(w_{h}\right)$ for all $w_{h} \in V_{0, h}$. As each element of $V_{0, h}$ is a linear combination of the elements of the basis $\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{n_{x}}\right\}$, we need to impose the expression (1.9) only on each $\phi_{i}$, for $i=1,2, \ldots, n_{x}$. Further, since $v_{h}:=\sum_{i=1}^{n_{x}} v_{i} \phi_{i}+\sum_{i=n_{x}+1}^{n_{x}+n_{\partial}} v_{i} \phi_{i}$, equation (1.9) results into a linear system to solve for finding the vector $\boldsymbol{v}$; specifically, (1.9) can be rewritten as

$$
a\left(\sum_{i=1}^{n_{x}} v_{i} \phi_{i}, \phi_{l}\right)=\ell\left(\phi_{l}\right)-a\left(\sum_{i=n_{x}+1}^{n_{x}+n_{\partial}} v_{i} \phi_{i}, \phi_{l}\right) \quad \text { for } l=1,2, \ldots, n_{x},
$$

or equivalently

$$
K \boldsymbol{v}=\hat{\boldsymbol{f}}
$$

with

$$
\begin{array}{ll}
K=\left\{k_{i, l}\right\}_{i, l=1}^{n_{x}}, \quad k_{i, l}=\int_{\Omega} \nabla \phi_{i} \cdot \nabla \phi_{l} \mathrm{~d} \Omega, \\
\hat{\boldsymbol{f}}=\left\{\hat{f}_{i}\right\}_{i=1}^{n_{x}}, \quad \hat{f}_{i}=\int_{\Omega} f \phi_{i} \mathrm{~d} \Omega-\sum_{l=n_{x}+1}^{n_{x}+n_{\partial}} v_{l} \int_{\Omega} \nabla \phi_{l} \cdot \nabla \phi_{i} \mathrm{~d} \Omega .
\end{array}
$$

Note that the formulation derived here holds if only Dirichlet boundary conditions are imposed; if within the problem formulation Neumann boundary conditions have to be satisfied, extra terms will arise in the right-hand side from those conditions.

The matrix $K$ is generally referred to as a stiffness matrix, and is symmetric positive definite (unless only Neumann boundary conditions are imposed, in which case it is symmetric positive semi-definite). The symmetry easily follows from the definition. In order to prove that it is positive definite, we suppose that the basis functions are continuous and bounded, and follow the working in [44, p. 17]: letting $\mathbf{0} \neq \boldsymbol{v} \in \mathbb{R}^{n_{x}}$, and setting $v_{h}:=\sum_{i=1}^{n_{x}} v_{i} \phi_{i}$, we have

$$
\begin{aligned}
\boldsymbol{v}^{\top} K \boldsymbol{v} & =\sum_{i=1}^{n_{x}} \sum_{l=1}^{n_{x}} v_{i}\left(\int_{\Omega} \nabla \phi_{i} \cdot \nabla \phi_{l} \mathrm{~d} \Omega\right) v_{l} \\
& =\int_{\Omega}\left(\sum_{i=1}^{n_{x}} v_{i} \nabla \phi_{i}\right) \cdot\left(\sum_{l=1}^{n_{x}} v_{l} \nabla \phi_{l}\right) \mathrm{d} \Omega \\
& =\int_{\Omega}\left(\nabla v_{h} \cdot \nabla v_{h}\right) \mathrm{d} \Omega \\
& =\left\|\nabla v_{h}\right\|_{L^{2}(\Omega)}^{2} \geqslant 0,
\end{aligned}
$$

where we have used that $\sum_{i=1}^{n_{x}} v_{i} \nabla \phi_{i}=\nabla v_{h}$. So, $K$ is at least semi-definite; in addition, from the previous expression we have $\boldsymbol{v}^{\top} K \boldsymbol{v}=0$ if and only if $\nabla v_{h}=0$, that is, if and only if $v_{h}$ is constant. From $v_{h} \in V_{0, h}$, we have that $v_{h}$ is continuous in $\Omega$ and it is zero on the boundary $\partial \Omega$, which implies that $v_{h}=0$ in $\Omega$. Finally, the latter implies $\boldsymbol{v}=\mathbf{0}$.

As we have described the method so far, in order to find a numerical solution for (1.7), from a subspace $V_{0, h}$ of the space $V_{0}$ (that contains the solutions of the PDE with zero trace on the boundary) we consider a subspace $V_{h}$ of $V$ such that

$$
V_{h}=V_{0, h}+\hat{g},
$$

with $\hat{g}$ a given function that interpolates the boundary data. A finite element method constructed in this way is referred to as Galerkin (or more precisely Bubnov-Galerkin) method. In general, one can choose different basis for the subspaces $V_{0, h}$ and $V_{h}$, that is to say, test functions and trial functions can be different; the resulting finite element method is referred to as a Petrov-Galerkin method. In the following, we will employ both type of methods. It is worth mentioning that also other approaches can be used; for instance in [102] the authors employ the finite difference method for discretizing the (spatial) differential operator for solving the optimal control of the heat equation.

### 1.3 First-Order Optimality Conditions

In this section, we present the strategies one can adopt in order to find a numerical solution of a general PDE-constrained optimization problem of the form (1.2)(1.3). This solution has to satisfy some first-order optimality conditions, known also as Karush-Kuhn-Tucker (KKT) conditions.

As a generic solution of (1.2)-(1.3) lies in an infinite-dimensional Hilbert space, and since the differential operator $\mathcal{D}$ is defined on such a space, it is clear that in order to find a numerical solution we will have to discretize the problem at some point. From here, we are given the choice of either take the optimization step first and then apply the discretization, or the other way around. Specifically, we can choose to derive first-order necessary optimality conditions for the problem in the Hilbert space first and then discretize the conditions obtained (optimize-then-discretize strategy), or to discretize the cost functional and the constraint first and then derive the first-order necessary optimality conditions for the discrete optimization probled obtained (discretize-then-optimize strategy). In general, the optimize-then-discretize and the discretize-then-optimize strategies may produce different outcomes, see for example [35]. For most of this thesis, we will adopt the optimize-then-discretize strategy, empoying the discretize-thenoptimize approach only in Chapter 7.

Before proceeding with the presentation of the two strategies, we wish to emphasize that the optimility conditions we will derive below are only necessary, that is, a solution of the problem (1.2)-(1.3) has to satisfy them. Although for most of this work those conditions will be also sufficient (as the PDEs we will consider are linear), this is not always the case; for instance, in Chapter 6 we
will consider the optimal control of the non-linear Navier-Stokes equations. In case the differential operator (1.3) is non-linear, one may also consider secondorder optimality conditions in order to understand if the critical point found is a minimum for the cost functional (1.2). As in this thesis we are only interested in deriving optimal preconditioners for the problem under examination, we will not be deeply concerned as to whether the critical point is a minimum or not, and refer to it as the numerical solution of the problem.

We will now describe the optimize-then-discretize and the discretize-thenoptimize strategies. For the sake of exposition, we will only consider the cost functional $J(v, u)$ as defined in (1.1), and we will suppose that the Neumann boundary is empty, that is to say $\partial \Omega_{D}=\partial \Omega$. In addition, we will employ the Poisson control problem (1.5)-(1.6) as a simple example to explain the ideas below, deriving the discretized optimality conditions for both the optimize-thendiscretize and the discretize-then-optimize strategies.

### 1.3.1 Optimize-Then-Discretize Approach

We will introduce the optimize-then-discretize strategy in this section. As we are seeking optimality conditions in Hilbert spaces, we need to define a differentiation rule that generalizes the classical one on vector spaces to functionals. For more details on this strategy, see for instance [175, Chapter 2].

Let be $X_{1}$ and $X_{2}$ Banach spaces endowed with norms $\|\cdot\|_{X_{1}}$ and $\|\cdot\|_{X_{2}}$ respectively; further, let be $U$ a nonempty open subset of $X_{1}$, and $\mathcal{F}: U \rightarrow X_{2}$. Given $u \in U, w \in X_{1}$, and $\varrho>0$ such that $u+\varrho w \in U$, if the limit

$$
\delta \mathcal{F}(u, w):=\lim _{\varrho \rightarrow 0^{+}} \frac{1}{\varrho}(\mathcal{F}(u+\varrho w)-\mathcal{F}(u))
$$

exists in $X_{2}$, then it is called the directional derivative of $\mathcal{F}$ at $u$ in the direction $w$. If this limit exists for all $w \in X_{1}$, then the map

$$
\delta \mathcal{F}(u, \cdot): w \in X_{1} \rightarrow \delta \mathcal{F}(u, w) \in X_{2}
$$

is called the first variation of $\mathcal{F}$ at $u$. Supposing that the first variation $\delta \mathcal{F}(u, \cdot)$ at $u \in U$ exists, if it is a bounded linear operator, then $\mathcal{F}$ is said to be Gâteaux differentiable at $u$, and this linear operator is called the Gâteaux derivative of $\mathcal{F}$ at $u$, see for instance [103]. We say that $\mathcal{F}$ is Gâteaux differentiable if $\mathcal{F}$ is Gâteaux differentiable at every $u \in U$.

Another important notion of derivatives in Banach spaces is the Fréchet derivative. The mapping $\mathcal{F}$ is said to be Fréchet differentiable at $u$ if there exists a bounded linear operator $\mathrm{d} F: X_{1} \rightarrow X_{2}$ such that, for every $w \in X_{1}$ for which $u+w \in U$, we have

$$
\frac{\|\mathcal{F}(u+w)-\mathcal{F}(u)-\mathrm{d} F w\|_{X_{2}}}{\|w\|_{X_{1}}} \rightarrow 0 \quad \text { as }\|w\|_{X_{1}} \rightarrow 0 .
$$

The operator $\mathrm{d} F$ is called the Fréchet derivative of $\mathcal{F}$ at $u$. If in addition $\mathcal{F}$ is Fréchet differentiable at every $u \in U$, then $\mathcal{F}$ is said to be Fréchet differentiable.

The Fréchet derivative will be the main tool for deriving the first-order optimality conditions for the problems we will consider in this thesis; specifically, we will derive the KKT conditions for the following distributed control problem with PDEs as constraints:

$$
\min _{v, u} J(v, u)=\frac{1}{2}\left\|v-v_{d}\right\|_{L^{2}(\Omega)}^{2}+\frac{\beta}{2}\|u\|_{L^{2}(\Omega)}^{2}
$$

subject to

$$
\begin{cases}\mathcal{D} v=u+f & \text { in } \Omega \\ v=g & \text { on } \partial \Omega\end{cases}
$$

We will employ the formal Lagrangian technique for deriving the optimality conditions. In this case, we will introduce the adjoint variable or Lagrange multiplier $\zeta$ (split into interior and Dirichlet components $\zeta_{\Omega}$ and $\zeta_{\partial \Omega}$ respectively) and consider the continuous Lagrangian

$$
\begin{aligned}
\mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right):= & \frac{1}{2}\left\|v-v_{d}\right\|_{L^{2}(\Omega)}^{2}+\frac{\beta}{2}\|u\|_{L^{2}(\Omega)}^{2}+\left(\mathcal{D} v-u-f, \zeta_{\Omega}\right) \\
& +\int_{\partial \Omega}(v-g) \zeta_{\partial \Omega} \mathrm{d} s
\end{aligned}
$$

where again $(\cdot, \cdot)$ is the $L^{2}$-inner product on $\Omega$. In our derivation, we will assume that the Banach spaces $X_{1}$ and $X_{2}$ are defined over $\mathbb{R}$. Then, the first-order optimality conditions read as

$$
\left\{\begin{array}{l}
\mathrm{d}_{v} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w=0,  \tag{1.10}\\
\mathrm{~d}_{u} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w=0, \\
\mathrm{~d}_{\zeta} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w=0,
\end{array}\right.
$$

for all $w \in X_{1}$, where $\mathrm{d}_{v} \mathcal{L}, \mathrm{~d}_{u} \mathcal{L}$, and $\mathrm{d}_{\zeta} \mathcal{L}$ are the Fréchet derivatives of the Lagrangian $\mathcal{L}$ with respect to $v, u$, and $\zeta$ respectively. In the previous system, the first, the second, and the third equation are called the adjoint equation, gradient equation, and state equation respectively.

As we will see in the following, the first-order optimality conditions (1.10) are a system of coupled PDEs. For the problems we are going to study, it can be rewritten as

$$
\left\{\begin{array}{ll} 
\begin{cases}v-v_{d}+\mathcal{D}^{*} \zeta_{\Omega}=0 & \text { in } \Omega \\
\zeta_{\partial \Omega}=0 & \text { on } \partial \Omega\end{cases} \\
\beta u-\zeta=0 & \text { in } \Omega
\end{array}, \begin{array}{ll}
\mathcal{D} v-u-f=0 & \text { in } \Omega \\
v-g=0 & \text { on } \partial \Omega
\end{array},\right.
$$

where $\mathcal{D}^{*}$ is the adjoint differential operator of $\mathcal{D}$. Below, we use the Poisson control problem as an example and show how the system above is derived.

It is worth noting that we can eliminate the gradient equation $\beta u-\zeta=0$ for all the problems we are going to consider. This is because the control $u$ is applied
within the differential operator directly, with no means of another operator $\mathcal{U}$; in the latter case, in fact, we would have read the gradient equation as

$$
\begin{equation*}
\beta u-\mathrm{d}_{u} \mathcal{U} \zeta=0 \quad \text { in } \Omega, \tag{1.11}
\end{equation*}
$$

with $\mathrm{d}_{u} \mathcal{U}$ the Fréchet derivative of $\mathcal{U}$ with respect to $u$.
As above, the first-order optimality conditions (1.10) are a coupled system of PDEs; as one could imagine, we then need to take the discretization step, so that we may obtain an approximation of the solution by solving the resulting linear system. Thus, letting $M_{1}^{-1} \mathbf{D}$ and $M_{2}^{-1} \mathbf{D}^{*}$ (for appropriate $M_{1}$ and $M_{2}$ ) be suitable discretizations of $\mathcal{D}$ and $\mathcal{D}^{*}$ respectively, a solution of the problem (1.2)-(1.3), with $J(v, u)$ defined as in (1.1), has to satisfy the following

$$
\left\{\begin{array}{l}
M_{v} \boldsymbol{v}-\boldsymbol{v}_{d}+\mathbf{D}^{*} \boldsymbol{\zeta}=\mathbf{0} \\
\beta M_{u} \boldsymbol{u}-M_{\zeta} \boldsymbol{\zeta}=\mathbf{0} \\
\mathbf{D} \boldsymbol{v}-M_{u} \boldsymbol{u}-\boldsymbol{f}=\mathbf{0},
\end{array}\right.
$$

for appropriate $M_{v}, M_{u}$, and $M_{\zeta}$; the vectors $\boldsymbol{v}, \boldsymbol{v}_{d}, \boldsymbol{u}, \boldsymbol{\zeta}$, and $\boldsymbol{f}$ contain the numerical approximation of $v, v_{d}, u, \zeta$, and $f$ respectively, with the vectors $\boldsymbol{v}$ and $\zeta$ also taking into account the boundary conditions on $v$ and $\zeta$.

In order to explain in detail the optimize-then-discretize strategy, we now consider the distributed Poisson control problem (1.5)-(1.6), with $\Omega \subset \mathbb{R}^{d}$ bounded. As a first step, we have to consider the continuous Lagrangian associated to this problem, and then write the Fréchet derivatives with respect to each variable. The Lagrangian is given by

$$
\begin{aligned}
\mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right):= & \frac{1}{2}\left\|v-v_{d}\right\|_{L^{2}(\Omega)}^{2}+\frac{\beta}{2}\|u\|_{L^{2}(\Omega)}^{2}+\left(-\nabla^{2} v-u-f, \zeta_{\Omega}\right) \\
& +\int_{\partial \Omega}(v-g) \zeta_{\partial \Omega} \mathrm{d} s .
\end{aligned}
$$

One of the Banach spaces we will be working in clearly is the Hilbert space $L^{2}(\Omega)$; in fact, for all the problems considered in this work we have that $\mathcal{L}: L^{2}(\Omega) \rightarrow \mathbb{R}$. In particular, the state, the control, and the adjoint variables lie in a subset of $L^{2}(\Omega)$. Specifically, for the Poisson control problem the state $v$ belongs to $\mathcal{H}^{1}(\Omega)$, as it is required to solve the Poisson equation (1.6) in a weak sense. The space to which $\zeta$ belongs will be derived below. Finally, the space to which $u$ belongs to is $L^{2}(\Omega)$.

We now have to consider the Fréchet derivative of $\mathcal{L}$ with respect to all the variables. We start with the Fréchet derivative with respect to $u, \zeta_{\Omega}$, and $\zeta_{\partial \Omega}$, as these are the easiest ones to work with.

In order to write the Fréchet derivative of $\mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right)$ with respect to $u$, we will not split the adjoint variable $\zeta$ into interior and boundary components. From the definition of the Fréchet derivative, we have to consider a generic direction
$w \in L^{2}(\Omega)$, and then consider the difference

$$
\mathcal{L}\left(v, u+w, \zeta_{\Omega}, \zeta_{\partial \Omega}\right)-\mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right)=\frac{\beta}{2}\left(\|u+w\|_{L^{2}(\Omega)}^{2}-\|u\|_{L^{2}(\Omega)}^{2}\right)-(w, \zeta) .
$$

The first term in the previous expression can be rewritten as

$$
\begin{aligned}
\|u+w\|_{L^{2}(\Omega)}^{2}-\|u\|_{L^{2}(\Omega)}^{2} & =\int_{\Omega}|u+w|^{2} \mathrm{~d} \Omega-\int_{\Omega}|u|^{2} \mathrm{~d} \Omega \\
& =\int_{\Omega}|u|^{2} \mathrm{~d} \Omega+\int_{\Omega}|w|^{2} \mathrm{~d} \Omega+2(u, w)-\int_{\Omega}|u|^{2} \mathrm{~d} \Omega \\
& =\int_{\Omega}|w|^{2} \mathrm{~d} \Omega+2(u, w)
\end{aligned}
$$

The latter expression leads to

$$
\begin{aligned}
\mathcal{L}\left(v, u+w, \zeta_{\Omega}, \zeta_{\partial \Omega}\right)-\mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) & =\frac{\beta}{2}\left(\int_{\Omega}|w|^{2} \mathrm{~d} \Omega+2(u, w)\right)-(w, \zeta) \\
& =\frac{\beta}{2} \int_{\Omega}|w|^{2} \mathrm{~d} \Omega+(\beta u-\zeta, w) \\
& =\frac{\beta}{2}\|w\|_{L^{2}(\Omega)}^{2}+(\beta u-\zeta, w),
\end{aligned}
$$

due to the symmetry of the $L^{2}(\Omega)$-inner product. If we write

$$
\mathrm{d}_{u} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w=(\beta u-\zeta, w),
$$

we clearly have

$$
\frac{\left|\mathcal{L}\left(v, u+w, \zeta_{\Omega}, \zeta_{\partial \Omega}\right)-\mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right)-\mathrm{d}_{u} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w\right|}{\|w\|_{L^{2}(\Omega)}}=\frac{\beta}{2}\|w\|_{L^{2}(\Omega)},
$$

which tends to 0 as $\|w\|_{L^{2}(\Omega)} \rightarrow 0$. Since the functional $\mathrm{d}_{u} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w$ so defined is bounded and linear, we have that it is the Fréchet derivative of $\mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right)$ with respect to $u$.

As we wish that

$$
\mathrm{d}_{u} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w=0
$$

for all $w \in L^{2}(\Omega)$, we can infer that, in a strong sense,

$$
\beta u-\zeta=0 \quad \text { in } \Omega .
$$

We have derived in this way the gradient equation in (1.10). From here it is clear how we could obtain the expression (1.11) in case the control $u$ is applied by mean of another operator $\mathcal{U}$.

Working in a similar way, we can write the Fréchet derivative of the Lagrangian $\mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right)$ with respect to $\zeta$; in this case, we will be splitting the adjoint in the interior component $\zeta_{\Omega}$ and boundary component $\zeta_{\partial \Omega}$.

Taking $w_{\Omega} \in L^{2}(\Omega)$, if we proceed as above we have that

$$
\mathrm{d}_{\zeta_{\Omega}} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w_{\Omega}=\left(-\nabla^{2} v-u-f, w_{\Omega}\right)
$$

is the Fréchet derivative of $\mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right)$ with respect to $\zeta_{\Omega}$. In addition, by taking $w_{\partial \Omega} \in L^{2}(\partial \Omega)$ we have that

$$
\mathrm{d}_{\zeta_{\partial \Omega}} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w_{\partial \Omega}=\int_{\partial \Omega}(v-g) w_{\partial \Omega} \mathrm{d} s
$$

is the Fréchet derivative of $\mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right)$ with respect to $\zeta_{\partial \Omega}$. Since we want

$$
\begin{aligned}
\mathrm{d}_{\zeta_{\Omega}} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w_{\Omega} & =0 \\
\mathrm{~d}_{\zeta_{\partial \Omega}} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w_{\partial \Omega} & =0
\end{aligned}
$$

for all $w_{\Omega} \in L^{2}(\Omega)$ and $w_{\partial \Omega} \in L^{2}(\partial \Omega)$, in a strong sense we require that

$$
\begin{cases}-\nabla^{2} v=f+u & \text { in } \Omega \\ v=g & \text { on } \partial \Omega\end{cases}
$$

which is the state equation in (1.10). Note that in this way we have recovered the constraints (1.6).

We only have to derive the adjoint equation now. This is given by setting the Fréchet derivative of $\mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right)$ with respect to $v$ equal to 0 . In order to do so, we take $w \in \mathcal{H}^{1}(\Omega)$ and consider the difference

$$
\begin{aligned}
\mathcal{L}\left(v+w, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right)-\mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right)= & \frac{1}{2}\left(\left\|v+w-v_{d}\right\|_{L^{2}(\Omega)}^{2}-\left\|v-v_{d}\right\|_{L^{2}(\Omega)}^{2}\right) \\
& +\left(-\nabla^{2} w, \zeta_{\Omega}\right)+\int_{\partial \Omega} w \zeta_{\partial \Omega} \mathrm{d} s ;
\end{aligned}
$$

here, we made the choice of $w \in \mathcal{H}^{1}(\Omega)$ to allow the expression $\left(-\nabla^{2} w, \zeta_{\Omega}\right)$ to have a suitable meaning. Proceeding as for the derivative with respect to $u$, we obtain

$$
\left\|v+w-v_{d}\right\|_{L^{2}(\Omega)}^{2}-\left\|v-v_{d}\right\|_{L^{2}(\Omega)}^{2}=\int_{\Omega}|w|^{2} \mathrm{~d} \Omega+2\left(v-v_{d}, w\right) .
$$

If we then write

$$
\mathrm{d}_{v} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w=\left(v-v_{d}, w\right)+\left(-\nabla^{2} w, \zeta_{\Omega}\right)+\int_{\partial \Omega} w \zeta_{\partial \Omega} \mathrm{d} s
$$

we have ${ }^{2}$

$$
\frac{\left|\mathcal{L}\left(v+w, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right)-\mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right)-\mathrm{d}_{v} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w\right|}{\|w\|_{\mathcal{H}^{1}(\Omega)}} \leqslant \frac{1}{2}\|w\|_{\mathcal{H}^{1}(\Omega)},
$$

which tends to 0 as $\|w\|_{\mathcal{H}^{1}(\Omega)} \rightarrow 0$. In addition, $\mathrm{d}_{v} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w$ is bounded,

[^1]and from here we establish that it is the Fréchet derivative of $\mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right)$ with respect to $v$.

Once we have found the expression for $\mathrm{d}_{v} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w$, we have to impose it equal to 0 for all $w \in \mathcal{H}^{1}(\Omega)$; we will impose it by analysing different cases. Before doing so, we revrite

$$
\begin{aligned}
\mathrm{d}_{v} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w= & \left(v-v_{d}, w\right)+\left(-\nabla^{2} w, \zeta_{\Omega}\right)+\int_{\partial \Omega} w \zeta_{\partial \Omega} \mathrm{d} s \\
= & \left(v-v_{d}, w\right)+\left(-\nabla^{2} \zeta_{\Omega}, w\right)-\int_{\partial \Omega} \frac{\partial w}{\partial \vec{n}} \zeta_{\Omega} \mathrm{d} s \\
& +\int_{\partial \Omega} \frac{\partial \zeta_{\Omega}}{\partial \vec{n}} w \mathrm{~d} s+\int_{\partial \Omega} w \zeta_{\partial \Omega} \mathrm{d} s
\end{aligned}
$$

by employing the Divergence Theorem ${ }^{3}$. The previous expression has to be 0 for all $w \in \mathcal{H}^{1}(\Omega)$, in particular for all $w \in C_{0}^{\infty}(\Omega)$ with $\frac{\partial w}{\partial \vec{n}}=0$ on $\partial \Omega$, where $C_{0}^{\infty}(\Omega)$ is the class of infinitely differentiable functions equal to 0 on the boundary $\partial \Omega$. This choice implies that

$$
\mathrm{d}_{v} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w=\left(v-v_{d}-\nabla^{2} \zeta_{\Omega}, w\right)=0,
$$

which, since $w \in C_{0}^{\infty}(\Omega)$ and $C_{0}^{\infty}(\Omega)$ is dense in $L^{2}(\Omega)$, in a strong sense may be rewritten as

$$
v-v_{d}-\nabla^{2} \zeta_{\Omega}=0
$$

If we now choose $w \in C_{0}^{\infty}(\Omega)$ with $w=0$ on $\partial \Omega$ and let $\frac{\partial w}{\partial \vec{n}}$ vary, we can derive that

$$
\mathrm{d}_{v} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w=\int_{\partial \Omega} \frac{\partial w}{\partial \vec{n}} \zeta_{\Omega} \mathrm{d} s=0
$$

has to be satisfied for all such $w$, and therefore we have

$$
\zeta_{\Omega}=0 \quad \text { on } \partial \Omega
$$

Finally, if we choose $w \in C_{0}^{\infty}(\Omega)$ with $\frac{\partial w}{\partial \vec{n}}=0$ on $\partial \Omega$ and let $w$ vary, we have

$$
\mathrm{d}_{v} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}\right) w=\int_{\partial \Omega}\left(\zeta_{\partial \Omega}+\frac{\partial \zeta_{\Omega}}{\partial \vec{n}}\right) w \mathrm{~d} s=0
$$

has to hold for all such $w$, implying that

$$
\zeta_{\partial \Omega}+\frac{\partial \zeta_{\Omega}}{\partial \vec{n}}=0 \quad \text { on } \partial \Omega .
$$

We can now write the adjoint equation in (1.10) as

$$
\begin{cases}-\nabla^{2} \zeta+v=v_{d} & \text { in } \Omega, \\ \zeta=0 & \text { on } \partial \Omega,\end{cases}
$$

[^2]from which is clear that the adjoint variable $\zeta$ has to belong to $\mathcal{H}_{0}^{1}(\Omega)$.
The first-order necessary conditions for the Poisson control problem read as

We now have to discretize these equations. Before doing so, we wish to mention that, although the derivation of the optimality conditions above is the most rigorous one, in general it is not easy to write the Fréchet derivative of the Lagrangian of a PDE-constrained optimization problem, as this requires a strong knowledge of functional analysis and experience in matching the operators; indeed, one has to properly choose the Banach spaces, has to derive the adjoint equation, and has to find the correct space where the adjoint variables exist.

In order to discretize the first-order optimality conditions so derived, we will employ finite elements, and choose the same basis $\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{n_{x}}\right\}$ for the state $v$, the control $u$, and the adjoint $\zeta$. Although in principle one could choose different bases for each variable, it is often preferable to use the same basis for all of them for this example, as this will result in a system of convenient structure for which we can eliminate the control variable a priori. With this choice of the basis, the weak formulation of (1.12) reads as:

Find $v \in V, u \in V_{0}$, and $\zeta \in V_{0}$ such that

$$
\begin{cases}\int_{\Omega} v w \mathrm{~d} \Omega+\int_{\Omega} \nabla \zeta \cdot \nabla w \mathrm{~d} \Omega=\int_{\Omega} v_{d} w \mathrm{~d} \Omega & \text { for all } w \in V_{0}, \\ \int_{\Omega} \beta u w \mathrm{~d} \Omega-\int_{\Omega} \zeta w \mathrm{~d} \Omega=0 & \text { for all } w \in V_{0} \\ \int_{\Omega} \nabla v \cdot \nabla w \mathrm{~d} \Omega-\int_{\Omega} u w \mathrm{~d} \Omega=\int_{\Omega} f w \mathrm{~d} \Omega & \text { for all } w \in V_{0}\end{cases}
$$

If we introduce also the functions $\left\{\phi_{n_{x}+1}, \phi_{n_{x}+2}, \ldots, \phi_{n_{x}+n_{\theta}}\right\}$ for interpolating the function $g$ on $\partial \Omega$, we are looking for approximations

$$
v \approx \sum_{i=1}^{n_{x}} v_{i} \phi_{i}+\sum_{i=n_{x}+1}^{n_{x}+n_{\partial}} v_{i} \phi_{i}, \quad u \approx \sum_{i=1}^{n_{x}} u_{i} \phi_{i}, \quad \zeta \approx \sum_{i=1}^{n_{x}} \zeta_{i} \phi_{i} .
$$

Then, working as in Section 1.2, the discrete version of the weak formulation above is given by

$$
\left\{\begin{array}{l}
M \boldsymbol{v}+K \boldsymbol{\zeta}=\hat{\boldsymbol{v}}_{d} \\
\beta M \boldsymbol{u}-M \boldsymbol{\zeta}=\mathbf{0} \\
K \boldsymbol{v}-M \boldsymbol{u}=\hat{\boldsymbol{f}}
\end{array}\right.
$$

where the vectors $\boldsymbol{v}, \boldsymbol{u}$, and $\boldsymbol{\zeta}$ contain the numerical approximation of $v, u$, and $\zeta$ respectively, with $\hat{\boldsymbol{v}}_{d}$ and $\hat{\boldsymbol{f}}$ suitable discretizations of the desired state $v_{d}$ and
of the force function $f$; note that $\hat{\boldsymbol{v}}_{d}$ and $\hat{\boldsymbol{f}}$ also contain information about the boundary conditions on $v$. The matrix $K$ in the system above is the stiffness matrix derived in Section 1.2, while the matrix $M$ is the so called mass matrix, defined as

$$
M=\left\{m_{i, l}\right\}_{i, l=1}^{n_{x}}, \quad m_{i, l}=\int_{\Omega} \phi_{i} \phi_{l} \mathrm{~d} \Omega
$$

and it is symmetric positive definite.
From the discrete gradient equation $\beta M \boldsymbol{u}-M \boldsymbol{\zeta}=\mathbf{0}$, we can eliminate the control variable, and rewrite the discrete optimality conditions as

$$
\left\{\begin{array}{l}
M \boldsymbol{v}+K \boldsymbol{\zeta}=\hat{\boldsymbol{v}}_{d}  \tag{1.13}\\
K \boldsymbol{v}-\frac{1}{\beta} M \boldsymbol{\zeta}=\hat{\boldsymbol{f}}
\end{array}\right.
$$

For the rest of this thesis, we will be devising numerical methods for the solution of systems with this general structure, that lead to systems that are said to be of saddle-point type. In the following chapter, we will introduce strategies for solving this type of systems, and show numerically how those strategies are efficient and robust.

### 1.3.2 Discretize-Then-Optimize Approach

We are going now to describe the discretize-then-optimize strategy. As opposed to the previous strategy, we are first going to discretize the problem, by projecting it onto a finite-dimensional subspace of the space containing the solutions; the resulting minimization problem will be then analysed as a classical optimization problem in $\mathbb{R}^{n}$, with $n \in \mathbb{N}$ being the dimension of the subspace considered. The first-order optimality conditions will be then derived by making use of classical constrained optimization theory, see for instance [119].

Let consider again the PDE-constrained optimization problem with Dirichlet boundary conditions

$$
\min _{v, u} \quad J(v, u)=\frac{1}{2}\left\|v-v_{d}\right\|_{L^{2}(\Omega)}^{2}+\frac{\beta}{2}\|u\|_{L^{2}(\Omega)}^{2}
$$

subject to

$$
\begin{cases}\mathcal{D} v=f+u & \text { in } \Omega \\ v=g & \text { on } \partial \Omega\end{cases}
$$

The first thing to do with this strategy is discretize the problem. We will do so by employing finite elements.

Let $\left\{\phi_{i}\right\}_{i=1}^{n_{v}}$ and $\left\{\varphi_{i}\right\}_{i=1}^{n_{u}}$ be finite element bases for the spaces containing the state $v$ and the control $u$ respectively. We are looking for approximations of the form

$$
v \approx \sum_{i=1}^{n_{v}} v_{i} \phi_{i}+\sum_{i=n_{v}+1}^{n_{v}+n_{\partial}} v_{i} \phi_{i}, \quad u \approx \sum_{i=1}^{n_{u}} u_{i} \varphi_{i},
$$

with $\left\{\phi_{n_{v}+1}, \phi_{n_{v}+2}, \ldots, \phi_{n_{v}+n_{\partial}}\right\}$ interpolating the function $g$ on $\partial \Omega$. In the first part of this section, we will consider different bases for the state $v$ and the control
$u$, but, as we mentioned for the optimize-then-discretize strategy, it is possible to employ the same finite element bases, and in the second part of this section we will show how this will lead to convenient structure of the discretized system, as we may eliminate the gradient equation a priori.

Using the finite element bases above, we may discretize the PDE as follows:

$$
\mathbf{D}_{v} \boldsymbol{v}=\hat{\boldsymbol{f}}+M_{v, u} \boldsymbol{u}
$$

where $\mathbf{D}_{v}$ is the discretized operator $\mathcal{D}$ in the finite element basis for $v$, and the matrix $M_{v, u} \in \mathbb{R}^{n_{v} \times n_{u}}$ is given by

$$
M_{v, u}=\left\{m_{i, l}^{v, u}\right\}, \quad m_{i, l}^{v, u}=\int_{\Omega} \phi_{i} \varphi_{l} \mathrm{~d} \Omega .
$$

Note also that the vector $\hat{\boldsymbol{f}}$ contains information about the boundary conditions. In addition, if $\boldsymbol{v}_{d}$ is the vector containing a suitable discretization of the desired state $v_{d}$, we can rewrite the discrete cost functional $J_{h}(\boldsymbol{v}, \boldsymbol{u})$ as

$$
J_{h}(\boldsymbol{v}, \boldsymbol{u})=\frac{1}{2}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)^{\top} M_{v}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)+\frac{\beta}{2} \boldsymbol{u}^{\top} M_{u} \boldsymbol{u}
$$

where $M_{v}$ is the mass matrix in the finite element basis for $v$, and $M_{u}$ is the mass matrix in the finite element basis for $u$, that is

$$
\begin{array}{ll}
M_{v}=\left\{m_{i, l}^{v}\right\}_{i, l=1}^{n_{v}}, & m_{i, l}^{v}=\int_{\Omega} \phi_{i} \phi_{l} \mathrm{~d} \Omega, \\
M_{u}=\left\{m_{i, l}^{u}\right\}_{i, l=1}^{n_{u}}, & m_{i, l}^{u}=\int_{\Omega} \varphi_{i} \varphi_{l} \mathrm{~d} \Omega .
\end{array}
$$

Finally, the discretized problem we want to solve reads as

$$
\begin{equation*}
\min _{\boldsymbol{v}, \boldsymbol{u}} J_{h}(\boldsymbol{v}, \boldsymbol{u})=\min _{\boldsymbol{v}, \boldsymbol{u}} \frac{1}{2}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)^{\top} M_{v}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)+\frac{\beta}{2} \boldsymbol{u}^{\top} M_{u} \boldsymbol{u} \tag{1.14}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\mathbf{D}_{v} \boldsymbol{v}=\hat{\boldsymbol{f}}+M_{v, u} \boldsymbol{u} \tag{1.15}
\end{equation*}
$$

In order to write the first-order optimality conditions, we introduce the adjoint variable $\boldsymbol{\zeta}$, and consider the (discrete) Lagrangian

$$
\mathcal{L}_{h}(\boldsymbol{v}, \boldsymbol{u}, \boldsymbol{\zeta})=\frac{1}{2}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)^{\top} M_{v}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)+\frac{\beta}{2} \boldsymbol{u}^{\top} M_{u} \boldsymbol{u}+\boldsymbol{\zeta}^{\top}\left(\mathbf{D}_{v} \boldsymbol{v}-M_{v, u} \boldsymbol{u}-\hat{\boldsymbol{f}}\right) .
$$

Then, a critical point $\left(\boldsymbol{v}^{*}, \boldsymbol{u}^{*}, \boldsymbol{\zeta}^{*}\right)$ of (1.14)-(1.15) has to satisfy the following conditions

$$
\left\{\begin{array}{l}
\frac{\partial \mathcal{L}_{h}}{\partial \boldsymbol{v}}\left(\boldsymbol{v}^{*}, \boldsymbol{u}^{*}, \boldsymbol{\zeta}^{*}\right)=\mathbf{0} \\
\frac{\partial \mathcal{L}_{h}}{\partial \boldsymbol{u}}\left(\boldsymbol{v}^{*}, \boldsymbol{u}^{*}, \boldsymbol{\zeta}^{*}\right)=\mathbf{0} \\
\frac{\partial \mathcal{L}_{h}}{\partial \boldsymbol{\zeta}}\left(\boldsymbol{v}^{*}, \boldsymbol{u}^{*}, \boldsymbol{\zeta}^{*}\right)=\mathbf{0}
\end{array}\right.
$$

The previous conditions can be rewritten in term of a linear system as

$$
\left\{\begin{array}{l}
M_{v} \boldsymbol{v}+\mathbf{D}_{v}^{\top} \boldsymbol{\zeta}=M_{v} \boldsymbol{v}_{d}, \\
\beta M_{u} \boldsymbol{u}-M_{v, u}^{\top} \boldsymbol{\zeta}=\mathbf{0}, \\
\mathbf{D}_{v} \boldsymbol{v}-M_{v, u} \boldsymbol{u}=\hat{\boldsymbol{f}} .
\end{array}\right.
$$

From the previous system, we immediately realize that choosing the same finite element basis for the state $v$ and the control $u$ will allow us to eliminate the gradient equation $\beta M_{u} \boldsymbol{u}-M_{v, u}^{\top} \boldsymbol{\zeta}=\mathbf{0}$, since in this case we have $M_{v, u}=$ $M_{v, u}^{\top}=M_{u}$ (which is square). As for the optimize-then-discretize strategy, we may eliminate the gradient equation only because the control $u$ is applied within the differential operator directly, with no means of another operator $\mathcal{U}$. On the other hand, if one employs different finite element basis for the state $v$ and the control $u$, we have that the matrix $M_{v, u}$ is rectangular. In this case it is preferable to avoid eliminating the gradient equation $\beta M_{u} \boldsymbol{u}-M_{v, u}^{\top} \boldsymbol{\zeta}=\mathbf{0}$ (unless applying the inverse operator of the matrix $M_{u}$ is cheap and feasible), as this would lead to the following system:

$$
\left\{\begin{array}{l}
M_{v} \boldsymbol{v}+\mathbf{D}_{v}^{\top} \boldsymbol{\zeta}=M_{v} \boldsymbol{v}_{d}, \\
\mathbf{D}_{v} \boldsymbol{v}-\frac{1}{\beta} M_{v, u} M_{u}^{-1} M_{v, u}^{\top} \boldsymbol{\zeta}=\hat{\boldsymbol{f}} .
\end{array}\right.
$$

In practice, if we eliminate the gradient equation we would have to work with the matrix $M_{v, u} M_{u}^{-1} M_{v, u}^{\top}$, which is not desirable from the linear algebra point of view.

We will give now an example of the first-order optimality conditions derived from the discretize-then-optimize strategy. We will consider again the Poisson control problem (1.5)-(1.6), and employ the same finite element basis $\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{n_{x}}\right\}$ for both the state $v$ and the control $u$.

The discrete version of (1.5)-(1.6) reads as

$$
\min _{\boldsymbol{v}, \boldsymbol{u}} \frac{1}{2}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)^{\top} M\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)+\frac{\beta}{2} \boldsymbol{u}^{\top} M \boldsymbol{u}
$$

subject to

$$
K \boldsymbol{v}=\hat{\boldsymbol{f}}+M \boldsymbol{u}
$$

where $K$ and $M$ are the stiffness and mass matrices in the chosen finite element bases, respectively, and the vector $\hat{\boldsymbol{f}}$ takes into account the boundary condition on $v$.

By introducing the adjoint variable $\boldsymbol{\zeta}$ and proceeding as above, we derive that a critical point has to satisfy the following conditions:

$$
\left\{\begin{array}{l}
M \boldsymbol{v}+K \boldsymbol{\zeta}=M \boldsymbol{v}_{d}, \\
\beta M \boldsymbol{u}-M \boldsymbol{\zeta}=\mathbf{0}, \\
K \boldsymbol{v}-M \boldsymbol{u}=\hat{\boldsymbol{f}},
\end{array}\right.
$$

where we have used the symmetry of $K$ and $M$. Equivalently, since we can eliminate the gradient equation a priori, a solution of (1.5)-(1.6) has to satisfy the system

$$
\left\{\begin{array}{l}
M \boldsymbol{v}+K \boldsymbol{\zeta}=M \boldsymbol{v}_{d} \\
K \boldsymbol{v}-\frac{1}{\beta} M \boldsymbol{\zeta}=\hat{\boldsymbol{f}}
\end{array}\right.
$$

It is interesting to note the similarities between the previous system derived by a discretize-then-optimize strategy with the system (1.13) derived employing an optimize-then-discretize strategy. Despite the fact that the two strategies give the same results for Poisson control, one should not jump to the conclusion that this is always true. In fact, in the following chapters we will have to make a choice between the two strategies described so far.

Either by applying an optimize-then-discretize strategy or a discretize-thenoptimize approach, in order to find a numerical solution of the PDE-constrained optimization problem under examination we have to solve a (very large) linear system. The following chapter will be devoted to present the numerical methods employed in the rest of this thesis to obtain a numerical solution of the problems we will be tackling. As an example, we will present an optimal solver for the Poisson control problem, and will show how methods of this type are important for the problems under examination.

### 1.4 State and/or Control Constrained Problems

We would like to spend some time discussing the resolution of distributed PDEconstrained optimization problems with additional algebraic bounds on the state and/or the control variables. In this case, the problem formulation is given by (1.2)-(1.4); we suppose that $\boldsymbol{v}_{\text {min }}<\boldsymbol{v}_{\text {max }}$ and $\boldsymbol{u}_{\text {min }}<\boldsymbol{u}_{\text {max }}$. The additional bound constraints make the problem more difficult to solve than the "unconstrained" problem, as we need to run a non-linear process in order to obtain an approximate solution, even if the PDE constraints are linear. In addition, the solutions may have some regularity issue, as we specify in the following. In order to simplify the exposition, we limit ourself to the case of the discretize-then-optimize strategy. Here and below, we employ the same notation as in Section 1.3.2.

Let us suppose we want to solve the problem (1.2)-(1.4). Adopting the same finite element bases as in Section 1.3.2, the discrete version of the problem under examination is given by

$$
\begin{equation*}
\min _{\boldsymbol{v}, \boldsymbol{u}} J_{h}(\boldsymbol{v}, \boldsymbol{u})=\frac{1}{2}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)^{\top} M_{v}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)+\frac{\beta}{2} \boldsymbol{u}^{\top} M_{u} \boldsymbol{u} \tag{1.16}
\end{equation*}
$$

subject to

$$
\left\{\begin{array}{l}
\mathbf{D}_{v} \boldsymbol{v}=\hat{\boldsymbol{f}}+M_{v, u} \boldsymbol{u}  \tag{1.17}\\
\boldsymbol{v}_{\min } \leqslant \boldsymbol{v} \leqslant \boldsymbol{v}_{\max } \\
\boldsymbol{u}_{\min } \leqslant \boldsymbol{u} \leqslant \boldsymbol{u}_{\max }
\end{array}\right.
$$

where the relation $\leqslant$ has to be satisfied componentwise, with $\boldsymbol{v}_{\min }, \boldsymbol{v}_{\text {max }}, \boldsymbol{u}_{\text {min }}$,
and $\boldsymbol{u}_{\text {max }}$ being the vectors containing the numerical approximations of $v_{\text {min }}, v_{\text {max }}$, $u_{\text {min }}$, and $u_{\text {max }}$ respectively. Note that (1.16)-(1.17) is a quadratic programming (QP) problem.

We can now derive the first-order optimality conditions for this case by introducing the adjoint variable $\boldsymbol{\zeta}$ and the Lagrange multipliers

$$
\boldsymbol{\lambda}=\left(\boldsymbol{\lambda}_{v, \text { min }}, \boldsymbol{\lambda}_{v, \max }, \boldsymbol{\lambda}_{u, \min }, \boldsymbol{\lambda}_{u, \max }\right) .
$$

By employing a Lagrangian technique as above, the KKT conditions read as [119, Section 12.3]

$$
\left\{\begin{array}{l}
M_{v} \boldsymbol{v}+\mathbf{D}_{v}^{\top} \boldsymbol{\zeta}-\boldsymbol{\lambda}_{v, \min }+\boldsymbol{\lambda}_{v, \max }=M_{v} \boldsymbol{v}_{d},  \tag{1.18}\\
\beta M_{u} \boldsymbol{u}-M_{v, u}^{\top} \boldsymbol{\zeta}-\boldsymbol{\lambda}_{u, \min }+\boldsymbol{\lambda}_{u, \max }=\mathbf{0}, \\
\mathbf{D}_{v} \boldsymbol{v}-M_{v, u} \boldsymbol{u}=\hat{\boldsymbol{f}}, \\
\boldsymbol{v}_{\min } \leqslant \boldsymbol{v} \leqslant \boldsymbol{v}_{\max }, \quad \boldsymbol{u}_{\min } \leqslant \boldsymbol{u} \leqslant \boldsymbol{u}_{\max }, \\
\boldsymbol{\lambda}_{v, \min } \geqslant \mathbf{0}, \quad \boldsymbol{\lambda}_{v, \max } \geqslant \mathbf{0}, \\
\boldsymbol{\lambda}_{u, \min } \geqslant \mathbf{0}, \quad \boldsymbol{\lambda}_{u, \max } \geqslant \mathbf{0}, \\
\boldsymbol{\lambda}_{v, \min }^{\top}\left(\boldsymbol{v}-\boldsymbol{v}_{\min }\right)=0, \quad \boldsymbol{\lambda}_{v, \max }^{\top}\left(\boldsymbol{v}_{\max }-\boldsymbol{v}\right)=0 \\
\boldsymbol{\lambda}_{u, \min }^{\top}\left(\boldsymbol{u}-\boldsymbol{u}_{\min }\right)=0, \quad \boldsymbol{\lambda}_{u, \max }^{\top}\left(\boldsymbol{u}_{\max }-\boldsymbol{u}\right)=0 .
\end{array}\right.
$$

From the previous conditions, it is clear that the inequality constraints on the state and the control variables (with the consequential introduction of the Lagrange multipliers) make the problem more difficult to solve, as the state, the gradient, and the adjoint equations have to take into account the influence of the Lagrange multipliers $\boldsymbol{\lambda}$. In addition, a critical point $\left(\boldsymbol{v}^{*}, \boldsymbol{u}^{*}, \boldsymbol{\zeta}^{*}, \boldsymbol{\lambda}^{*}\right)$ for the discrete minimization problem (1.16)-(1.17) has to satisfy the dual feasibility conditions

$$
\begin{equation*}
\boldsymbol{\lambda}_{v, \text { min }} \geqslant \mathbf{0}, \quad \boldsymbol{\lambda}_{v, \text { max }} \geqslant \mathbf{0}, \quad \boldsymbol{\lambda}_{u, \min } \geqslant \mathbf{0}, \quad \boldsymbol{\lambda}_{u, \max } \geqslant \mathbf{0} \tag{1.19}
\end{equation*}
$$

and the complementarity conditions

$$
\begin{array}{ll}
\boldsymbol{\lambda}_{v, \text { min }}^{\top}\left(\boldsymbol{v}-\boldsymbol{v}_{\text {min }}\right)=0, & \boldsymbol{\lambda}_{v, \text { max }}^{\top}\left(\boldsymbol{v}_{\text {max }}-\boldsymbol{v}\right)=0  \tag{1.20}\\
\boldsymbol{\lambda}_{u, \text { min }}^{\top}\left(\boldsymbol{u}-\boldsymbol{u}_{\text {min }}\right)=0, & \boldsymbol{\lambda}_{u, \text { max }}^{\top}\left(\boldsymbol{u}_{\text {max }}-\boldsymbol{u}\right)=0
\end{array}
$$

Note that, since each component of the vectors above is non-negative for the bounds on each variable, the previous conditions are equivalent to

$$
\begin{array}{ll}
\left(\boldsymbol{\lambda}_{v, \text { min }}\right)_{i}\left(\boldsymbol{v}-\boldsymbol{v}_{\text {min }}\right)_{i}=0, & \left(\boldsymbol{\lambda}_{v, \text { max }}\right)_{i}\left(\boldsymbol{v}_{\text {max }}-\boldsymbol{v}\right)_{i}=0, \\
\left(\boldsymbol{\lambda}_{u, \text { min }}\right)_{i}\left(\boldsymbol{u}-\boldsymbol{u}_{\text {min }}\right)_{i}=0, & \left(\boldsymbol{\lambda}_{u, \text { max }}\right)_{i}\left(\boldsymbol{u}_{\text {max }}-\boldsymbol{u}\right)_{i}=0 .
\end{array}
$$

Due to their non-linearity, the latter complementarity conditions represent the hardest part to be satisfied in the KKT conditions (1.18). In the literature, various numerical techniques have been devised in order to solve problems of the form (1.18). Below, we will briefly introduce the most widely used methods for PDE-constrained optimization problems, while referring to [119] for a detailed description of the techniques below as well as other methods for solving convex
optimization problems.

### 1.4.1 Active Set Method

We start by introducing the active set method for convex quadratic programming. For an overview on this method, see [119, Section 16.5].

Within an active set method for convex QP, the constraints are split into two disjoint sets: the constraints that belong to the active set $\mathcal{I}_{\text {act }}$, and the constraints that belong to the inactive set $\mathcal{I}_{\text {inact }}$. The active set is defined as the set of the indices of the constraints that are satisfied as equality at the current approximation of the solution; note that the indices of the equality constraints are always contained in the active set. On the other hand, the inactive set is defined as the complement of the active set in the set of all indices.

The knowledge of the active set $\mathcal{I}_{\text {act }}^{*}$ at the solution of an optimization problem is of great importance; for instance, in linear programming, one can recover the optimal point by knowing the active set at the solution, as one needs to solve the equality constraints only for the indices in this set. From here, the idea behind an active set method is easy to explain: a method of this type tries to construct the active set $\mathcal{I}_{\text {act }}^{*}$ at the solution of a minimization problem of the type (1.16)(1.17) starting from an approximation $\widetilde{\mathcal{I}}_{\text {act }}$. Specifically, given the active set $\widetilde{\mathcal{I}}_{\text {act }}$, the method decides which constraints have to be active and which ones have to be inactive by looking at the dual feasibility conditions (1.19): any constraints related to a Lagrange multiplier that is negative become inactive at the next iteration of the method, and is removed from the active set.

Once the update of the active set is defined, the algorithm is quite straightforward to write: given an approximation $\widetilde{\mathcal{I}}_{\text {act }}$ of the active set at the optimal point, the method solves a quadratic subproblem of (1.16)-(1.17), in which only the constraints with indices in the active set $\widetilde{\mathcal{I}}_{\text {act }}$ are considered; then, the method construct the active set for the next iteration. This process is repeated until some stopping criterion is satisfied.

In order to present the algorithm for (1.16)-(1.17), we decompose the active set $\widetilde{\mathcal{I}}_{\text {act }}$ as

$$
\widetilde{\mathcal{I}}_{\text {act }}=\widetilde{\mathcal{I}}_{\text {act }}^{v,-} \cup \widetilde{\mathcal{I}}_{\text {act }}^{v,+} \cup \widetilde{\mathcal{I}}_{\text {act }}^{u,-} \cup \widetilde{\mathcal{I}}_{\text {act }}^{u,+},
$$

where $\widetilde{\mathcal{I}}_{\text {act }}^{v,-}, \widetilde{\mathcal{I}}_{\text {act }}^{v,+}, \widetilde{\mathcal{I}}_{\text {act }}^{u,-}$, and $\widetilde{\mathcal{I}}_{\text {act }}^{u,+}$ are the indices of the constraints for which $\boldsymbol{v}=\boldsymbol{v}_{\min }, \boldsymbol{v}=\boldsymbol{v}_{\max }, \boldsymbol{u}=\boldsymbol{u}_{\min }$, and $\boldsymbol{u}=\boldsymbol{u}_{\text {max }}$ respectively. In addition, we denote with $\widetilde{\mathcal{I}}_{\text {inact }}$ the current inactive set, which is decomposed as

$$
\widetilde{\mathcal{I}}_{\text {inact }}=\widetilde{\mathcal{I}}_{\text {inact }}^{v,-} \cup \widetilde{\mathcal{I}}_{\text {inact }}^{v,+} \cup \widetilde{\mathcal{I}}_{\text {inact }}^{u,-} \cup \widetilde{\mathcal{I}}_{\text {inact }}^{u,+},
$$

where $\widetilde{\mathcal{I}}_{\text {inact }}^{v,-}, \widetilde{\mathcal{I}}_{\text {inact }}^{v,+}, \widetilde{\mathcal{I}}_{\text {inact }}^{u,-}$, and $\widetilde{\mathcal{I}}_{\text {inact }}^{u,+}$ are the indices of the constraints for which $\boldsymbol{v} \neq$ $\boldsymbol{v}_{\text {min }}, \boldsymbol{v} \neq \boldsymbol{v}_{\text {max }}, \boldsymbol{u} \neq \boldsymbol{u}_{\text {min }}$, and $\boldsymbol{u} \neq \boldsymbol{u}_{\text {max }}$ respectively. Then, it is straightforward to see that the KKT conditions of the quadratic subproblem that are solved at
each iteration are

$$
\left\{\begin{array}{l}
M_{v} \boldsymbol{v}^{(k)}+\mathbf{D}_{v}^{\top} \boldsymbol{\zeta}^{(k)}-\boldsymbol{\lambda}_{v, \text { min }}^{(k)}+\boldsymbol{\lambda}_{v, \text { max }}^{(k)}=M_{v} \boldsymbol{v}_{d}  \tag{1.21}\\
\beta M_{u} \boldsymbol{u}^{(k)}-M_{v, u}^{\top} \boldsymbol{\zeta}^{(k)}-\boldsymbol{\lambda}_{u, \text { min }}^{(k)}+\boldsymbol{\lambda}_{u, \max }^{(k)}=\mathbf{0} \\
\mathbf{D}_{v} \boldsymbol{v}^{(k)}-M_{v, u} \boldsymbol{u}^{(k)}=\hat{\boldsymbol{f}},
\end{array}\right.
$$

with the $i$-th components of $\boldsymbol{v}^{(k)}, \boldsymbol{u}^{(k)}, \boldsymbol{\lambda}_{v, \text { min }}^{(k)}, \boldsymbol{\lambda}_{v, \text { max }}^{(k)}, \boldsymbol{\lambda}_{u, \text { min }}^{(k)}$, and $\boldsymbol{\lambda}_{u, \text { max }}^{(k)}$ given by

$$
\begin{array}{llll}
\left(\boldsymbol{v}^{(k)}\right)_{i}=\left(\boldsymbol{v}_{\text {min }}\right)_{i} & \text { for } i \in \widetilde{\mathcal{I}}_{\text {act }}^{v,-}, & \left(\boldsymbol{v}^{(k)}\right)_{i}=\left(\boldsymbol{v}_{\text {max }}\right)_{i} & \text { for } i \in \widetilde{\mathcal{I}}_{\text {act }}^{v,+}, \\
\left(\boldsymbol{u}^{(k)}\right)_{i}=\left(\boldsymbol{u}_{\text {min }}\right)_{i} & \text { for } i \in \widetilde{\mathcal{I}}_{\text {act }}^{u,-}, & \left(\boldsymbol{u}^{(k)}\right)_{i}=\left(\boldsymbol{u}_{\max }\right)_{i} & \text { for } i \in \widetilde{\mathcal{I}}_{\text {act }}^{u,+},  \tag{1.22}\\
\left(\boldsymbol{\lambda}_{v, \text { min }}^{(k)}\right)_{i}=0 & \text { for } i \in \widetilde{\mathcal{I}}_{\text {inact }}^{v,-}, & \left(\boldsymbol{\lambda}_{v, \text { max }}^{(k)}\right)_{i}=0 & \text { for } i \in \widetilde{\mathcal{I}}_{\text {inact }}^{v,+}, \\
\left(\boldsymbol{\lambda}_{u, \text { min }}^{(k)}\right)_{i}=0 & \text { for } i \in \widetilde{\mathcal{I}} \text { inact }_{u,-}, & \left(\boldsymbol{\lambda}_{u, \text { max }}^{(k)}\right)_{i}=0 & \text { for } i \in \widetilde{\mathcal{I}}_{\text {inact }}^{u,+} .
\end{array}
$$

Once the solutions $\boldsymbol{v}^{(k)}, \boldsymbol{\zeta}^{(k)}, \boldsymbol{u}^{(k)}, \boldsymbol{\lambda}_{v, \text { min }}^{(k)}, \boldsymbol{\lambda}_{v, \text { max }}^{(k)}, \boldsymbol{\lambda}_{u, \text { min }}^{(k)}$, and $\boldsymbol{\lambda}_{u, \text { max }}^{(k)}$ of (1.21)(1.22) are obtained, the algorithm checks that the Lagrange multipliers are all non-negative. If one of the Lagrange multipliers is negative, the method evaluate the new active set at the current solution. It is worth noting that, if one of the Lagrange multiplier related to a lower bound is non-zero, then the Lagrange multiplier related to the corresponding upper bound is zero, and the other way around. This can be understood from the complementarity conditions (1.20). Suppose in fact that $\left(\boldsymbol{\lambda}_{v, \min }\right)_{i}$ is non-zero, for some $i$, for instance; then, in order for the complementarity conditions (1.20) to be satisfied it has to hold that $\left(\boldsymbol{v}-\boldsymbol{v}_{\text {min }}\right)_{i}=0$, and consequently $\left(\boldsymbol{\lambda}_{v, \text { max }}\right)_{i}=0$ for $\left(\boldsymbol{v}_{\text {max }}-\boldsymbol{v}_{\text {min }}\right)_{i} \neq 0$. From here, we can introduce the Lagrange multipliers $\boldsymbol{\lambda}_{v}$ and $\boldsymbol{\lambda}_{u}$, one for each of the corresponding variable, as follows:

$$
\begin{equation*}
\boldsymbol{\lambda}_{v}=\boldsymbol{\lambda}_{v, \text { max }}-\boldsymbol{\lambda}_{v, \min }, \quad \boldsymbol{\lambda}_{u}=\boldsymbol{\lambda}_{u, \max }-\boldsymbol{\lambda}_{u, \min } . \tag{1.23}
\end{equation*}
$$

Then, we can rewrite the first two equations in (1.21) as follows:

$$
\left\{\begin{array}{c}
M_{v} \boldsymbol{v}^{(k)}+\mathbf{D}_{v}^{\top} \boldsymbol{\zeta}^{(k)}+\boldsymbol{\lambda}_{v}^{(k)}=M_{v} \boldsymbol{v}_{d}, \\
\beta M_{u} \boldsymbol{u}^{(k)}-M_{v, u}^{\top} \boldsymbol{\zeta}^{(k)}+\boldsymbol{\lambda}_{u}^{(k)}=\mathbf{0} .
\end{array}\right.
$$

The active sets are then updated by looking at which constraints are active and then looking at the the sign of the corresponding Lagrange multipliers $\left(\boldsymbol{\lambda}_{v}^{(k)}\right)_{i}$ and $\left(\boldsymbol{\lambda}_{u}^{(k)}\right)_{i}$. This process is repeated until the current active sets are invariant (that is they remain the same between two iterations). The pseudocode of the algorithm for the active set method is given in Algorithm 1.

Although active set methods have proven to be efficient when solving QP problems, when dealing with optimal control of PDEs with additional constraints on the state and/or the control variables those methods have some drawbacks. Specifically, when solving a state-constrained optimal control problem, one can derive from the optimize-then-discretize strategy that the Lagrange multiplier corresponding to the bounds on the state is only a Borel measure (see, for instance, [29]). Below, we are going to introduce a strategy in order to overcome this issue.

```
Algorithm 1 Active Set Method for Convex QP
    Choose \(\boldsymbol{v}^{(0)}, \boldsymbol{u}^{(0)}\)
    Find the active set \(\widetilde{\mathcal{I}}_{\text {act }}^{(0)}\) at \(\boldsymbol{v}^{(0)}, \boldsymbol{u}^{(0)}\)
    for \(k=1\) until convergence, do
        Solve (1.21)-(1.22) for \(\boldsymbol{v}^{(k)}, \boldsymbol{\zeta}^{(k)}, \boldsymbol{u}^{(k)}, \boldsymbol{\lambda}_{v}^{(k)}\), and \(\boldsymbol{\lambda}_{u}^{(k)}\)
        Update the active set \(\widetilde{\mathcal{I}}_{\text {act }}^{(k)}\)
        Test for convergence: if \(\widetilde{\mathcal{I}}_{\text {act }}^{(k)}=\widetilde{\mathcal{I}}_{\text {act }}^{(k-1)}\), then stop
    end for
```


### 1.4.2 Primal-Dual Active Set Method with a MoreauYosida Regularization

As we mentioned above, when solving state-constrained optimal control problems, the Lagrange multiplier arising from the optimize-then-discretize strategy is only a Borel measure. Consequently, optimization algorithms have to be adapted in order to deal with those problems. In particular, regularization techniques have been employed in order to overcome the regularity issue of the Lagrange multiplier. In this section, we introduce a primal-dual active set method for solving PDE-constrained optimization problems with additional constraints on the state and/or the control variables. Here, we follow the discussion in [81].

Primal-dual active set method are usually employed in conjunction with a Moreau-Yosida regularization. The latter allows one to impose the inequality constraints as a nondifferentiable convex function. This function is then employed as a measure to derive the active set at the current iteration.

Suppose we want to solve a problem of the type (1.16)-(1.17). Then, given a constant $c>0$, the inequality constraints

$$
\boldsymbol{v}_{\min } \leqslant \boldsymbol{v} \leqslant \boldsymbol{v}_{\max }, \quad \boldsymbol{u}_{\min } \leqslant \boldsymbol{u} \leqslant \boldsymbol{u}_{\max },
$$

can be equivalently expressed as

$$
\begin{aligned}
& \boldsymbol{\lambda}_{v}=\max \left(\mathbf{0}, \boldsymbol{\lambda}_{v}+c\left(\boldsymbol{v}-\boldsymbol{v}_{\text {max }}\right)\right)+\min \left(\mathbf{0}, \boldsymbol{\lambda}_{v}+c\left(\boldsymbol{v}-\boldsymbol{v}_{\text {min }}\right)\right), \\
& \boldsymbol{\lambda}_{u}=\max \left(\mathbf{0}, \boldsymbol{\lambda}_{u}+c\left(\boldsymbol{u}-\boldsymbol{u}_{\text {max }}\right)\right)+\min \left(\mathbf{0}, \boldsymbol{\lambda}_{u}+c\left(\boldsymbol{u}-\boldsymbol{u}_{\text {min }}\right)\right),
\end{aligned}
$$

where the Lagrange multipliers $\boldsymbol{\lambda}_{v}$ and $\boldsymbol{\lambda}_{u}$ are defined as in (1.23), with the $\max$ and the min operator considered componentwise. The conditions above can be derived by employing Moreau-Yosida approximations to nonsmooth convex functions, see [89]. In addition, they can be employed for devising the primaldual active set method. In fact, we can define the following active sets:

$$
\begin{align*}
& \widetilde{\mathcal{I}}_{\text {act }}^{v,-}=\left\{i \mid\left(\boldsymbol{\lambda}_{v}^{(k)}+c\left(\boldsymbol{v}^{(k)}-\boldsymbol{v}_{\min }\right)\right)_{i}<0\right\}, \\
& \widetilde{\mathcal{I}}_{\text {act }}^{v,+}=\left\{i \mid\left(\boldsymbol{\lambda}_{v}^{(k)}+c\left(\boldsymbol{v}^{(k)}-\boldsymbol{v}_{\max }\right)\right)_{i}>0\right\}, \\
& \widetilde{\mathcal{I}}_{\text {act }}^{u,-}=\left\{i \mid\left(\boldsymbol{\lambda}_{u}^{(k)}+c\left(\boldsymbol{u}^{(k)}-\boldsymbol{u}_{\min }\right)\right)_{i}<0\right\},  \tag{1.24}\\
& \widetilde{\mathcal{I}}_{\text {act }}^{u,+}=\left\{i \mid\left(\boldsymbol{\lambda}_{u}^{(k)}+c\left(\boldsymbol{u}^{(k)}-\boldsymbol{u}_{\max }\right)\right)_{i}>0\right\},
\end{align*}
$$

and at each iteration solve (1.21)-(1.22) with this definition of active sets. Then, the new active sets are constructed through (1.24). Finally, this process is repeated until the current active sets are invariant. A pseudocode of the primal-dual active set method so described is given in Algorithm 2.

```
Algorithm 2 Primal-Dual Active Set Method for PDE-Constrained Optimiza-
tion Problems
    Choose \(\boldsymbol{v}^{(0)}, \boldsymbol{u}^{(0)}\)
    Find the active set \(\widetilde{\mathcal{I}}_{\text {act }}^{(0)}\) at \(\boldsymbol{v}^{(0)}, \boldsymbol{u}^{(0)}\) through (1.24)
    for \(k=1\) until convergence, do
        Solve (1.21)-(1.22) for \(\boldsymbol{v}^{(k)}, \boldsymbol{\zeta}^{(k)}, \boldsymbol{u}^{(k)}, \boldsymbol{\lambda}_{v}^{(k)}\), and \(\boldsymbol{\lambda}_{u}^{(k)}\)
        Update the active set \(\widetilde{\mathcal{I}}_{\text {act }}^{(k)}\) through (1.24)
        Test for convergence: if \(\widetilde{\mathcal{I}}_{\text {act }}^{(k)}=\widetilde{\mathcal{I}}_{\text {act }}^{(k-1)}\), then stop
    end for
```

The primal-dual active set method described so far has been derived in [81] for the discretize-then-optimize strategy only when (upper) bounds on the control variable are imposed. In this case, the method has been proved to be convergent, and in addition it has been proved to be equivalent to a semismooth Newton method.

Although we followed a discretize-then-optimize strategy, the primal-dual active set method arises naturally from an optimize-then-discretize approach with a Moreau-Yosida regularization technique, see [19, 45, 81]. Also in this case, the primal-dual active set method can be considered as a semismooth Newton method, see [81, 90].

### 1.4.3 Primal-Dual Interior Point Methods

In this section, we introduce interior point methods (IPMs) for solving QP problems of the type (1.16)-(1.17). For an overview of interior point methods for convex QP, see [119, Section 16.6]. For a survey on interior point methods, we recommend [65].

As we mentioned above, the most difficult part of the KKT conditions (1.18) to be solved are the complementarity conditions (1.20). Active set methods try to solve those conditions by dividing the set of the indices into active and inactive sets, and then forcing either the Lagrange multiplier to be zero or the corresponding inequality constraint to be satisfied with equality.

Here, we are going to present a different approach for obtaining a solution of (1.18): the complementarity conditions (1.20) are not imposed to be zero, but rather we solve some perturbed conditions. Interior point methods impose those perturbed conditions by replacing the inequality constraints with a logarithmic barrier penalty function, then deriving the first-order optimality conditions of the resulting problem. Due to their non-linearity, the KKT conditions so obtained are then solved by a Newton method, and the new approximation of the critical point is updated in such a way that it is not "too far away" from the central path.

Let consider the QP given in (1.16)-(1.17). Given the barrier term $\varepsilon>0$, we can introduce a logarithmic barrier penalty function for each inequality constraint
in the problem, and consider the Lagrangian

$$
\begin{aligned}
\mathcal{L}_{h}^{\mathrm{IPM}}(\boldsymbol{v}, \boldsymbol{u}, \boldsymbol{\zeta})= & \frac{1}{2}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)^{\top} M_{v}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)+\frac{\beta}{2} \boldsymbol{u}^{\top} M_{u} \boldsymbol{u}+\boldsymbol{\zeta}^{\top}\left(\mathbf{D}_{v} \boldsymbol{v}-M_{v, u} \boldsymbol{u}-\hat{\boldsymbol{f}}\right) \\
& -\varepsilon \sum_{i} \log \left(\boldsymbol{v}-\boldsymbol{v}_{\min }\right)_{i}-\varepsilon \sum_{i} \log \left(\boldsymbol{v}_{\max }-\boldsymbol{v}\right)_{i} \\
& -\varepsilon \sum_{i} \log \left(\boldsymbol{u}-\boldsymbol{u}_{\min }\right)_{i}-\varepsilon \sum_{i} \log \left(\boldsymbol{u}_{\max }-\boldsymbol{u}\right)_{i} .
\end{aligned}
$$

If we set

$$
\begin{aligned}
\left(\boldsymbol{z}_{v, \text { min }}\right)_{i} & =\varepsilon /\left(\boldsymbol{v}-\boldsymbol{v}_{\text {min }}\right)_{i}, & & \left(\boldsymbol{z}_{v, \text { max }}\right)_{i}=\varepsilon /\left(\boldsymbol{v}_{\text {max }}-\boldsymbol{v}\right)_{i}, \\
\left(\boldsymbol{z}_{u, \min }\right)_{i} & =\varepsilon /\left(\boldsymbol{u}-\boldsymbol{u}_{\text {min }}\right)_{i}, & & \left(\boldsymbol{z}_{u, \max }\right)_{i}=\varepsilon /\left(\boldsymbol{u}_{\text {max }}-\boldsymbol{u}\right)_{i},
\end{aligned}
$$

then, the first-order optimality conditions read as

$$
\left\{\begin{array}{l}
M_{v} \boldsymbol{v}-M_{v} \boldsymbol{v}_{d}+\mathbf{D}_{v}^{\top} \boldsymbol{\zeta}-\boldsymbol{z}_{v, \min }+\boldsymbol{z}_{v, \text { max }}=\mathbf{0},  \tag{1.25}\\
\beta M_{u} \boldsymbol{u}-M_{v, u}^{\top} \boldsymbol{\zeta}-\boldsymbol{z}_{u, \min }+\boldsymbol{z}_{u, \max }=\mathbf{0}, \\
\mathbf{D}_{v} \boldsymbol{v}-M_{v, u} \boldsymbol{u}-\hat{\boldsymbol{f}}=\mathbf{0}, \\
\boldsymbol{V}_{\min } \boldsymbol{Z}_{v, \min } \mathbf{1}_{v}=\varepsilon \mathbf{1}_{v}, \quad \boldsymbol{V}_{\max } \boldsymbol{Z}_{v, \max } \mathbf{1}_{v}=\varepsilon \mathbf{1}_{v}, \\
\boldsymbol{U}_{\min } \boldsymbol{Z}_{u, \min } \mathbf{1}_{u}=\varepsilon \mathbf{1}_{u}, \quad \boldsymbol{U}_{\max } \boldsymbol{Z}_{u, \max } \mathbf{1}_{u}=\varepsilon \mathbf{1}_{u}, \\
\boldsymbol{v}_{\min } \leqslant \boldsymbol{v} \leqslant \boldsymbol{v}_{\max }, \\
\boldsymbol{z}_{v, \min } \geqslant \mathbf{0}, \\
\boldsymbol{u}_{\min } \leqslant \boldsymbol{u} \leqslant \boldsymbol{u}_{\max }, \\
\boldsymbol{z}_{u, \min } \geqslant \mathbf{0},
\end{array} \quad \boldsymbol{z}_{v, \max } \geqslant \mathbf{0}, \quad \boldsymbol{z}_{u, \max } \geqslant \mathbf{0}, \quad .\right.
$$

where $\mathbf{1}_{v}$ and $\mathbf{1}_{u}$ are the vectors of the same size as $\boldsymbol{v}$ and $\boldsymbol{u}$, respectively, with all entries equal to one. Here, $\boldsymbol{V}_{\min }, \boldsymbol{V}_{\max }, \boldsymbol{U}_{\mathrm{min}}$, and $\boldsymbol{U}_{\text {max }}$ are the diagonal matrices containing the entries of $\boldsymbol{v}-\boldsymbol{v}_{\min }, \boldsymbol{v}_{\text {max }}-\boldsymbol{v}, \boldsymbol{u}-\boldsymbol{u}_{\text {min }}$, and $\boldsymbol{u}_{\max }-\boldsymbol{u}$, respectively, while $\boldsymbol{Z}_{v, \text { min }}, \boldsymbol{Z}_{v, \text { max }}, \boldsymbol{Z}_{u, \text { min }}$, and $\boldsymbol{Z}_{u, \text { max }}$ are the diagonal matrices containing the entries of $\boldsymbol{z}_{v, \text { min }}, \boldsymbol{z}_{v, \text { max }}, \boldsymbol{z}_{u, \text { min }}$, and $\boldsymbol{z}_{u, \text { max }}$, respectively.

From (1.25), we can see that an interior point method does not solve the complementarity conditions (1.20) exactly, but rather the following perturbations:

$$
\begin{align*}
\left(\boldsymbol{z}_{v, \text { min }}\right)_{i}\left(\boldsymbol{v}-\boldsymbol{v}_{\text {min }}\right)_{i}=\varepsilon, & \left(\boldsymbol{z}_{v, \max }\right)_{i}\left(\boldsymbol{v}_{\max }-\boldsymbol{v}\right)_{i}=\varepsilon,  \tag{1.26}\\
\left(\boldsymbol{z}_{u, \min }\right)_{i}\left(\boldsymbol{u}-\boldsymbol{u}_{\text {min }}\right)_{i}=\varepsilon, & \left(\boldsymbol{z}_{u, \max }\right)_{i}\left(\boldsymbol{u}_{\text {max }}-\boldsymbol{u}\right)_{i}=\varepsilon .
\end{align*}
$$

The complementarity conditions above are (clearly, although mildly) non-linear. For this reason, in order to find a solution of (1.25), IPMs employ a Newton method: starting from approximations $\boldsymbol{v}^{(k)}, \boldsymbol{u}^{(k)}, \boldsymbol{\zeta}^{(k)}, \boldsymbol{z}_{v, \text { min }}^{(k)}, \boldsymbol{z}_{v, \text { max }}^{(k)}, \boldsymbol{z}_{u, \text { min }}^{(k)}$, and $\boldsymbol{z}_{u, \text { max }}^{(k)}$ of the solutions $\boldsymbol{v}, \boldsymbol{u}, \boldsymbol{\zeta}, \boldsymbol{z}_{v, \text { min }}, \boldsymbol{z}_{v, \text { max }}, \boldsymbol{z}_{u, \text { min }}$, and $\boldsymbol{z}_{u, \text { max }}$, respectively, IPMs move in the Newton direction $\left(\boldsymbol{\delta} \boldsymbol{v}^{(k)}, \boldsymbol{\delta} \boldsymbol{u}^{(k)}, \boldsymbol{\delta} \boldsymbol{\zeta}^{(k)}, \boldsymbol{\delta} \boldsymbol{z}_{v, \text { min }}^{(k)}, \boldsymbol{\delta} \boldsymbol{z}_{v, \text { max }}^{(k)}, \boldsymbol{\delta} \boldsymbol{z}_{u, \text { min }}^{(k)}, \boldsymbol{\delta} \boldsymbol{z}_{u, \text { max }}^{(k)}\right)$ up to a point that satisfies the inequality constraints in (1.25). The Newton
direction is determined by the solution of the following Newton system

$$
\left[\begin{array}{ccccccc}
M_{v} & 0 & \mathbf{D}_{v}^{\top} & -I_{v} & I_{v} & 0 & 0 \\
0 & \beta M_{u} & -M_{v, u}^{\top} & 0 & 0 & -I_{u} & I_{u} \\
\mathbf{D}_{v} & -M_{v, u} & 0 & 0 & 0 & 0 & 0 \\
\boldsymbol{Z}_{v, \text { min }}^{(k)} & 0 & 0 & \boldsymbol{V}_{\min }^{(k)} & 0 & 0 & 0 \\
-\boldsymbol{Z}_{v, \text { max }}^{(k)} & 0 & 0 & 0 & \boldsymbol{V}_{\max }^{(k)} & 0 & 0 \\
0 & \boldsymbol{Z}_{u, \min }^{(k)} & 0 & 0 & 0 & \boldsymbol{U}_{\min }^{(k)} & 0 \\
0 & -\boldsymbol{Z}_{u, \max }^{(k)} & 0 & 0 & 0 & 0 & \boldsymbol{U}_{\max }^{(k)}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{\delta} \boldsymbol{v}^{(k)} \\
\boldsymbol{\delta} \boldsymbol{u}^{(k)} \\
\boldsymbol{\delta} \boldsymbol{\zeta}^{(k)} \\
\boldsymbol{\delta} \boldsymbol{z}_{v, \min }^{(k)} \\
\boldsymbol{\delta} \boldsymbol{z}_{v, \text { max }}^{k} \\
\boldsymbol{\delta} \boldsymbol{z}_{u, \min }^{(k)} \\
\boldsymbol{\delta} \boldsymbol{z}_{u, \max }^{(k)}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{r}_{1}^{(k)} \\
\boldsymbol{r}_{2}^{(k)} \\
\boldsymbol{r}_{3}^{(k)} \\
\boldsymbol{r}_{4}^{(k)} \\
\boldsymbol{r}_{5}^{(k)} \\
\boldsymbol{r}_{6}^{(k)} \\
\boldsymbol{r}_{7}^{(k)}
\end{array}\right],
$$

where $\boldsymbol{V}_{\text {min }}^{(k)}, \boldsymbol{V}_{\text {max }}^{(k)}, \boldsymbol{U}_{\text {min }}^{(k)}, \boldsymbol{U}_{\text {max }}^{(k)}, \boldsymbol{Z}_{v, \text { min }}^{(k)}, \boldsymbol{Z}_{v, \text { max }}^{(k)}, \boldsymbol{Z}_{u, \text { min }}^{(k)}$, and $\boldsymbol{Z}_{u, \text { max }}^{(k)}$ are the diagonal matrices containing the current approximations of the solutions, with the vectors $\boldsymbol{r}_{i}^{(k)}, i=1,2, \ldots, 7$ taking into account for the non-linear residuals. Specifically, we have

$$
\begin{aligned}
\boldsymbol{r}_{1}^{(k)} & =M_{v} \boldsymbol{v}_{d}-M_{v} \boldsymbol{v}^{(k)}-\mathbf{D}_{v}^{\top} \boldsymbol{\zeta}^{(k)}+\boldsymbol{z}_{v, \min }^{(k)}-\boldsymbol{z}_{, \text {max }}^{(k)}, \\
\boldsymbol{r}_{2}^{(k)} & =-\beta M_{u} \boldsymbol{u}^{(k)}+M_{v, u}^{\top} \boldsymbol{\zeta}^{(k)}+\boldsymbol{z}_{u, \min }^{(k)}-\boldsymbol{z}_{u, \max }^{(k)}, \\
\boldsymbol{r}_{3}^{(k)} & =\hat{\boldsymbol{f}}-\mathbf{D}_{v} \boldsymbol{v}^{(k)}+M_{v, u} u^{(k)}, \\
\boldsymbol{r}_{4}^{(k)} & =\varepsilon \mathbf{1}_{v}-\boldsymbol{V}_{\min }^{(k)} \boldsymbol{Z}_{v, \min }^{(k)} \mathbf{1}_{v}, \\
\boldsymbol{r}_{5}^{(k)} & =\varepsilon \mathbf{1}_{v}-\boldsymbol{V}_{\max }^{(k)} \boldsymbol{Z}_{v, \max }^{(k)} \mathbf{1}_{v}, \\
\boldsymbol{r}_{6}^{(k)} & =\varepsilon \mathbf{1}_{u}-\boldsymbol{U}_{\min }^{(k)} \boldsymbol{Z}_{u \min }^{(k)} \mathbf{1}_{u}, \\
\boldsymbol{r}_{7}^{(k)} & =\varepsilon \mathbf{1}_{u}-\boldsymbol{U}_{\max }^{(k)} \boldsymbol{Z}_{u, \max }^{(k)} \mathbf{1}_{u} .
\end{aligned}
$$

Once the method solves the system above, IPMs move in the Newton direction until the inequality constraints in (1.25) are no longer satisfied. Specifically, introducing the stepsize $\bar{\alpha}_{P}$ and $\bar{\alpha}_{D}$ as

$$
\begin{gathered}
\bar{\alpha}_{P}=\max \left\{\alpha \mid \boldsymbol{v}_{\min } \leqslant \boldsymbol{v}^{(k)}+\alpha \boldsymbol{\delta} \boldsymbol{v}^{(k)} \leqslant \boldsymbol{v}_{\max } \wedge \boldsymbol{u}_{\min } \leqslant \boldsymbol{u}^{(k)}+\alpha \boldsymbol{\delta} \boldsymbol{u}^{(k)} \leqslant \boldsymbol{u}_{\max }\right\}, \\
\bar{\alpha}_{D}=\max \left\{\alpha \mid \boldsymbol{z}_{v, \text { min }}^{(k)}+\alpha \boldsymbol{\delta} \boldsymbol{z}_{v, \text { min }}^{(k)} \geqslant \mathbf{0} \wedge \boldsymbol{z}_{v, \text { max }}^{(k)}+\alpha \boldsymbol{\delta} \boldsymbol{z}_{v, \text { max }}^{(k)} \geqslant \mathbf{0} \wedge\right. \\
\left.\boldsymbol{z}_{u, \text { min }}^{(k)}+\alpha \boldsymbol{\delta} \boldsymbol{z}_{u, \text { min }}^{(k)} \geqslant \mathbf{0} \wedge \boldsymbol{z}_{u, \text { max }}^{(k)}+\alpha \boldsymbol{\delta} \boldsymbol{z}_{u, \text { max }}^{(k)} \geqslant \mathbf{0}\right\},
\end{gathered}
$$

the new approximation of the solution is given by the following:
where $\alpha_{P}=\alpha_{0} \bar{\alpha}_{P}$ and $\alpha_{D}=\alpha_{0} \bar{\alpha}_{D}$. Here, the parameter $\alpha_{0}>0$ is a positive parameter that is chosen in such a way that the new iterate is not "too close" to the boundary (for example, $\alpha_{D}=0.995$ ), that is to say, the new iterate is still in the interior of the feasible region defined by the constraints in (1.25). From here, we can clearly understand the reason behind the name of the method.

At the next step, the barrier parameter $\varepsilon$ is reduced by a factor of $\bar{\varepsilon} \in(0,1)$, in such a way that, in the limit, the sequence will converge to a solution of (1.18). Of course, IPMs do not run until the critical point is reached, but rather stop when some reduction on the primal feasibility, dual feasibility, and optimality tolerance is reached.

As we mention, the name IPMs is assigned as the method evaluates at each iteration a point that is in the interior of the feasible region. The constraints that determine how much the current iterate is in the interior of the feasible region are of course the perturbed complementarity conditions (1.26). In particular, the smaller the parameter $\varepsilon$ will be, the closer the iterate will be to the bound constraints. For this reason, the choice of the barrier parameter is critical for the method to progress smoothly. At the beginning of the non-linear process, the values $\varepsilon$ is chosen large enough to allow centrality (that is, the iterate stays away from the bound constraints); then, the barrier parameter is driven towards zero, allowing the method to converge to the optimal solution. We would like to note that, for every barrier parameter $\varepsilon>0$, the KKT conditions (1.25) of a convex QP problem have a unique solutions $\boldsymbol{v}^{*}, \boldsymbol{u}^{*}, \boldsymbol{\zeta}^{*}, \boldsymbol{z}_{v, \text { min }}^{*}, \boldsymbol{z}_{v, \text { max }}^{*}, \boldsymbol{z}_{u, \text { min }}^{*}$, and $\boldsymbol{z}_{u, \text { max }}^{*}$ that satisfy the inequality constraints in (1.25) strictly. The family of these solutions (that clearly depend on the barrier parameter $\varepsilon$ ) is called the central path. Convergence of IPMs can be derived providing each iterate stays close to the central path. The latter is ensured by letting the error on the perturbed complementarity conditions (1.26) (measured in some norm of the residual) to be small.

Interior point methods have proven to be a useful tool for solving PDEconstrained optmization problems with additional constraints on the state and/or control variables, especially when advanced numerical linear algebra techniques are employed for the solution of the resulting Newton systems. The majority of the works in the literature employ IPMs in conjunction with the discretize-thenoptimize strategy, see, for instance, $[18,134,135,137]$. We also refer to [18] for a comparison between IPMs and a primal-dual active-set method with MoreauYosida regularization. Finally, for a description of interior point methods when an optimize-then-discretize strategy is employed, we point out [161, 177, 183, 184].

## Chapter 2

## Iterative Solvers for Linear Systems of Equations

"Every day is a new day. It is better to be lucky. But I would rather be exact. Then when luck comes you are ready."<br>- Ernest Hemingway, The Old Man and the Sea

The goal of this thesis is the developement of parameter-robust algorithms to solve linear systems arising from PDE-constrained optimization problems. The two "schools of thought" related to the numerical solution of linear systems are so-called direct methods, and iterative methods.

On one hand, methods that belong to the first class employ some factorization of the matrix involved as a product of "easier to invert" matrices, and then subsequently solve the linear systems so derived in order to obtain the exact (numerical) solution. Direct methods are quite robust, and the precision of the solution depends mainly on the condition number of the matrix, apart from the machine precision $\epsilon_{\mathrm{mac}}$; however, when solving very large problems the computational cost can be prohibitive, and computers can easily run out of memory.

On the other hand, methods belonging to the second class of iterative methods produce a sequence of numerical approximations of the exact solution in such a way that the numerical residual is ideally reduced as the iteration progresses, thus converging to the exact (numerical) solution in the limit (provided that the system is non-singular). At each iteration, these types of methods perform only matrix-vector and vector-vector operations, therefore they are quite cheap to apply; in addition, as long as matrices and vectors can be stored, running out of memory is much less frequent. Finally, iterative methods can produce solutions accurate up to machine precision, although for ill-conditioned problems convergence can be slow.

As the systems considered in this thesis are very large and direct methods suffer from computer memory limitations, in the following description we will focus on iterative methods (apologies, Hemingway: although we want to be exact in our exposition, our methods would rather be iterative).

### 2.1 Notation

In the following, the matrix $I_{\bar{n}}$ will represent the identity matrix in $\mathbb{R}^{\bar{n} \times \bar{n}}$, for some $\bar{n} \in \mathbb{N}$. Given a matrix $A \in \mathbb{R}^{n_{A} \times n_{A}}$ for some $n_{A} \in \mathbb{N}$, we will write $A>0$ (respectively, $A \geq 0$ ) to say that the matrix $A$ is symmetric positive definite (respectively, symmetric positive semi-definite), meaning that its eigenvalues are real and positive (respectively, real and non-negative). We will indicate with $\lambda(A)$ the set of eigenvalues of $A$. Further, we will denote with $\rho(A)$ the spectral radius of the matrix $A$, defined as

$$
\rho(A)=\max \{|\lambda|: \lambda \in \lambda(A)\} .
$$

Given two matrices $A=\left[a_{i, l}\right] \in \mathbb{R}^{n_{1} \times n_{2}}$ and $\bar{A} \in \mathbb{R}^{n_{3} \times n_{4}}$, with $n_{1}, n_{2}, n_{3}, n_{4} \in \mathbb{N}$, we will denote with $A \otimes \bar{A}$ the Kronecker product of $A$ and $\bar{A}$, defined as the following block matrix:

$$
A \otimes \bar{A}=\left[\begin{array}{ccc}
a_{1,1} \bar{A} & \ldots & a_{1, n_{2}} \bar{A} \\
\vdots & \ddots & \vdots \\
a_{n_{1}, 1} \bar{A} & \ldots & a_{n_{1}, n_{2}} \bar{A}
\end{array}\right] .
$$

Note that $A \otimes \bar{A} \in \mathbb{R}^{n_{1} n_{3} \times n_{2} n_{4}}$.
For the rest of this thesis we are concerned with the fast solution of linear systems of the form

$$
\begin{equation*}
\mathcal{A} \mathbf{x}=\mathbf{b} \tag{2.1}
\end{equation*}
$$

where $\mathcal{A} \in \mathbb{R}^{n_{\mathcal{A}} \times n_{\mathcal{A}}}$ is a square, non-singular matrix, and $\mathbf{b} \in \mathbb{R}^{n_{\mathcal{A}}}$ is a generic column vector, for some $n_{\mathcal{A}} \in \mathbb{N}$; we say that $\mathbf{x}$ is the (numerical) solution of the linear system. For general linear systems, the matrix $\mathcal{A}$ has no particular structure; however, for the problems considered in this thesis, the structure of the matrix $\mathcal{A}$ is very specific, and it will be exploited when deriving our solvers. For this reason, we may split the matrix $\mathcal{A}$ into $\bar{m} \times \bar{m}$ blocks, with $\bar{m} \in \mathbb{N}$, as follows:

$$
\mathcal{A}=\left[\begin{array}{ccc}
A_{1,1} & \ldots & A_{1, \bar{m}}  \tag{2.2}\\
\vdots & \ddots & \vdots \\
A_{\bar{m}, 1} & \ldots & A_{\bar{m}, \bar{m}}
\end{array}\right]
$$

where $A_{i, l} \in \mathbb{R}^{n_{i} \times n_{l}}, i, l=1, \ldots, \bar{m}$; the sizes of each block $n_{i}$ and $n_{l}$ are such that $\sum_{i=1}^{\bar{m}} n_{i}=n_{\mathcal{A}}$. We emphasize here the case of $\bar{m}=2$ : in this case, it is often possible to derive optimal iterative methods, that require in fact a (roughly) fixed number of iterations for obtaining convergence up to a given tolerance. For those methods, supposing that the matrix $\mathcal{A}$ is sparse, the computational time ideally scales linearly with the size of the system. As a particular case with $\bar{m}=2$, we will frequently consider the following block matrix:

$$
\mathcal{A}=\left[\begin{array}{cc}
\Phi & \Psi^{\top}  \tag{2.3}\\
\Psi & -\Theta
\end{array}\right],
$$

with $\Theta \geq 0$; a matrix $\mathcal{A}$ with this structure is said to be of saddle-point type. In
this case, we split the right-hand side as well as the solution vectors as

$$
\mathbf{b}=\left[\begin{array}{l}
\mathbf{b}_{1} \\
\mathbf{b}_{2}
\end{array}\right], \quad \mathbf{x}=\left[\begin{array}{l}
\mathbf{x}_{1} \\
\mathbf{x}_{2}
\end{array}\right] .
$$

### 2.2 Simple Iteration

Many basic iterative methods fall within the class of the simple iteration. The latter can be described as follow. Given the linear system (2.1) with $\mathcal{A}$ as in (2.2), we first define the splitting $\mathcal{A}=\mathcal{P}-\mathcal{N}$ such that $\mathcal{P}$ is invertible; then, given an initial guess $\mathbf{x}^{(0)}$, we define the iterate

$$
\begin{equation*}
\mathcal{P} \mathbf{x}^{(j)}=\mathcal{N} \mathbf{x}^{(j-1)}+\mathbf{b}, \quad j=1,2, \ldots \tag{2.4}
\end{equation*}
$$

Note that if $\mathbf{x}^{(j)}=\mathbf{x}$ for some $j$, then $\mathbf{x}^{(j+1)}=\mathbf{x}$.
As we will see, the choice of the matrix $\mathcal{P}$ is very important not only for the convergence of the method, but above all to ensure its fast convergence. From (2.4), it is clear that, in order to find the new iterate $\mathbf{x}^{(j)}$, we need to solve a system with $\mathcal{P}$; thus, the matrix $\mathcal{P}$ has to be chosen in such a way that it is "easy" to apply its inverse to a generic vector, or at least it is not as expensive as inverting $\mathcal{A}$. For instance, one can take $\mathcal{P}$ to be the diagonal of $\mathcal{A}$, obtaining in this way the Jacobi iteration; alternatively, one can decide to take the lower triangular part of $\mathcal{A}$, obtaining the Gauss-Seidel iteration.

Aside from the computational cost per iteration, the matrix $\mathcal{P}$ determines how fast the error drops per iteration, and therefore the convergence of the method. To see this, we first rewrite (2.4) as

$$
\begin{equation*}
\mathbf{x}^{(j)}=\left(I_{n_{\mathcal{A}}}-\mathcal{P}^{-1} \mathcal{A}\right) \mathbf{x}^{(j-1)}+\mathcal{P}^{-1} \mathbf{b} \tag{2.5}
\end{equation*}
$$

The matrix $I_{n_{\mathcal{A}}}-\mathcal{P}^{-1} \mathcal{A}$ is referred to as iteration matrix. We also rewrite (2.1) as

$$
\begin{equation*}
\mathbf{x}=\left(I_{n_{\mathcal{A}}}-\mathcal{P}^{-1} \mathcal{A}\right) \mathbf{x}+\mathcal{P}^{-1} \mathbf{b} \tag{2.6}
\end{equation*}
$$

Denoting with $\mathbf{e}^{(j)}=\mathbf{x}-\mathbf{x}^{(j)}$ the error at the $j$-th iteration, and subtracting (2.5) from (2.6), we obtain

$$
\begin{equation*}
\mathbf{e}^{(j)}=\left(I_{n_{\mathcal{A}}}-\mathcal{P}^{-1} \mathcal{A}\right) \mathbf{e}^{(j-1)}=\ldots=\left(I_{n_{\mathcal{A}}}-\mathcal{P}^{-1} \mathcal{A}\right)^{j} \mathbf{e}^{(0)} \tag{2.7}
\end{equation*}
$$

Then, we can derive

$$
\begin{equation*}
\left\|\mathbf{e}^{(j)}\right\| \leqslant\left\|\left(I_{n_{\mathcal{A}}}-\mathcal{P}^{-1} \mathcal{A}\right)^{j}\right\|\left\|\mathbf{e}^{(0)}\right\|, \tag{2.8}
\end{equation*}
$$

where $\|\cdot\|$ here denotes a vector norm, with a matrix norm induced from a corresponding vector norm defined as

$$
\|A\|=\sup _{\|\mathbf{x}\|=1}\|A \mathbf{x}\|
$$

It can be proved that the simple iteration (2.4) converges to the true solution
$\mathbf{x}$ for every initial guess $\mathbf{x}^{(0)}$ if and only if [68, Lemma 2.1.1]

$$
\lim _{j \rightarrow \infty}\left\|\left(I_{n_{\mathcal{A}}}-\mathcal{P}^{-1} \mathcal{A}\right)^{j}\right\|=0 .
$$

In an equivalent way, the simple iteration (2.4) is convergent if and only if the spectral radius $\rho\left(I_{n_{\mathcal{A}}}-\mathcal{P}^{-1} \mathcal{A}\right)<1$, as we have [68, Corollary 1.3.1]

$$
\rho\left(I_{n_{\mathcal{A}}}-\mathcal{P}^{-1} \mathcal{A}\right)=\lim _{j \rightarrow \infty}\left\|\left(I_{n_{\mathcal{A}}}-\mathcal{P}^{-1} \mathcal{A}\right)^{j}\right\| .
$$

From here, we observe that the choice of the splitting is essential for the convergence of the method; besides, from (2.8) we understand that with an appropriate choice of the matrix $\mathcal{P}$ the error can drop quickly. The few notions presented here can be said to be the most basic idea of preconditioning, which represents the main topic of this thesis. In fact, in the following we will be concerned about finding a matrix $\mathcal{P}$ that is spectrally equivalent to the matrix $\mathcal{A}$ (that is to say, the eigenvalues of the matrix $\mathcal{P}^{-1} \mathcal{A}$ are clustered in a region of the complex plane), with the further property that it is cheap to apply its inverse to a generic vector; in such a way, the iterative process shall converge, and the error or the residual will drop fast enough, with the overall cost depending mainly on matrixvector and vector-vector operations. A matrix $\mathcal{P}$ that presents these properties is usually refered to as a preconditioner.

Different choices of the splitting will give different methods, with different convergence properties. For example, for the matrix $\mathcal{A}$ defined in (2.2), with the choices

$$
\mathcal{P}_{\mathrm{J}}=\left[\begin{array}{ccc}
A_{1,1} & & 0 \\
& \ddots & \\
0 & & A_{\bar{m}, \bar{m}}
\end{array}\right], \quad \mathcal{P}_{\mathrm{GS}}=\left[\begin{array}{ccc}
A_{1,1} & & 0 \\
\vdots & \ddots & \\
A_{\bar{m}, 1} & \ldots & A_{\bar{m}, \bar{m}}
\end{array}\right]
$$

one would obtain the (block-)Jacobi iteration or the (block-)Gauss-Seidel iteration, respectively. As above, if each block is a scalar, we obtain the classical Jacobi or Gauss-Seidel methods, and in this case we will denote the splitting as $\overline{\mathcal{P}}_{\mathrm{J}}$ and $\overline{\mathcal{P}}_{\mathrm{GS}}$, respectively. More complex methods arise with different choices of $\mathcal{P}$. In the following section we will introduce one of them: the Uzawa iteration.

### 2.2.1 Uzawa Iteration

Suppose we want to employ a simple iteration to solve (2.1), with $\mathcal{A}$ given in (2.3). We will suppose that $\Phi>0$; we also recall that $\Theta \geq 0$. Let us consider the following splitting

$$
\mathcal{P}_{\mathrm{U}}=\left[\begin{array}{cc}
\Phi & 0 \\
\Psi & -\alpha I
\end{array}\right],
$$

where $I$ is the identity matrix of appropriate dimension, and $\alpha$ is a parameter to be determined in order to achieve fast convergence. This choice of the splitting defines the Uzawa method [6, 52], whose iterate is defined as in Algorithm 3, given some initial guess $\mathrm{x}_{1}^{(0)}, \mathbf{x}_{2}^{(0)}$.

```
Algorithm 3 Uzawa algorithm
    Choose \(\mathbf{x}_{1}^{(0)}, \mathbf{x}_{2}^{(0)}\)
    for \(j=1\) until convergence, do
        Solve \(\Phi \mathbf{x}_{1}^{(j)}=\mathbf{b}_{1}-\Psi^{\top} \mathbf{x}_{2}^{(j-1)}\)
        Compute \(\mathbf{x}_{2}^{(j)}=\mathbf{x}_{2}^{(j-1)}+\frac{1}{\alpha}\left(\Psi \mathbf{x}_{1}^{(j)}-\Theta \mathbf{x}_{2}^{(j-1)}-\mathbf{b}_{2}\right)\)
    end for
```

If from Algorithm 3 we substitute the expression of $\mathbf{x}_{1}^{(j)}$ into $\mathbf{x}_{2}^{(j)}$, we obtain

$$
\mathbf{x}_{2}^{(j)}=\mathbf{x}_{2}^{(j-1)}+\frac{1}{\alpha}\left(\Psi \Phi^{-1} \mathbf{b}_{1}-S \mathbf{x}_{2}^{(j-1)}-\mathbf{b}_{2}\right),
$$

where $S=\Psi \Phi^{-1} \Psi^{\top}+\Theta$ is the (negative) Schur complement of the matrix $\mathcal{A}$. Having a good knowledge of the spectrum of $S$ is of fundamental importance for tuning the parameter $\alpha$, as the correct choice of the latter will result in fast convergence of the method. In fact, supposing that $\lambda(S) \in\left[\lambda_{\min }, \lambda_{\max }\right]$, it can be proved that the optimal value of $\alpha$ is $\left(\lambda_{\min }+\lambda_{\max }\right) / 2[43]$.

From Algorithm 3, it is clear that, for any given $\alpha$, the bulk of the work involves solving a system with the matrix $\Phi$. For many problems, a solve for the ( 1,1 )-block $\Phi$ can be quite expensive (if feasible and no run out of memory occurs); for this reason, we prefer to consider a solve with some (easily invertible) approximation $\widehat{\Phi}$ of $\Phi$. The splitting in this case is given by

$$
\mathcal{P}_{\mathrm{IU}}=\left[\begin{array}{cc}
\hat{\Phi} & 0 \\
\Psi & -\alpha I
\end{array}\right]
$$

while the corresponding iterate is defined as in Algorithm 4. This method is referred to as inexact Uzawa, and it has been proved to be convergent provided that the approximation $\widehat{\Phi}$ of is good enough (we refer to [43] for a detailed justification).

```
Algorithm 4 Inexact Uzawa algorithm
    Choose \(\mathbf{x}_{1}^{(0)}, \mathbf{x}_{2}^{(0)}\)
    for \(j=1\) until convergence, do
        \(\mathbf{x}_{1}^{(j)}=\mathbf{x}_{1}^{(j-1)}+\widehat{\Phi}^{-1}\left(\mathbf{b}_{1}-\Phi \mathbf{x}_{1}^{(j-1)}-\Psi^{\top} \mathbf{x}_{2}^{(j-1)}\right)\)
        \(\mathbf{x}_{2}^{(j)}=\mathbf{x}_{2}^{(j-1)}+\frac{1}{\alpha}\left(\Psi \mathbf{x}_{1}^{(j)}-\Theta \mathbf{x}_{2}^{(j-1)}-\mathbf{b}_{2}\right)\)
    end for
```

As noted above, a suitable choice of $\alpha$ will result in fast convergence of the method; this choice can be made by knowing the spectrum of the Schur complement $S$, but in many applications this is not often practical. However, we can speed up the convergence of the method by finding an approximation $\widehat{S}$ of the Schur complement $S$. As for the ( 1,1 )-block, we would like the matrix $\widehat{S}$ to be
easily invertible. With this in mind, we consider the splitting

$$
\mathcal{P}_{\mathrm{PU}}=\left[\begin{array}{cc}
\Phi & 0 \\
\Psi & -\widehat{S}
\end{array}\right],
$$

and define the simple iteration as in Algorithm 5; the resulting method is referred to as preconditioned Uzawa. Note that we have absorbed the parameter $\alpha$ within our approximation $\widehat{S}$. As for the inexact Uzawa method, assuming that $\widehat{S}$ approximates well the Schur complement $S$, one can derive convergence of the method [43].

```
Algorithm 5 Preconditioned Uzawa algorithm
    Choose \(\mathbf{x}_{1}^{(0)}, \mathbf{x}_{2}^{(0)}\)
    for \(j=1\) until convergence, do
        Solve \(\Phi \mathbf{x}_{1}^{(j)}=\mathbf{b}_{1}-\Psi^{\top} \mathbf{x}_{2}^{(j-1)}\)
        Compute \(\mathbf{x}_{2}^{(j)}=\mathbf{x}_{2}^{(j-1)}+\widehat{S}^{-1}\left(\Psi \mathbf{x}_{1}^{(j)}-\Theta \mathbf{x}_{2}^{(j-1)}-\mathbf{b}_{2}\right)\)
    end for
```

Even in this case, inverting the matrix $\Phi$ results in the most expensive computational task; for this reason, an inexact version of the preconditioned Uzawa algorithm has been widely studied, see [24, 43, 189]. The inexact version of Algorithm 5 is defined by the splitting

$$
\mathcal{P}_{\mathrm{IPU}}=\left[\begin{array}{cc}
\hat{\Phi} & 0 \\
\Psi & -\widehat{S}
\end{array}\right] .
$$

In this case, we write the simple iteration as in Algorithm 6. Inexact preconditioned Uzawa has been proved to be convergent, with the error per-iteration depending on the spectral properties of the matrices $\widehat{\Phi}^{-1} \Phi$ and $\widehat{S}^{-1} S$, see $[24,43$, 189] and [151, Section 4.1].

```
Algorithm 6 Inexact preconditioned Uzawa algorithm
    Choose \(\mathbf{x}_{1}^{(0)}, \mathbf{x}_{2}^{(0)}\)
    for \(j=1\) until convergence, do
        \(\mathbf{x}_{1}^{(j)}=\mathbf{x}_{1}^{(j-1)}+\widehat{\Phi}^{-1}\left(\mathbf{b}_{1}-\Phi \mathbf{x}_{1}^{(j-1)}-\Psi^{\top} \mathbf{x}_{2}^{(j-1)}\right)\)
        \(\mathbf{x}_{2}^{(j)}=\mathbf{x}_{2}^{(j-1)}+\widehat{S}^{-1}\left(\Psi \mathbf{x}_{1}^{(j)}-\Theta \mathbf{x}_{2}^{(j-1)}-\mathbf{b}_{2}\right)\)
    end for
```


### 2.3 Relaxation Methods

Let us consider again the simple iteration (2.4). Defining the residual $\mathbf{r}^{(j)}=$ $\mathbf{b}-\mathcal{A} \mathbf{x}^{(j)}$, we can rewrite (2.5) as

$$
\mathbf{x}^{(j)}=\mathbf{x}^{(j-1)}+\mathcal{P}^{-1} \mathbf{r}^{(j-1)} .
$$

We note that, from the definition of the residual, we have $\mathcal{A} \mathbf{e}^{(j)}=\mathbf{r}^{(j)}$. As done for the Uzawa iteration, we can introduce a splitting $\mathcal{P}_{\alpha}$ depending on some parameter $\alpha$ in order to accelerate convergence, and consider the following iteration

$$
\mathbf{x}^{(j)}=\mathbf{x}^{(j-1)}+\mathcal{P}_{\alpha}^{-1} \mathbf{r}^{(j-1)} .
$$

A method of this type is called a relaxation method. As in Section 2.2, we choose $\mathcal{P}_{\alpha}$ in such a way that it is easy to apply its inverse to a vector, but it also approximates $\mathcal{A}$ in some sense. For instance, if we make the cheapest choice $\mathcal{P}_{\alpha}=\frac{1}{\alpha} I_{n_{\mathcal{A}}}$, we obtain

$$
\mathbf{x}^{(j)}=\mathbf{x}^{(j-1)}+\alpha \mathbf{r}^{(j-1)},
$$

which is called the Richardson iteration [154]. As in (2.7), the error at each step is given by

$$
\mathbf{e}^{(j)}=\left(I_{n_{\mathcal{A}}}-\alpha \mathcal{A}\right) \mathbf{e}^{(j-1)},
$$

which implies

$$
\left\|\mathbf{e}^{(j)}\right\| \leqslant\left\|I_{n_{\mathcal{A}}}-\alpha \mathcal{A}\right\|\left\|\mathbf{e}^{(j-1)}\right\|,
$$

with $\|\cdot\|$ again defining a generic vector norm with corresponding induced matrix norm defined as above. If we suppose that $\left\|I_{n_{\mathcal{A}}}-\alpha \mathcal{A}\right\|<1$, then the method converges. It is not easy to find an optimal value for $\alpha$, as the convergence depends on the vector norm we are considering, and in general this would require some a priori information about the spectrum of $\mathcal{A}$. Let us suppose that in fact the matrix $\mathcal{A}$ is symmetric positive definite, with eigenvalues $\lambda_{i}, i=1,2, \ldots, n_{\mathcal{A}}$, and we want to minimize the error in the 2-norm. Then, we have $\left\|I_{n_{\mathcal{A}}}-\alpha \mathcal{A}\right\|_{2}=$ $\max _{i}\left|1-\alpha \lambda_{i}\right|$. Denoting with $\lambda_{\max }$ and $\lambda_{\min }$ the maximum and the minimum eigenvalue of $\mathcal{A}$ respectively, we have $\left\|I_{n_{\mathcal{A}}}-\alpha \mathcal{A}\right\|_{2}<1$ provided that $0<\alpha<\frac{2}{\lambda_{\max }}$. Further, the optimal choice of $\alpha$ is given by

$$
\begin{equation*}
\alpha=\frac{2}{\lambda_{\max }+\lambda_{\min }} . \tag{2.9}
\end{equation*}
$$

Adopting this choice of $\alpha$, we have that

$$
\left\|I_{n_{\mathcal{A}}}-\alpha \mathcal{A}\right\|_{2}=1-\frac{2}{\kappa+1}=\frac{\kappa-1}{\kappa+1},
$$

with $\kappa=\frac{\lambda_{\text {max }}}{\lambda_{\text {min }}}$ the condition number of $\mathcal{A}$, due to $\mathcal{A}>0$.
Other choices of $\mathcal{P}_{\alpha}$ are possible. For instance, we can take $\mathcal{P}_{\alpha}=\frac{1}{\alpha} \overline{\mathcal{P}}_{\mathrm{J}}$ to be a multiple of the diagonal of the matrix $\mathcal{A}$. In this case, if we choose $\alpha=1$, we obtain the classical Jacobi iteration, while with different values we obtain the so called relaxed Jacobi iteration. If $\mathcal{A}>0$, proceding as above we can derive that the optimal value for $\alpha$ is given by (2.9), with $\lambda_{\max }$ and $\lambda_{\text {min }}$ the maximum and the minimum eigenvalue of the matrix $\overline{\mathcal{P}}_{\mathrm{J}}^{-1} \mathcal{A}$.

In a similar way, we can employ a relaxed version of the Gauss-Seidel iteration. In this case, we take $\mathcal{P}_{\alpha}=\alpha \overline{\mathcal{P}}_{\mathrm{GS}}+(1-\alpha) \overline{\mathcal{P}}_{\mathrm{J}}$; this splitting defines the method of Successive Over Relaxation (SOR). As for the relaxed Jacobi method, if $\alpha=1$ we obtain the classical Gauss-Seidel iteration. Note that in this case the iteration matrix is not symmetric. If we suppose that the matrix $\mathcal{A}$ is symmetric, we
can modify the SOR method in order to make the iteration matrix symmetric, by making the choice $\mathcal{P}_{\alpha}=\frac{1}{2-\alpha}\left(\alpha \overline{\mathcal{P}}_{\mathrm{GS}}+(1-\alpha) \overline{\mathcal{P}}_{\mathrm{J}}\right)\left(\alpha \overline{\mathcal{P}}_{\mathrm{J}}\right)^{-1}\left(\alpha \overline{\mathcal{P}}_{\mathrm{GS}}+(1-\alpha) \overline{\mathcal{P}}_{\mathrm{J}}\right)^{\top}$. This method is called the Symmetric Successive Over Relaxation (SSOR) method. For more information on those methods, see, for example, [62] or [178].

### 2.4 Chebyshev Semi-Iteration

Another way to accelerate the convergence of the simple iteration is employing Chebyshev polynomials. Let consider again the simple interation (2.4), and suppose we have generated the iterates $\mathbf{x}^{(0)}, \mathbf{x}^{(1)}, \ldots, \mathbf{x}^{(j)}$. We seek an improvement of the current solution $\mathbf{x}^{(j)}$ of the form

$$
\begin{equation*}
\mathbf{x}_{\mathrm{cheb}}^{(j)}=\sum_{i=0}^{j} c_{i}^{(j)} \mathbf{x}^{(i)}, \tag{2.10}
\end{equation*}
$$

with the coefficients $c_{i}^{(j)}, i=0,1, \ldots, j$ to be determined. Associated to those coefficients, we will considering the polynomial

$$
p_{j}(z)=\sum_{i=0}^{j} c_{i}^{(j)} z^{i} \in \Pi_{j},
$$

with $\Pi_{j}$ the space of polynomials of degree at most $j$. As noted in Section 2.2, if the initial guess $\mathbf{x}^{(0)}$ is equal to the exact solution $\mathbf{x}$, then $\mathbf{x}^{(i)}=\mathbf{x}$ for all $i$. Then, it would be reasonable to have also $\mathbf{x}_{\text {cheb }}^{(j)}=\mathbf{x}$. For this to happen, we require that $p_{j}(1)=1$. With this choice of $p_{j}(z)$, from (2.7) we can now write the error as

$$
\mathbf{x}-\mathbf{x}_{\mathrm{cheb}}^{(j)}=\sum_{i=0}^{j} c_{i}^{(j)}\left(\mathbf{x}-\mathbf{x}^{(i)}\right)=\sum_{i=0}^{j} c_{i}^{(j)}\left(I_{n_{\mathcal{A}}}-\mathcal{P}^{-1} \mathcal{A}\right)^{i} \mathbf{e}^{(0)}=p_{j}(\mathcal{G}) \mathbf{e}^{(0)},
$$

with $\mathcal{G}=I_{n_{\mathcal{A}}}-\mathcal{P}^{-1} \mathcal{A}$. By taking the norm in the expression above, we obtain

$$
\left\|\mathbf{x}-\mathbf{x}_{\text {cheb }}^{(j)}\right\| \leqslant\left\|p_{j}(\mathcal{G})\right\|\left\|\mathbf{e}^{(0)}\right\| ;
$$

thus, we can have a reduction in the error if we find a polynomial $p_{j}(z)$ of degree at most $j$ such that $p_{j}(1)=1$ and it minimizes the norm $\left\|p_{j}(\mathcal{G})\right\|$.

For simplifying the analysis, we will suppose that we want to minimize the 2 -norm $\|\cdot\|_{2}$ and that the matrix $\mathcal{G}$ is symmetric. Since $\mathcal{G}$ is symmetric, we can write $\mathcal{G}=Q \Lambda Q^{\top}$, with $Q$ an orthogonal matrix (its columns form an orthonormal basis in $\left.\mathbb{R}^{n_{\mathcal{A}}}\right)$, and $\Lambda=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n_{\mathcal{A}}}\right)$ a diagonal matrix whose entries are the eigenvalues of $\mathcal{G}$. We first suppose that

$$
-1<a \leqslant \lambda_{n_{\mathcal{A}}} \leqslant \ldots \leqslant \lambda_{2} \leqslant \lambda_{1} \leqslant b<1,
$$

where $a$ and $b$ are known estimates. From the orthogonality of $Q$, we have that

$$
\mathcal{G}^{i}=\left(Q \Lambda Q^{\top}\right)^{i}=Q \Lambda^{i} Q^{\top},
$$

that in turns implies

$$
p_{j}(\mathcal{G})=\sum_{i=0}^{j} c_{i}^{(j)} Q \Lambda^{i} Q^{\top}=Q p_{j}(\Lambda) Q^{\top}
$$

where $p_{j}(\Lambda)=\operatorname{diag}\left(p_{j}\left(\lambda_{1}\right), p_{j}\left(\lambda_{2}\right), \ldots, p_{j}\left(\lambda_{n_{\mathcal{A}}}\right)\right)$. Using again the orthogonality of $Q$ and recalling that we are minimizing the 2-norm, we can write

$$
\left\|p_{j}(\mathcal{G})\right\|_{2}=\left\|Q p_{j}(\Lambda) Q^{\top}\right\|_{2}=\left\|p_{j}(\Lambda)\right\|_{2}=\max _{\lambda_{i} \in \lambda(\mathcal{G})}\left|p_{j}\left(\lambda_{i}\right)\right| \leqslant \max _{a \leqslant \lambda \leqslant b}\left|p_{j}(\lambda)\right| .
$$

From here, the degree $j$ polynomial we are looking for has also the convenient property that the maximum absolute value it attains in the interval $[a, b]$ is minimal, and it is such that $p_{j}(1)=1$. This polynomial is proved to be the Chebyshev polynomial (of the first kind) of degree $j$, scaled by an appropriate factor [108, Corollary 3.4B].

The Chebyshev polynomial $T_{j}(z)$ (of the first kind) is a polynomial in $z$ of degree $j$, defined for $z \in[-1,1]$ as

$$
T_{j}(z)=\cos j \theta, \quad \text { where } z=\cos \theta
$$

The above formula defines a polynomial of degree $j$ in $\cos \theta$, and, by employing the trigonometric identity

$$
\cos j \theta+\cos (j-2) \theta=2 \cos \theta \cos (j-1) \theta
$$

can be shown to satisfy the following recurrence relation:

$$
\begin{equation*}
T_{j}(z)=2 z T_{j-1}(z)-T_{j-2}(z), \quad j=2,3, \ldots \tag{2.11}
\end{equation*}
$$

with the initial conditions $T_{0}(z)=1$ and $T_{1}(z)=z$. We can also define Chebyshev polynomials on a general interval $[\bar{a}, \bar{b}]$, by making use of the affine transformation

$$
s=\frac{2 z-(\bar{a}+\bar{b})}{\bar{b}-\bar{a}}
$$

and defining the scaled Chebyshev polynomial of degree $j$ (of the first kind) as

$$
\bar{T}_{j}(z)=T_{j}(s) .
$$

Note the special case of $[\bar{a}, \bar{b}] \equiv[0,1]$, for which we have $s=2 z-1$ and we obtain the so called shifted Chebyshev polynomial of the first kind.

For our analysis, as it is not always true that the eigenvalues of $\mathcal{G}$ lie in the interval $[-1,1]$, we consider the shifted and scaled Chebyshev polynomial of degree $j$ :

$$
\widehat{T}_{j}(z):=\frac{T_{j}\left(\frac{2 z-(a+b)}{b-a}\right)}{T_{j}\left(\frac{2-(a+b)}{b-a}\right)} .
$$

With this choice of $p_{j}(\lambda)$, we have $p_{j}(1)=1$ and

$$
\max _{a \leqslant \lambda \leqslant b}\left|p_{j}(\lambda)\right|=\frac{1}{\left|T_{j}\left(\frac{2-(a+b)}{b-a}\right)\right|},
$$

and therefore the larger the value of $\frac{2-(a+b)}{b-a}$ is, the faster the convergence of the iterative method will be. This choice of $p_{j}(\lambda)$ defines the Chebyshev semi-iterative method [63, 64]. Supposing that $\mathcal{G}$ is symmetric (that is equivalent to say that the matrix $\mathcal{P}^{-1} \mathcal{A}$ is symmetric), it can be proved that the reduction of the error at the $j$-th iteration is given by

$$
\left\|\mathbf{x}-\mathbf{x}_{\mathrm{cheb}}^{(j)}\right\|_{2} \leqslant 2\left(\frac{\sqrt{\kappa}-1}{\sqrt{\kappa}+1}\right)^{j}\left\|\mathbf{x}-\mathbf{x}^{(0)}\right\|_{2},
$$

where $\kappa$ is the condition number of $\mathcal{P}^{-1} \mathcal{A}$, see [151, Section 3.1.4].
As we have defined the process so far, at each iteration $j$ we need to evaluate the coefficients of the Chebyshev polynomial $\widehat{T}_{j}(z)$, and then evaluate the new approximation $\mathbf{x}_{\text {cheb }}^{(j)}$ defined in (2.10), and it is clear that this way of proceeding is not efficient as we would have to store all the approximations $\mathbf{x}^{(i)}, i=0,1, \ldots, j$. Fortunately, it is possible to derive a three-term recurrence formula by exploiting (2.11); the more efficient algorithm derived is given in Algorithm 7, supposing that $\lambda(\mathcal{G}) \in[a, b]$, as presented in [115, Section 5.8].

```
Algorithm 7 Chebyshev semi-iteration to solve \(\mathcal{A} \mathbf{x}=\mathrm{b}\)
    Given lower and upper bounds \(a\) and \(b\) for the spectrum \(\lambda(\mathcal{G})\)
    Choose \(\mathbf{x}^{(0)}\), set \(\mathbf{x}^{(-1)}=\mathbf{0}\)
    \(\omega_{0}=0, \omega=\frac{2-(a+b)}{b-a}\)
    for \(j=0\) until convergence, do
        if \(j=1\) then
            \(\omega_{j+1}=\left(1-\frac{1}{2 \omega^{2}}\right)^{-1}\)
        else
            \(\omega_{j+1}=\left(1-\frac{\omega_{j}^{2}}{4 \omega^{2}}\right)^{-1}\)
        end if
        Solve \(\mathcal{P}_{\mathbf{z}}{ }^{(j)}=\mathbf{b}-\mathcal{A} \mathbf{x}_{\text {cheb }}^{(j)}\)
        \(\mathbf{x}_{\text {cheb }}^{(j+1)}=\omega_{j+1}\left(\frac{2}{2-(a+b)} \mathbf{z}^{(j)}+\mathbf{x}_{\text {cheb }}^{(j)}-\mathbf{x}_{\text {cheb }}^{(j-1)}\right)+\mathbf{x}_{\text {cheb }}^{(j-1)}\)
    end for
```

The analysis carried out so far was assuming that the iteration matrix $\mathcal{G}$ is symmetric. In $[106,107]$, the Chebyshev semi-iteration has been extended also to non-symmetric matrices, provided that convex hull containing all the eigenvalues is known. For more information on Chebyshev semi-iteration, see [62, Section 11.2.8] and [178, Chapter 5].

As it should be clear now, for the method to be effective we need good knowledge of the spectrum of the iteration matrix. Although this is sometimes difficult to accomplish, in some special cases the Chebyshev semi-iteration is well suited. In fact, as described in [181], the Chebyshev semi-iteration is a linear method,
meaning that the polynomial $p_{j}(z)$ adopted at each iteration $j$ is independent of the right hand side vector $\mathbf{b}$ and the initial guess $\mathbf{x}^{(0)}$. This, together with the fast convergence property derived from a good knowledge of the spectrum of the iteration matrix $\mathcal{G}$, makes the Chebyshev semi-iteration a potent part of the preconditioners for the problems considered in this thesis. In particular, the Chebyshev semi-iteration will be used below for accelerating the convergence of the relaxed Jacobi applied for inverting mass matrices, with $\mathcal{P}$ corresponding to the diagonal of the mass matrix. In fact, in [179] the author provided lower and upper bounds of the spectrum of the Jacobi iteration matrix applied to mass matrices arising from any finite element method; those values have been proved to be independent of the mesh size, and depend only on the type of element employed. For instance, for $\mathbf{Q}_{1}$ finite elements mass matrices in 2 D it results that $\lambda(\mathcal{G}) \in\left[\frac{1}{4}, \frac{9}{4}\right]$; this information may be utilized to pre-specify $a$ and $b$ within the Chebyshev semi-iterative scheme.

### 2.5 Multigrid Methods

In the previous sections we have introduced the simple iteration and its acceleration for solving linear systems of the type (2.1). In order to work effectively, those methods require, apart from the matrix $\mathcal{A}$ being invertible and in some cases symmetric, some knowledge of the spectrum of (the whole, or some blocks of) the iteration matrix $\left(I_{n_{\mathcal{A}}}-\mathcal{P}^{-1} \mathcal{A}\right)$. In this section, we introduce another class of methods that fall within the category of iterative methods for linear systems, and that will be frequently used in the following chapters for approximating some blocks of our systems: Multigrid ( $M G$ ) methods. For a more detailed discussion on multigrid techniques, we refer the reader to [27, 75,185 ].

Multigrid methods works quite well as iterative methods in their own right, but in general require that the linear system being solved is sparse, an assumption that we will make for the rest of this section. Despite this very desirable property, the potential of these methods for solving sparse linear systems also lies in their use as preconditioners. When designed correctly, multigrid methods can be used as "black-box" preconditioners, and in general require no prior knowledge on the spectrum of the iteration matrix. In fact, multigrid is based more on the "geometry" defined by the matrix $\mathcal{A}$ rather than its spectrum: the method constructs, as the name suggests, a sequence of (hierarchical) grids in order to evaluate an approximation of the solution. Here, we put the word geometry between quotation marks, as we refer to the grid (or, more appropriately, the graph) represented by the matrix $\mathcal{A}$. The idea of constructing this hierarchy of grids is based on the observation that a few steps of a simple iteration are capable of reducing only the high-frequency components of the solution error; thus, in order to reduce the low-frequency errors, one projects the current error onto a coarser grid, and then applies again a simple iteration. This process is repeated up to a grid coarse enough to allow a direct solver to determine the error on this level. Finally, one projects the solution so obtained back from the coarsest to the finest grid, and updates the solution on each grid.

The main components of a multigrid routine are a (pre- and post-) smoothing
operator, a prolongation operator, and a restriction operator. The smoothing operator is usually given by a (fixed number of steps of a) simple iteration, like Jacobi, Gauss-Seidel, or their relaxation; as mentioned above, it is employed to reduce the high-frequency components of the error. Although the smoothing operator is fairly ubiquitous in multigrid methods, what really defines such a routine is the way one projects the error onto the coarser grids (restriction), and then how the solution is recovered on the finer grid (prolongation). From here, one can see restriction and prolongation as one being the adjoint operator of the other; in fact, usually the matrix $R$ that defines the restriction is chosen to be the transpose of the matrix $P$ that defines the projection. Of course, different choices are possible, but the main multigrid routines (included the ones used in this work) set $R=P^{\top}$, so we will focus our description on this choice.

In order to define the multigrid scheme we need to define the prolongation $P$. This is done by selecting the nodes that will form the coarse grid from a given fine grid. A possible approach is to exploit the geometry of the grid under examination, decide which nodes will become part of the coarse grid, and then appropriately weight each node. This approach defines a Geometric Multigrid (GMG) method, and it was devised for solving linear systems arising from the discretization of a differential operator [25]. Although the implementation of GMG can be quite straightforward for simple problems on structured grids, the main drawback of this method is that it requires a detailed knowledge of the domain, and this is difficult to obtain for general problems. For instance, for industrial problems the domain can be very complex, with internal boundaries, and unstructured meshes are usually employed. Therefore, of late much research has moved to devising multigrid techniques that overcome these issues, while still keeping the convenient properties of multigrid schemes; this led to the design of Algebraic Multigrid (AMG) routines.

Algebraic multigrid methods construct a sequence of grids based only on some properties of the entries of the matrix $\mathcal{A}$; specifically, given the unknowns $x_{i}$ they find the subset of unknowns $\left\{x_{l}\right\}$ that are strongly connected to it, as in, for instance, [22, 121]:

$$
C_{i}=\left\{\bar{k} \neq i \mid-a_{i, \bar{k}} \geqslant \vartheta \max _{a_{i, l}<0}-a_{i, l}\right\},
$$

with $0<\vartheta \leqslant 1$. From here, the routine chooses which nodes have to be taken out from the coarse level and which have to be saved based on the influence (that is, the weight) one node has on the others. This approach has the advantage of not requiring any information on the geometry of the domain, and may also be applied to solving systems that are not a discretization of a differential operator. However, as for most multigrid methods, the routine requires the matrix $\mathcal{A}$ to be sparse; in addition, in order to define which nodes are strongly connected to the others, the matrix $\mathcal{A}$ often has to be ("close" to) an $M$-matrix, see, for instance, $[22,118,122]$. A matrix $\mathcal{A}$ is said to be an $M$-matrix if all the diagonal entries are positive, all the off-diagonal entries are non-positive, it is invertible, and all the entries of its inverse $\mathcal{A}^{-1}$ are positive [156, Definition 1.30].

Once we have defined the smoothing, the prolongation, and the restriction
operators, we can rewrite the overall process in terms of a simple iteration, defined by the following iteration matrix in the case of two grid levels:

$$
T=\left(I_{n_{\mathcal{A}}}-\mathcal{P}_{\text {smooth }}^{-1} \mathcal{A}\right)^{s_{1}}\left(I_{n_{\mathcal{A}}}-P \mathcal{A}_{c}^{-1} P^{\top} \mathcal{A}\right)\left(I_{n_{\mathcal{A}}}-\left(\mathcal{P}_{\text {smooth }}^{\top}\right)^{-1} \mathcal{A}\right)^{s_{\mathrm{r}}},
$$

where $\mathcal{P}_{\text {smooth }}$ is the smoothing operator employed, $P$ is the prolongation operator, and $\mathcal{A}_{c}=P^{\top} \mathcal{A} P$ is the coarse grid matrix; note that we allow here a different number of steps $s_{\mathrm{r}}$ and $s_{1}$ for the pre- and post-smoothing operators. The simple iteration above is known as 2-grid scheme [44, Section 2.5], and can be generalized to more grid levels.

In the following chapters, we will employ algebraic multigrid methods as blackbox preconditioners for specific matrix blocks; in particular, we will apply a fixed number of V-cycles of the HSL_MI20 solver [22] or of the AGMG routine [118, 121, 122, 123]. Roughly speaking, a V-cycle is defined as the application of the iteration matrix $T$ until a coarsest grid level $l_{c}$ is reached, on which the matrix $\mathcal{A}_{c}$ is solved exactly. More precisely, starting from the whole matrix $\mathcal{A}$, the algorithm applies the smoothing operator on the current error, then constructs the prolongation and the restriction operators, projects the error on the coarser grid, and applies the 2 -grid scheme to the matrix $\mathcal{A}_{c}$ defined above. This process is repeated until the coarsest grid level $l_{c}$ is reached, on which an exact solve is performed. After this, the algorithm recovers the solution on each of the finer grid by applying the prolongation and the smoothing operator. A pseudocode is given in Algorithm 8.

```
Algorithm 8 Multigrid V-cycle to solve \(\mathcal{A} \mathbf{x}=\mathbf{b}\), with smoother \(\mathcal{P}_{\text {smooth }}\)
    function \(\mathbf{x}=\operatorname{VCycle}(\mathcal{A}, \mathbf{b}, \mathbf{x}\), level \()\)
    for \(i=1, \ldots, s_{\mathrm{r}}\) do
        \(\mathbf{x}=\left(I_{n_{\mathcal{A}}}-\left(\mathcal{P}_{\text {smooth }}^{\top}\right)^{-1} \mathcal{A}\right) \mathbf{x}-\left(\mathcal{P}_{\text {smooth }}^{\top}\right)^{-1} \mathbf{b}\)
    end for
    if level \(=1_{c}\) then
        Solve \(\mathcal{A} \mathbf{x}=\mathbf{b}\)
    else
        \(\mathbf{r}=P^{\top}(\mathbf{b}-\mathcal{A} \mathbf{x})\)
        \(\mathcal{A}_{c}=P^{\top} \mathcal{A} P\)
        \(\mathbf{e}=\operatorname{VCycle}\left(\mathcal{A}_{c}, \mathbf{r}, \mathbf{e}\right.\), level +1\()\)
        \(\mathbf{x}=\mathbf{x}+P \mathbf{e}\)
    end if
    for \(i=1, \ldots, s_{1}\) do
        \(\mathbf{x}=\left(I_{n_{\mathcal{A}}}-\mathcal{P}_{\text {smooth }}^{-1} \mathcal{A}\right) \mathbf{x}-\mathcal{P}_{\text {smooth }}^{-1} \mathbf{b}\)
    end for
```


### 2.6 Preconditioned Krylov Subspace Methods

The iterative methods presented so far in this chapter construct a sequence of approximations $\mathbf{x}^{(0)}, \mathbf{x}^{(1)}, \ldots$ to the solution $\mathbf{x}$ of a linear system, by applying a
specific (iteration) matrix to the current residual $\mathbf{r}^{(j)}$, then updating the iterate $\mathbf{x}^{(j)}$ until convergence is achieved. This can happen quite quickly if we choose the iteration matrix appropriately. However, having good spectral information on the iteration matrix is not always possible, and in fact the method could also diverge sometimes. In this section, we introduce another class of methods: the (preconditioned) Krylov subspace methods, that will allow us to have reliable guarantees of convergence for a number of problems.

One early method discovered belonging to this class was the Conjugate Gradient (CG) method, devised by Hestenes and Stiefel [80] in 1952 for solving a linear system (2.1) with $\mathcal{A}>0$. This method, first used as a direct method, was proved to converge (in exact arithmetic) in no more than $n_{\mathcal{A}}$ steps. Despite this appealing property, only in the 1970s was the Conjugate Gradient method conceived as an iterative method, and from then the research moved to extend the method to more general cases, leading to the discovery of the Minimal Residual (MINRES) method [128], the Generalized Minimal Residual (GMRES) method [157], and the BiConjugate Gradient (BiCG) method [51], just to name a few. As the speed of convergence often depends on the eigenvalue/eigenvector properties of the matrix $\mathcal{A}$, a preconditioned version of all those methods has been devised, in order to accelerate the iterative process. In the following, we will introduce the general formulation of a Krylov subspace method, that will then be specified based on the properties of the matrix $\mathcal{A}$ considered. For a more comprehensive discussion on Krylov subspace methods, on which we base the discussion below, see, for example, [68, 156], or the survey [54].

Let suppose we want to solve the system (2.1), with $\mathcal{A}$ invertible. Given an initial guess $\mathbf{x}^{(0)}$ of the solution $\mathbf{x}$, a Krylov subspace method construct a sequence $\left\{\mathbf{x}^{(j)}\right\}$ of approximations of $\mathbf{x}$, such that

$$
\mathbf{x}^{(j)} \in \mathbf{x}^{(0)}+\mathcal{K}_{j}\left(\mathcal{A}, \mathbf{r}^{(0)}\right),
$$

where $\mathcal{K}_{j}\left(\mathcal{A}, \mathbf{r}^{(0)}\right)=\operatorname{span}\left\{\mathbf{r}^{(0)}, \mathcal{A} \mathbf{r}^{(0)}, \ldots, \mathcal{A}^{j-1} \mathbf{r}^{(0)}\right\}$ is the Krylov subspace generated by $\mathcal{A}$ and $\mathbf{r}^{(0)}$; with the previous expression we mean that

$$
\mathbf{x}^{(j)}-\mathbf{x}^{(0)} \in \mathcal{K}_{j}\left(\mathcal{A}, \mathbf{r}^{(0)}\right)
$$

From the definition of the Krylov subspace $\mathcal{K}_{j}\left(\mathcal{A}, \mathbf{r}^{(0)}\right)$, the residual $\mathbf{r}^{(j)}$ at the $j$-th iterate can be rewritten as

$$
\mathbf{r}^{(j)}=\mathbf{b}-\mathcal{A} \mathbf{x}^{(j)}=p_{j-1}(\mathcal{A}) \mathbf{r}^{(0)}
$$

where $p_{j-1}(z)$ is a polynomial of degree $j-1$ such that $p_{j-1}(0)=1$.
As we seek a good approximation $\mathbf{x}^{(j)}$ of the solution $\mathbf{x}$, we wish that the residual is "small" in some sense; in fact, one condition the iterate $\mathbf{x}^{(j)}$ may be required to satisfy is minimizing the residual $\mathbf{r}^{(j)}$ in some norm $\|\cdot\|$ :

$$
\begin{align*}
\left\|\mathbf{r}^{(j)}\right\| & =\min _{\hat{\mathbf{x}} \in \mathbf{x}^{(0)}+\mathcal{K}_{j}\left(\mathcal{A}, \mathbf{r}^{(0)}\right)}\|\mathbf{b}-\mathcal{A} \hat{\mathbf{x}}\| \\
& =\min _{p_{j-1}(z) \in \Pi_{j-1}, p_{j-1}(0)=1}\left\|p_{j-1}(\mathcal{A}) \mathbf{r}^{(0)}\right\|, \tag{2.12}
\end{align*}
$$

where, as above, $\Pi_{j-1}$ is the space of polynomials of degree at most $j-1$. We would like to mention that the choice of the norm $\|\cdot\|$ characterizes the Krylov subspace method. For instance, the Conjugate Gradient method minimizes the residual in the $\mathcal{A}^{-1}$-norm. On the other hand, the class of Minimal Residual methods (like MINRES or GMRES) minimizes the residual in the Euclidean norm. Another required property for the residual $\mathbf{r}^{(j)}$ to hold is to be orthogonal to some subspace $W_{j}$ of dimension $j$ :

$$
\begin{equation*}
\mathbf{w}^{\top} \mathbf{r}^{(j)}=0, \quad \forall \mathbf{w} \in W_{j} . \tag{2.13}
\end{equation*}
$$

Different choices of $W_{j}$ produce different Krylov subspace methods. From (2.13), Krylov subspace methods fall within the class of projection methods for solving linear systems of equations.

From (2.12), we can derive

$$
\begin{equation*}
\left\|\mathbf{r}^{(j)}\right\| \leqslant \min _{p_{j-1}(z) \in \Pi_{j-1}, p_{j-1}(0)=1}\left\|p_{j-1}(\mathcal{A})\right\|\left\|\mathbf{r}^{(0)}\right\|, \tag{2.14}
\end{equation*}
$$

finding again a min-max problem as in Section 2.4. However, in this case the problem has no explicit solution, as the polynomial $p_{j-1}(z)$ is chosen to satisfy (2.12), which is clearly dependent not only on the matrix $\mathcal{A}$, but also on the initial residual $\mathbf{r}^{(0)}$ : starting from a different initial guess $\overline{\mathbf{x}}^{(0)}$, in fact, causes the polynomial $p_{j-1}(z)$ to be different. In a similar way, changing the right hand side $\overline{\mathbf{b}}$ but starting from the same $\mathbf{x}^{(0)}$ will give a different polynomial $p_{j-1}(z)$. From here, we can deduce that any Krylov subspace method is a non-linear process, as opposed to the other methods presented so far.

For general $\mathcal{A}$, if we want to find $\mathbf{x}^{(j)} \in \mathbf{x}^{(0)}+\mathcal{K}_{j}\left(\mathcal{A}, \mathbf{r}^{(0)}\right)$ we need to construct a basis for the space $\mathcal{K}_{j}\left(\mathcal{A}, \mathbf{r}^{(0)}\right)$; the latter is done by employing an Arnoldi process, and will lead to the GMRES algorithm. As at each iteration we need to construct an orthonormal basis of increasing dimension, we expect the method to be more expensive as the process moves forward. However, practical implementations make use of a restart parameter $\overline{\mathrm{j}}$, giving an upper bound for the dimension of the basis sought: if the computed solution found after $\bar{j}$ iterations does not satisfy the given convergence criterion, this approximation of the solution is employed as initial guess for the algorithm. Besides, there are special cases in which the new approximation $\mathbf{x}^{(j)}$ can be constructed by a short-term recurrence formula, as for the Chebyshev semi-iteration method. In particular, if the matrix $\mathcal{A}$ is symmetric, we can derive a three-term recurrence formula by employing a Lanczos process; this will lead to the MINRES algorithm. If we suppose also that the matrix $\mathcal{A}$ is positive definite, the process is simplified even more to a two-term recurrence; in this case, we obtain the CG algorithm.

Since the reduction of the residual at the $j$-th iterate (2.14) for a Krylov subspace method depends on the norm of a polynomial in $\mathcal{A}$, we may expect that, as for in Section 2.4, the convergence properties of the method depends on the spectrum of $\mathcal{A}$. As this matrix may be ill-conditioned, usually Krylov methods are considered in their preconditioned version. In this case, given an appropriate preconditioner $\mathcal{P}$, the Krylov subspace within which we seek the approximation $\mathbf{x}^{(j)}$ is of the form $\mathbf{x}^{(0)}+\mathcal{K}_{j}\left(\mathcal{P}^{-1} \mathcal{A}, \mathbf{r}^{(0)}\right)$. For some of these methods,
the preconditioner $\mathcal{P}$ has not only to be easily invertible and spectrally equivalent to $\mathcal{A}$, but also needs to be symmetric positive definite, in order for the norm in (2.12) to be well defined.

In the following sections, we are going to introduce the mostly known Krylov methods, namely, CG, MINRES, and GMRES, in their preconditioned version. For the GMRES method, we also introduce its flexible implementation.

### 2.7 Preconditioned Conjugate Gradient Method

In this section we introduce the Conjugate Gradient method [80] for solving symmetric positive definite linear systems.

Let suppose that the matrix $\mathcal{A}$ in (2.1) is symmetric positive definite; in particular, the matrix $\mathcal{A}$ is invertible. We can then consider the $\mathcal{A}$-norm, defined for any $\mathbf{z} \in \mathbb{R}^{n_{\mathcal{A}}}$ as

$$
\|\mathbf{z}\|_{\mathcal{A}}=\sqrt{\mathbf{z}^{\top} \mathcal{A} \mathbf{z}}
$$

In addition, since $\mathcal{A}>0$, the same holds for $\mathcal{A}^{-1}$, and we can analogously consider the norm $\|\cdot\|_{\mathcal{A}^{-1}}$. Then, the Conjugate Gradient method produces a sequence of approximations $\mathbf{x}^{(j)}$ that minimize the residual $\mathbf{r}^{(j)}$ in the $\mathcal{A}^{-1}$-norm, namely

$$
\left\|\mathbf{r}^{(j)}\right\|_{\mathcal{A}^{-1}}=\min _{\hat{\mathbf{x}} \in \mathbf{x}^{(0)}+\mathcal{K}_{j}\left(\mathcal{A}, \mathbf{r}^{(0)}\right)}\|\mathbf{b}-\mathcal{A} \hat{\mathbf{x}}\|_{\mathcal{A}^{-1}} .
$$

Recalling that

$$
\mathbf{r}^{(j)}=\mathbf{b}-\mathcal{A} \mathbf{x}^{(j)}=\mathcal{A}\left(\mathbf{x}-\mathbf{x}^{(j)}\right)=\mathcal{A} \mathbf{e}^{(j)},
$$

the Conjugate Gradient iterate can be defined equivalently as a sequence of approximations $\mathbf{x}^{(j)}$ that minimize the error $\mathbf{e}^{(j)}$ in the $\mathcal{A}$-norm. In fact, we have

$$
\begin{aligned}
\left\|\mathbf{r}^{(j)}\right\|_{\mathcal{A}^{-1}} & =\min _{\hat{\mathbf{x}} \in \mathbf{x}^{(0)}+\mathcal{K}_{j}\left(\mathcal{A}, \mathbf{r}^{(0)}\right)}\|\mathbf{b}-\mathcal{A} \hat{\mathbf{x}}\|_{\mathcal{A}^{-1}} \\
& =\min _{\hat{\mathbf{x}} \in \mathbf{x}^{(0)}+\mathcal{K}_{j}\left(\mathcal{A}, \mathbf{r}^{(0)}\right)} \sqrt{(\mathbf{b}-\mathcal{A} \hat{\mathbf{x}})^{\top} \mathcal{A}^{-1}(\mathbf{b}-\mathcal{A} \hat{\mathbf{x}})} \\
& =\min _{\hat{\mathbf{x}} \in \mathbf{x}^{(0)}+\mathcal{K}_{j}\left(\mathcal{A}, \mathbf{r}^{(0)}\right)} \sqrt{\mathbf{e}^{\top} \mathcal{A} \mathbf{e}} \\
& =\left\|\mathbf{e}^{(j)}\right\|_{\mathcal{A}} .
\end{aligned}
$$

If we evaluate explicitly $\|\mathbf{e}\|_{\mathcal{A}}^{2}$, we obtain

$$
\begin{aligned}
\|\mathbf{e}\|_{\mathcal{A}}^{2} & =(\mathbf{x}-\hat{\mathbf{x}})^{\top} \mathcal{A}(\mathbf{x}-\hat{\mathbf{x}}) \\
& =\mathbf{x}^{\top} \mathcal{A} \mathbf{x}+\hat{\mathbf{x}}^{\top} \mathcal{A} \hat{\mathbf{x}}-\mathbf{x}^{\top} \mathcal{A} \hat{\mathbf{x}}-\hat{\mathbf{x}}^{\top} \mathcal{A} \mathbf{x} \\
& =\hat{\mathbf{x}}^{\top} \mathcal{A} \hat{\mathbf{x}}+\mathbf{x}^{\top} \mathbf{b}-\mathbf{b}^{\top} \hat{\mathbf{x}}-\hat{\mathbf{x}}^{\top} \mathbf{b} \\
& =\hat{\mathbf{x}}^{\top} \mathcal{A} \hat{\mathbf{x}}-2 \hat{\mathbf{x}}^{\top} \mathbf{b}+\mathbf{x}^{\top} \mathbf{b}
\end{aligned}
$$

Then, defining the quadratic function

$$
\phi(\hat{\mathbf{x}})=\frac{1}{2} \hat{\mathbf{x}}^{\top} \mathcal{A} \hat{\mathbf{x}}-\hat{\mathbf{x}}^{\top} \mathbf{b}
$$

we have $\|\mathbf{e}\|_{\mathcal{A}}^{2}=2 \phi(\hat{\mathbf{x}})+c$, with $c=\mathbf{x}^{\top} \mathbf{b}$ a given constant. Therefore, it is clear that minimizing $\|\mathbf{e}\|_{\mathcal{A}}$ is equivalent to minimizing the function $\phi(\hat{\mathbf{x}})$, and, since $\nabla \phi(\hat{\mathbf{x}})=\mathcal{A} \hat{\mathbf{x}}-\mathbf{b}$, if $\overline{\mathbf{x}}$ is the minimizer of $\phi(\hat{\mathbf{x}})$, then $\overline{\mathbf{x}}=\mathbf{x}$ due to the invertibility of $\mathcal{A}$.

Given $\mathbf{x}^{(j-1)}$ an approximation of $\mathbf{x}$, we are then looking for a vector $\mathbf{x}^{(j)}=$ $\mathbf{x}^{(j-1)}+\alpha_{j-1} \mathbf{S}^{(j-1)}$ that improves our cost functional $\phi\left(\mathbf{x}^{(j-1)}\right)$. The vector $\mathbf{s}^{(j-1)}$ is called the search direction, while the parameter $\alpha_{j-1}$ is chosen to be the optimal step-length in this direction. The latter can be easily computed, for one has to minimize the cost functional $\phi(\hat{\mathbf{x}})$ in the one-dimensional subspace $\mathbf{x}^{(j-1)}+\operatorname{span}\left\{\mathbf{s}^{(j-1)}\right\}$; in fact, the optimal value for $\alpha$ is obtained by imposing the condition

$$
\frac{\mathrm{d}}{\mathrm{~d} \alpha} \phi\left(\mathbf{x}^{(j-1)}+\alpha \mathbf{s}^{(j-1)}\right)=0,
$$

that leads to

$$
\begin{equation*}
\alpha_{j-1}=\frac{\left(\mathbf{s}^{(j-1)}\right)^{\top} \mathbf{r}^{(j-1)}}{\left(\mathbf{s}^{(j-1)}\right)^{\top} \mathcal{A} \mathbf{s}^{(j-1)}} . \tag{2.15}
\end{equation*}
$$

Now that we have the optimal step-length $\alpha_{j-1}$, we need to find the direction $\mathbf{s}^{(j-1)}$ along which we should search for the new iterate $\mathbf{x}^{(j)}$. As the negative gradient $-\nabla \phi\left(\mathbf{x}^{(j-1)}\right)=\mathbf{r}^{(j-1)}$ is a direction pointing towards the minimizer of the functional $\phi(\hat{\mathbf{x}})$, one is tempted to choose $\mathbf{s}^{(j-1)}=\mathbf{r}^{(j-1)}$ for all $j$. This choice of search directions gives the Steepest Descent method [119, Chapter 2], and it is easy to see that at step $j$ the error $\mathbf{e}^{(j)}$ and the residual $\mathbf{r}^{(j-1)}$ are $\mathcal{A}$-conjugate, that is, $\left(\mathbf{e}^{(j)}\right)^{\top} \mathcal{A} \mathbf{r}^{(j-1)}=0$ for all $j$, which implies that the residual $\mathbf{r}^{(j)}$ is orthogonal to the residual $\mathbf{r}^{(j-1)}$. However, the latter is not true for all the previous residuals, and indeed the vectors $\left\{\mathbf{r}^{(i)}\right\}_{i=0}^{j}$ may be linearly dependent, with the consequence of slow convergence of the method. Therefore, we are looking for a smarter choice of the search directions in order to obtain faster convergence properties.

In order to find the search directions $\mathbf{s}^{(j-1)}$, we will make use of one fundamental property of symmetric positive definite matrices: given a set $\left\{\mathbf{s}^{(i)}\right\}_{i=0}^{j-1}$ of non-zero vectors which are mutually $\mathcal{A}$-conjugate (that is, $\left(\mathbf{s}^{(i)}\right)^{\top} \mathcal{A} \mathbf{s}^{(l)}=0$, for all $i \neq l$ ), then they are linearly independent vectors. With this in mind, we may construct vectors $\left\{\mathbf{s}^{(j)}\right\}$ which are mutually $\mathcal{A}$-conjugate and span the whole space $\mathbb{R}^{n_{\mathcal{A}}}$ in $n_{\mathcal{A}}$ iterations, thus obtaining a good approximation of the solution in fewer steps. In addition, we will require a condition of the type (2.13) on the residual $\mathbf{r}^{(j)}$ to hold; specifically, we will impose that the $j$-th residual is orthogonal to $W_{j}=\operatorname{span}\left\{\mathbf{r}^{(0)}, \mathbf{r}^{(1)}, \ldots, \mathbf{r}^{(j-1)}\right\}$. In order to ensure $\mathcal{A}$-conjugacy and orthogonality, we will employ a Lanczos process, that will require us to impose those properties only on two subsequent search directions and residuals, due to the matrix $\mathcal{A}$ being symmetric positive definite.

Since we are looking for an approximation of the type $\mathbf{x}^{(j)}=\mathbf{x}^{(j-1)}+\alpha_{j-1} \mathbf{s}^{(j-1)}$, it is clear that $\mathbf{x}^{(j)}$ belongs to $\mathbf{x}^{(0)}+\operatorname{span}\left\{\mathbf{s}^{(0)}, \mathbf{s}^{(1)}, \ldots, \mathbf{s}^{(j-1)}\right\}$. From the observation above, we thus look for vectors $\left\{\mathbf{s}^{(i)}\right\}_{i=0}^{j-1}$ that are mutually $\mathcal{A}$-conjugate; in addition, we require that the choice of the search direction $\mathbf{s}^{(j-1)}$ results in a residual $\mathbf{r}^{(j)}$ that is orthogonal to all previous residuals $\left\{\mathbf{r}^{(i)}\right\}_{i=0}^{j-1}$. For these two
conditions to hold, we look for a search direction

$$
\begin{equation*}
\mathbf{s}^{(j-1)}=\mathbf{r}^{(j-1)}+\beta_{j-1} \mathbf{s}^{(j-2)}, \tag{2.16}
\end{equation*}
$$

where $\beta_{j-1}$ is chosen such that $\mathbf{s}^{(j-1)}$ and $\mathbf{s}^{(j-2)}$ are $\mathcal{A}$-conjugate; we note that with this choice of search direction $\mathbf{s}^{(j-1)} \in \operatorname{span}\left\{\mathbf{r}^{(0)}, \mathbf{r}^{(1)}, \ldots, \mathbf{r}^{(j-1)}\right\}$. In order to ensure the $\mathcal{A}$-conjugacy of the vectors $\mathbf{s}^{(j-1)}$ and $\mathbf{s}^{(j-2)}$, we take

$$
\begin{equation*}
\beta_{j-1}=-\frac{\left(\mathbf{r}^{(j-1)}\right)^{\top} \mathcal{A} \mathbf{s}^{(j-2)}}{\left(\mathbf{s}^{(j-2)}\right)^{\top} \mathcal{A} \mathbf{s}^{(j-2)}} \tag{2.17}
\end{equation*}
$$

From $\mathbf{x}^{(j)}=\mathbf{x}^{(j-1)}+\alpha_{j-1} \mathbf{s}^{(j-1)}$, we see that $\mathbf{r}^{(j)}=\mathbf{r}^{(j-1)}-\alpha_{j-1} \mathcal{A} \mathbf{s}^{(j-1)}$, and, since we want $\left(\mathbf{r}^{(j)}\right)^{\top} \mathbf{r}^{(j-1)}=0$, we require

$$
\alpha_{j-1}=\frac{\left(\mathbf{r}^{(j-1)}\right)^{\top} \mathbf{r}^{(j-1)}}{\left(\mathbf{r}^{(j-1)}\right)^{\top} \mathcal{A} \mathbf{s}^{(j-1)}}
$$

The previous expression can be simplified as

$$
\begin{equation*}
\alpha_{j-1}=\frac{\left(\mathbf{r}^{(j-1)}\right)^{\top} \mathbf{r}^{(j-1)}}{\left(\mathbf{r}^{(j-1)}+\beta_{j-1} \mathbf{s}^{(j-2)}\right)^{\top} \mathcal{A} \mathbf{s}^{(j-1)}}=\frac{\left(\mathbf{r}^{(j-1)}\right)^{\top} \mathbf{r}^{(j-1)}}{\left(\mathbf{s}^{(j-1)}\right)^{\top} \mathcal{A} \mathbf{s}^{(j-1)}}, \tag{2.18}
\end{equation*}
$$

due to $\mathbf{s}^{(j-1)}$ and $\mathbf{s}^{(j-2)}$ being $\mathcal{A}$-conjugate. Note that this values of $\alpha_{j-1}$ is the same as in (2.15) with $\mathbf{s}^{(j-1)}$ replaced by $\mathbf{r}^{(j-1)}$; however, as $\mathbf{r}^{(j-1)}$ is orthogonal to $W_{j-1}=\operatorname{span}\left\{\mathbf{r}^{(0)}, \mathbf{r}^{(1)}, \ldots, \mathbf{r}^{(j-2)}\right\}$, and since we have $\mathbf{s}^{(j-2)} \in W_{j-1}$, from (2.16) the two expressions are the same. Thus, the steplength $\alpha_{j-1}$ defined in (2.18) is optimal.

In order to also simplify the expression (2.17) for $\beta_{j-1}$, from

$$
\mathbf{r}^{(j-1)}=\mathbf{r}^{(j-2)}-\alpha_{j-2} \mathcal{A} \mathbf{s}^{(j-2)}
$$

we derive

$$
-\mathcal{A} \mathbf{s}^{(j-2)}=\frac{1}{\alpha_{j-2}}\left(\mathbf{r}^{(j-1)}-\mathbf{r}^{(j-2)}\right) .
$$

By employing the orthogonality property $\left(\mathbf{r}^{(j-1)}\right)^{\top} \mathbf{r}^{(j-2)}=0$ together with (2.18), we finally obtain the following expression for $\beta_{j-1}$ :

$$
\beta_{j-1}=\frac{\left(\mathbf{r}^{(j-1)}\right)^{\top} \mathbf{r}^{(j-1)}}{\left(\mathbf{r}^{(j-2)}\right)^{\top} \mathbf{r}^{(j-2)}} .
$$

The algorithm so derived is the Conjugate Gradient Method originally presented by Hestenes and Stiefel in [80]; the pseudocode is given in Algorithm 9. With this definition of $\mathbf{x}^{(j)}$ and of $\mathbf{s}^{(j)}$, it can be proved [174, Theorem 38.1] that

$$
\begin{aligned}
\operatorname{span}\left\{\mathbf{s}^{(0)}, \mathbf{s}^{(1)}, \ldots, \mathbf{s}^{(j-1)}\right\} & =\operatorname{span}\left\{\mathbf{r}^{(0)}, \mathbf{r}^{(1)}, \ldots, \mathbf{r}^{(j-1)}\right\} \\
& =\operatorname{span}\left\{\mathbf{r}^{(0)}, \mathcal{A} \mathbf{r}^{(0)}, \ldots, \mathcal{A}^{j-1} \mathbf{r}^{(0)}\right\}
\end{aligned}
$$

implying that the iterate $\mathbf{x}^{(j)}$ belongs to the Krylov subspace $\mathbf{x}^{(0)}+\mathcal{K}_{j}\left(\mathcal{A}, \mathbf{r}^{(0)}\right)$.

In addition, the search directions are mutually $\mathcal{A}$-conjugate, with the residuals being mutually orthogonal, see [156, Section 6.7] and [174, Theorem 38.1].

```
Algorithm 9 Conjugate Gradient Method to solve \(\mathcal{A} \mathbf{x}=\mathbf{b}\), with \(\mathcal{A}>0\)
    Choose \(\mathbf{x}^{(0)}\)
    Compute \(\mathbf{r}^{(0)}=\mathbf{b}-\mathcal{A} \mathbf{x}^{(0)}\)
    Set \(\mathbf{s}^{(0)}=\mathbf{r}^{(0)}\)
    for \(j=1\) until convergence, do
        \(\alpha_{j-1}=\frac{\left(\mathbf{r}^{(j-1)}\right)^{\top} \mathbf{r}^{(j-1)}}{\left(\mathbf{s}^{(j-1)}\right)^{\top} \mathcal{A} \mathbf{s}^{(j-1)}}\)
        \(\mathbf{x}^{(j)}=\mathbf{x}^{(j-1)}+\alpha_{j-1} \mathbf{s}^{(j-1)}\)
        \(\mathbf{r}^{(j)}=\mathbf{r}^{(j-1)}-\alpha_{j-1} \mathcal{A} \mathbf{s}^{(j-1)}\)
        Test for convergence
        \(\beta_{j}=\frac{\left(\mathbf{r}^{(j)}\right)^{\top} \mathbf{r}^{(j)}}{\left(\mathbf{r}^{(j-1)}\right)^{\top} \mathbf{r}^{(j-1)}}\)
        \(\mathbf{s}^{(j)}=\mathbf{r}^{(j)}+\beta_{j} \mathbf{s}^{(j-1)}\)
    end for
```

As $\mathbf{x}^{(j)} \in \mathbf{x}^{(0)}+\mathcal{K}_{j}\left(\mathcal{A}, \mathbf{r}^{(0)}\right)$, we can rewrite the error $\mathbf{e}^{(j)}$ as

$$
\mathbf{e}^{(j)}=\mathbf{e}^{(0)}+p_{j-1}(\mathcal{A}) \mathbf{r}^{(0)},
$$

for some polynomial $p_{j-1}(z)$ of degree at most $j-1$ such that $p_{j-1}(0)=1$. Writing $\mathbf{r}^{(0)}=\mathcal{A} \mathbf{e}^{(0)}$, we then obtain

$$
\mathbf{e}^{(j)}=q_{j}(\mathcal{A}) \mathbf{e}^{(0)},
$$

with $q_{j}(z)$ a polynomial of degree at most $j$ such that $q_{j}(0)=1$. Recalling that at each step CG minimizes the residual $\mathbf{r}^{(j)}$ in the $\mathcal{A}^{-1}$-norm, and that this is equivalent to minimizing the error $\mathbf{e}^{(j)}$ in the $\mathcal{A}$-norm, we can rewrite the reduction in the residual (2.12) as

$$
\left\|\mathbf{r}^{(j)}\right\|_{\mathcal{A}^{-1}}=\left\|\mathbf{e}^{(j)}\right\|_{\mathcal{A}}=\min _{q_{j}(z) \in \Pi_{j}, q_{j}(0)=1}\left\|q_{j}(\mathcal{A}) \mathbf{e}^{(0)}\right\|_{\mathcal{A}},
$$

where $\Pi_{j}$ is the space of polynomials of degree at most $j$. If we expand the error $\mathbf{e}^{(0)}$ in terms of the orthonormal eigenvectors $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n_{\mathcal{A}}}\right\}$ of $\mathcal{A}$, we have $\mathbf{e}^{(0)}=\sum_{i=1}^{n \mathcal{A}} c_{i} \mathbf{v}_{i}$, and thus we can derive the following estimate for the error:

$$
\begin{align*}
\left\|\mathbf{e}^{(j)}\right\|_{\mathcal{A}} & =\min _{q_{j}(z) \in \Pi_{j}, q_{j}(0)=1}\left\|q_{j}(\mathcal{A}) \sum_{i=1}^{n_{\mathcal{A}}} c_{i} \mathbf{v}_{i}\right\|_{\mathcal{A}} \\
& =\min _{q_{j}(z) \in \Pi_{j}, q_{j}(0)=1}\left\|\sum_{i=1}^{n_{\mathcal{A}}} c_{i} q_{j}\left(\lambda_{i}\right) \mathbf{v}_{i}\right\|_{\mathcal{A}} \\
& \leqslant \min _{q_{j}(z) \in \Pi_{j}, q_{j}(0)=1}\left\|\max _{i}\left|q_{j}\left(\lambda_{i}\right)\right| \sum_{i=1}^{n_{\mathcal{A}}} c_{i} \mathbf{v}_{i}\right\|_{\mathcal{A}} . \tag{2.19}
\end{align*}
$$

Before moving on the error estimate, it is worth noting that from the previous expression we can see that Conjugate Gradient will converge at most in $n_{\mathcal{A}}$ it-
erations, see [174, Theorem 38.4]. In fact, supposing that the matrix $\mathcal{A}$ has $n_{\mathcal{A}}$ different eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n_{\mathcal{A}}}$, we can consider the polynomial

$$
q_{n_{\mathcal{A}}}(z)=\prod_{i=1}^{n_{\mathcal{A}}}\left(1-\frac{z}{\lambda_{i}}\right),
$$

that will be zero on the set of the eigenvalues, and as a consequence the error $\mathbf{e}^{\left(n_{\mathcal{A}}\right)}$ will be zero.

From (2.19), we can write

$$
\left\|\mathbf{e}^{(j)}\right\|_{\mathcal{A}} \leqslant \min _{q_{j}(z) \in \Pi_{j}, q_{j}(0)=1} \max _{a \leqslant \lambda \leqslant b}\left|q_{j}(\lambda)\right|\left\|^{(0)}\right\|_{\mathcal{A}},
$$

with $[a, b]$ the interval containing the eigenvalues of the matrix $\mathcal{A}$. A similar term was found in Section 2.4 when deriving the error for the Chebyshev semi-iterative method, and we were able to find an upper bound by employing the Chebyshev polynomials. In fact, it can be proved [174, Theorem 38.5] that the reduction of the error at the $j$-th iteration is given by

$$
\begin{equation*}
\left\|\mathbf{e}^{(j)}\right\|_{\mathcal{A}} \leqslant 2\left(\frac{\sqrt{\kappa}-1}{\sqrt{\kappa}+1}\right)^{j}\left\|\mathbf{e}^{(0)}\right\|_{\mathcal{A}}, \tag{2.20}
\end{equation*}
$$

with $\kappa$ the condition number of the matrix $\mathcal{A}$.

```
Algorithm 10 Preconditioned Conjugate Gradient Method to solve \(\mathcal{A} \mathbf{x}=\mathbf{b}\),
with \(\mathcal{A}>0\) and preconditioner \(\mathcal{P}>0\)
Choose \(\mathbf{x}^{(0)}\)
Compute \(\mathbf{r}^{(0)}=\mathbf{b}-\mathcal{A} \mathbf{x}^{(0)}\)
Solve \(\mathcal{P} \mathbf{z}^{(0)}=\mathbf{r}^{(0)}\)
Set \(\mathbf{s}^{(0)}=\mathbf{z}^{(0)}\)
for \(j=1\) until convergence, do
    \(\alpha_{j-1}=\frac{\left(\mathbf{z}^{(j-1)}\right)^{\top} \mathbf{r}^{(j-1)}}{\left(\mathbf{s}^{(j-1)}\right)^{\top} \mathcal{A} \mathbf{s}^{(j-1)}}\)
    \(\mathbf{x}^{(j)}=\mathbf{x}^{(j-1)}+\alpha_{j-1} \mathbf{s}^{(j-1)}\)
    \(\mathbf{r}^{(j)}=\mathbf{r}^{(j-1)}-\alpha_{j-1} \mathcal{A} \mathbf{s}^{(j-1)}\)
    Test for convergence
    Solve \(\mathcal{P} \mathbf{z}^{(j)}=\mathbf{r}^{(j)}\)
    \(\beta_{j}=\frac{\left(\mathbf{z}^{(j)}\right)^{\top} \mathbf{r}^{(j)}}{\left(\mathbf{z}^{(j-1)}\right)^{\top} \mathbf{r}^{(j-1)}}\)
    \(\mathbf{s}^{(j)}=\mathbf{z}^{(j)}+\beta_{j} \mathbf{s}^{(j-1)}\)
end for
```

From (2.20), one may observe that the convergence rate of CG can be poor when applied to an ill-conditioned matrix $\mathcal{A}$. However, the rate (2.20) is only a worst-case scenario: in fact, supposing that the matrix $\mathcal{A}$ has only two different eigenvalues $\lambda_{1}$ and $\lambda_{2}$, from (2.19) with $q_{2}(z)=\left(1-z / \lambda_{1}\right)\left(1-z / \lambda_{2}\right)$ we can imply that the error is zero after only two iterations. In general, one may experience also fast convergence in practice when the eigenvalues of $\mathcal{A}$ are clustered around some values. However, this is not always the case; for this reason, a preconditioner
$\mathcal{P}$ is generally employed for the purpose of obtaining fast convergence. As we mentioned in Section 2.6, this preconditioner $\mathcal{P}$ has to be easily invertible and ideally spectrally equivalent to $\mathcal{A}$. In addition, as we want to preserve symmetry and positive definiteness, the preconditioner $\mathcal{P}$ needs to be symmetric positive definite. In fact, in this case we can write $\mathcal{P}=H H^{\top}$, and the preconditioned system is equivalent to

$$
H^{-1} \mathcal{A} H^{-\top} \overline{\mathbf{x}}=H^{-1} \mathbf{b},
$$

where $\overline{\mathbf{x}}=H^{\top} \mathbf{x}$. As $H^{-1} \mathcal{A} H^{-\top}$ is symmetric positive definite, we can employ CG to solve the previous system. However, practical implementations of Preconditioned Conjugate Gradients do not require one to solve with the matrix $H$, but rather to solve with $\mathcal{P}$. The pseudocode for Preconditioned Conjugate Gradient is given in Algorithm 10.

Comparing Algorithm 9 with its preconditioned version in Algorithm 10, we observe that the only computational difference is the solve with $\mathcal{P}$ at each iteration. From here, it is clear the reason why the preconditioner $\mathcal{P}$ has to be easy to invert. As we will discuss in Section 2.10, in general, rather than solving with $\mathcal{P}$, we will require an approximation of its inverse operation on a generic vector.

### 2.8 Preconditioned MINRES

In the previous section we discussed the Conjugate Gradient method for solving linear systems of equations. As we saw, the power of CG lies in the two-term recurrence formula for the search directions, that ensures orthogonality of the residuals and $\mathcal{A}$-conjugacy of the search directions. The main drawback of the method is that $\mathcal{A}$ is required to be symmetric positive definite. In this section we introduce a generalization of CG to symmetric (possibly indefinite) matrices discovered by Paige and Saunders [128], that is MINRES.

Let suppose that the matrix $\mathcal{A}$ in (2.1) is symmetric and invertible. Given an initial guess $\mathbf{x}^{(0)}$, we iteratively find an approximation $\mathbf{x}^{(j)}$ of $\mathbf{x}$ within the subspace $\mathbf{x}^{(0)}+\mathcal{K}_{j}\left(\mathcal{A}, \mathbf{r}^{(0)}\right)$. As opposed to CG, in this case we cannot consider the $\mathcal{A}$-norm, as the matrix $\mathcal{A}$ may be indefinite. For this reason, at each iteration the residual $\mathbf{r}^{(j)}$ will be minimized in the Euclidean norm

$$
\left\|\mathbf{r}^{(j)}\right\|_{2}=\min _{p_{j-1}(z) \in \Pi_{j-1}, p_{j-1}(0)=1}\left\|p_{j-1}(\mathcal{A}) \mathbf{r}^{(0)}\right\|_{2} .
$$

As for CG, we want to span $\mathbb{R}^{n_{\mathcal{A}}}$ in (at most) $n_{\mathcal{A}}$ iterations by constructing a basis for the space. Since the matrix $\mathcal{A}$ is symmetric, this can be done again by employing the short-term recurrence formula of a Lanczos process; however, as opposed to CG, in this case the formula is given by the following three-term recurrence:

$$
\begin{equation*}
\gamma_{i+1} \mathbf{q}^{(i+1)}=\mathcal{A} \mathbf{q}^{(i)}-\delta_{i} \mathbf{q}^{(i)}-\gamma_{i} \mathbf{q}^{(i-1)}, \tag{2.21}
\end{equation*}
$$

setting $\mathbf{q}^{(1)}=\frac{\mathbf{r}^{(0)}}{\left\|\mathbf{r}^{(0)}\right\|_{2}}$, for $i=1,2, \ldots, j-1$, where $\delta_{i}=\left(\mathbf{q}^{(i)}\right)^{\top} \mathcal{A} \mathbf{q}^{(i)}$, and $\gamma_{i+1}$ is such that $\left\|\mathbf{q}^{(i+1)}\right\|_{2}=1$. The vectors $\left\{\mathbf{q}^{(1)}, \mathbf{q}^{(2)}, \ldots, \mathbf{q}^{(j)}\right\}$ so derived are an orthonormal basis for $\mathcal{K}_{j}\left(\mathcal{A}, \mathbf{r}^{(0)}\right)$; in addition, equation (2.21) can be rewritten

$$
\begin{equation*}
\mathcal{A} Q_{j}=Q_{j+1} \hat{H}_{j}, \tag{2.22}
\end{equation*}
$$

where $Q_{j}=\left[\mathbf{q}^{(1)}, \mathbf{q}^{(2)}, \ldots, \mathbf{q}^{(j)}\right]$ is orthogonal, and $\hat{H}_{j}=\left[\begin{array}{c}H_{j} \\ \gamma_{j+1} \mathbf{e}_{j}\end{array}\right]$. Here, $H_{j}=$ $\operatorname{tridiag}\left(\gamma_{i}, \delta_{i}, \gamma_{i+1}\right)$ is a tridiagonal matrix, and $\mathbf{e}_{j}$ is the $j$-th vector of the standard basis in $\mathbb{R}^{j}$. It is worth noting that the matrix $H_{j}$ is tridiagonal due to the symmetry of $\mathcal{A}$ being preserved by the Lanczos process. Since $\mathbf{x}^{(j)} \in \mathbf{x}^{(0)}+$ $\mathcal{K}_{j}\left(\mathcal{A}, \mathbf{r}^{(0)}\right)$, with this notation we can rewrite

$$
\mathbf{x}^{(j)}=\mathbf{x}^{(0)}+Q_{j} \mathbf{z}^{(j)},
$$

for some vector $\mathbf{z}^{(j)} \in \mathbb{R}^{j}$. From the previous expression, we can write

$$
\begin{aligned}
\left\|\mathbf{r}^{(j)}\right\|_{2} & =\left\|\mathbf{b}-\mathcal{A} \mathbf{x}^{(j)}\right\|_{2} \\
& =\left\|\mathbf{r}^{(0)}-\mathcal{A} Q_{j} \mathbf{z}^{(j)}\right\|_{2} \\
& =\left\|\mathbf{r}^{(0)}-Q_{j+1} \hat{H}_{j} \mathbf{z}^{(j)}\right\|_{2} \\
& =\| \| \mathbf{r}^{(0)}\left\|_{2} \mathbf{e}_{1}-\widehat{H}_{j} \mathbf{z}^{(j)}\right\|_{2},
\end{aligned}
$$

the last equality holding due to $Q_{j+1}$ being orthogonal. Finally, recalling the minimization property of the $j$-th residual, the iterate $\mathbf{x}^{(j)}$ is the solution of the following least squares problem:

$$
\left\|\mathbf{r}^{(j)}\right\|_{2}=\min _{\mathbf{z}^{(j)}}\| \| \mathbf{r}^{(0)}\left\|_{2} \mathbf{e}_{1}-\widehat{H}_{j} \mathbf{z}^{(j)}\right\|_{2},
$$

that is solved by employing Givens rotations within a QR factorization. A pseudocode for the MINRES method is found in Algorithm 11. It is worth noting that the MINRES algorithm performs a few more operations per iteration than the Conjugate Gradient method.

As for CG, we can specify the reduction of the residual (2.14) as follows:

$$
\left\|\mathbf{r}^{(j)}\right\|_{2} \leqslant \min _{p_{j}(z) \in \Pi_{j}, p_{j}(0)=1} \max _{\lambda \in\left[-a_{1},-b_{1}\right] \cup\left[a_{2}, b_{2}\right]}\left|p_{j}(\lambda)\right|\left\|\mathbf{r}^{(0)}\right\|_{2} .
$$

Here, as the matrix may be indefinite, we split the interval $[a, b]$ containing the eigenvalues of $\mathcal{A}$ in a positive and a negative part, and suppose that the spectrum of $\mathcal{A}$ is contained in the union $\left[-a_{1},-b_{1}\right] \cup\left[a_{2}, b_{2}\right]$ of two intervals of the same length, that is, $a_{1}-b_{1}=b_{2}-a_{2}$, with $a_{1}, a_{2}, b_{1}, b_{2}>0$. Then, it is possible to prove (see [44, Theorem 4.14] and [164]) the following reduction on the residual after $2 j$ steps of MINRES:

$$
\begin{equation*}
\left\|\mathbf{r}^{(2 j)}\right\|_{2} \leqslant 2\left(\frac{\sqrt{a_{1} b_{2}}-\sqrt{a_{2} b_{1}}}{\sqrt{a_{1} b_{2}}+\sqrt{a_{2} b_{1}}}\right)^{j}\left\|\mathbf{r}^{(0)}\right\|_{2} . \tag{2.23}
\end{equation*}
$$

From the bound above, it is clear that a substantial reduction in the residual may be obtained only every other iteration; this in turn produces the typical plots of the behavior of the residual obtained from numerical experiments: in fact, one can clearly see a staircasing effect.

```
Algorithm 11 MINRES Method to solve \(\mathcal{A} \mathbf{x}=\mathbf{b}\), with \(\mathcal{A}\) symmetric
    \(\mathbf{q}^{(0)}=\mathbf{0}, \mathbf{w}^{(0)}=\mathbf{0}, \mathbf{w}^{(1)}=\mathbf{0}\)
    Choose \(\mathbf{x}^{(0)}\)
    Compute \(\mathbf{q}^{(1)}=\mathbf{b}-\mathcal{A} \mathbf{x}^{(0)}\)
    Set \(\gamma_{1}=\left\|\mathbf{q}^{(1)}\right\|_{2}\)
    Set \(\eta=\gamma_{1}, s_{0}=s_{1}=0, c_{0}=c_{1}=1\)
    for \(j=1\) until convergence, do
        \(\mathbf{q}^{(j)}=\frac{\mathbf{q}^{(j)}}{\gamma_{j}}\)
        \(\delta_{j}=\left(\mathbf{q}^{(j)}\right)^{\top} \mathcal{A} \mathbf{q}^{(j)}\)
        \(\mathbf{q}^{(j+1)}=\mathcal{A} \mathbf{q}^{(j)}-\delta_{j} \mathbf{q}^{(j)}-\gamma_{j} \mathbf{q}^{(j-1)}\)
        \(\gamma_{j+1}=\left\|\mathbf{q}^{(j+1)}\right\|_{2}\)
        \(\alpha_{0}=c_{j} \delta_{j}-c_{j-1} s_{j} \gamma_{j}\)
        \(\alpha_{1}=\sqrt{\alpha_{0}^{2}+\gamma_{j+1}^{2}}\)
        \(\alpha_{2}=s_{j} \delta_{j}+c_{j-1} c_{j} \gamma_{j}\)
        \(\alpha_{3}=s_{j-1} \gamma_{j}\)
        \(c_{j+1}=\frac{\alpha_{0}}{\alpha_{1}}, s_{j+1}=\frac{\gamma_{j+1}}{\alpha_{1}}\)
        \(\mathbf{w}^{(j+1)} \stackrel{1}{=} \frac{1}{\alpha_{1}}\left(\mathbf{q}^{(j)}-\alpha_{3} \mathbf{w}^{(j-1)}-\alpha_{2} \mathbf{w}^{(j)}\right)\)
        \(\mathbf{x}^{(j)}=\mathbf{x}^{(j-1)}+c_{j+1} \eta \mathbf{w}^{(j+1)}\)
        \(\eta=-s_{j+1} \eta\)
        Test for convergence
    end for
```

As for CG, it is clear that convergence depends mainly on the spectrum of the matrix $\mathcal{A}$; for this reason, in order to obtain faster convergence, a preconditioned version of MINRES has been devised. Since we want to preserve the symmetry of the system, we have to employ again a symmetric positive definite preconditioner $\mathcal{P}$; the algorithm so derived is given in Algorithm 12.

For the preconditioned MINRES algorithm with preconditioner $\mathcal{P}$, it can be shown that the residual $\mathbf{r}^{(j)}$ is reduced in the $\mathcal{P}^{-1}$-norm, see [44, Section 4.1]. Further, a similar result to (2.23) can be derived, supposing that the eigenvalues of the preconditioned matrix $\mathcal{P}^{-1} \mathcal{A}$ lie in the union $\left[-a_{1},-b_{1}\right] \cup\left[a_{2}, b_{2}\right]$ of intervals of same length, being $a_{1}, a_{2}, b_{1}, b_{2}>0$ as above, see [44, Theorem 4.14].

### 2.9 Preconditioned GMRES and Flexible GMRES

As we noted in the previous section, the difference in computations between CG and MINRES is minimal, with the latter performing only a few more vectorvector operations. The reason behind this is that both are based on a Lanczos process, which allows to construct an orthonormal basis for the eigenspace of a symmetric matrix $\mathcal{A}$. The generalization of this process to non-symmetric matrices is called the Arnoldi method: starting from an arbitrary vector $\mathbf{q}^{(0)}$, the method produces a sequence of orthonormal vector $\mathbf{q}^{(1)}, \mathbf{q}^{(2)}, \ldots, \mathbf{q}^{(j)}$ by making use of the modified Gram-Schmidt process. From here, we can already see

```
metric and preconditioner \(\mathcal{P}>0\)
    \(\mathbf{q}^{(0)}=\mathbf{0}, \mathbf{w}^{(0)}=\mathbf{0}, \mathbf{w}^{(1)}=\mathbf{0}\)
    Choose \(\mathbf{x}^{(0)}\)
    Compute \(\mathbf{q}^{(1)}=\mathbf{b}-\mathcal{A} \mathbf{x}^{(0)}\)
    Solve \(\mathcal{P} \mathbf{z}^{(1)}=\mathbf{q}^{(1)}\)
    Set \(\gamma_{1}=\sqrt{\left(\mathbf{z}^{(1)}\right)^{\top} \mathbf{q}^{(1)}}\)
    Set \(\eta=\gamma_{1}, s_{0}=s_{1}=0, c_{0}=c_{1}=1\)
    for \(j=1\) until convergence, do
        \(\mathbf{z}^{(j)}=\frac{\mathbf{z}^{(j)}}{\gamma_{j}}\)
        \(\delta_{j}=\left(\mathbf{z}^{(j)}\right)^{\top} \mathcal{A} \mathbf{z}^{(j)}\)
        \(\mathbf{q}^{(j+1)}=\mathcal{A} \mathbf{q}^{(j)}-\frac{\delta_{j}}{\gamma_{j}} \mathbf{q}^{(j)}-\frac{\gamma_{j}}{\gamma_{j-1}} \mathbf{q}^{(j-1)}\)
        Solve \(\mathcal{P}_{\mathbf{z}}{ }^{(j+1)}=\mathbf{q}^{(j+1)}\)
        \(\gamma_{j+1}=\sqrt{\left(\mathbf{z}^{(j+1)}\right)^{\top} \mathbf{q}^{(j+1)}}\)
        \(\alpha_{0}=c_{j} \delta_{j}-c_{j-1} s_{j} \gamma_{j}\)
        \(\alpha_{1}=\sqrt{\alpha_{0}^{2}+\gamma_{j+1}^{2}}\)
        \(\alpha_{2}=s_{j} \delta_{j}+c_{j-1} c_{j} \gamma_{j}\)
        \(\alpha_{3}=s_{j-1} \gamma_{j}\)
        \(c_{j+1}=\frac{\alpha_{0}}{\alpha_{1}}, s_{j+1}=\frac{\gamma_{j+1}}{\alpha_{1}}\)
        \(\mathbf{w}^{(j+1)}=\frac{1}{\alpha_{1}}\left(\mathbf{z}^{(j)}-\alpha_{3} \mathbf{w}^{(j-1)}-\alpha_{2} \mathbf{w}^{(j)}\right)\)
        \(\mathbf{x}^{(j)}=\mathbf{x}^{(j-1)}+c_{j+1} \eta \mathbf{w}^{(j+1)}\)
        \(\eta=-s_{j+1} \eta\)
        Test for convergence
    end for
```

Algorithm 12 Preconditioned MINRES Method to solve $\mathcal{A} \mathbf{x}=\mathbf{b}$, with $\mathcal{A}$ sym-
what is lost when solving a generic system, as we cannot employ any short-term recurrence formula for constructing the basis.

Let suppose that the matrix $\mathcal{A}$ in (2.1) is invertible but not symmetric. By starting from an initial guess $\mathbf{x}^{(0)}$, we construct a sequence $\mathbf{x}^{(j)}$ of approximations of the solution $\mathbf{x}$ that belong to the $j$-th Krylov subspace $\mathcal{K}_{j}\left(\mathcal{A}, \mathbf{r}^{(0)}\right)$. Since the matrix $\mathcal{A}$ is not symmetric, as for MINRES we have to impose the minimization property of the residual $\mathbf{r}^{(j)}$ in the Euclidean norm:

$$
\left\|\mathbf{r}^{(j)}\right\|_{2}=\min _{p_{j-1}(z) \in \Pi_{j-1}, p_{j-1}(0)=1}\left\|p_{j-1}(\mathcal{A}) \mathbf{r}^{(0)}\right\|_{2} .
$$

In addition, we can generalize (see [156, Proposition 6.5]) the formula (2.22) for $\mathcal{A}$ in terms of the orthonormal basis $\left\{\mathbf{q}^{(1)}, \mathbf{q}^{(2)}, \ldots, \mathbf{q}^{(j)}\right\}$ as

$$
\mathcal{A} Q_{j}=Q_{j+1} \hat{H}_{j}
$$

where as above $Q_{j}=\left[\mathbf{q}^{(1)}, \mathbf{q}^{(2)}, \ldots, \mathbf{q}^{(j)}\right]$, and $\hat{H}_{j}=\left[\begin{array}{c}H_{j} \\ h_{j+1, j} \mathbf{q}^{(j+1)}\end{array}\right]$, with $H_{j}=$ [ $h_{i, l}$ ], and $h_{i, l}=\left(\mathbf{q}^{(l)}\right)^{\top} \mathcal{A} \mathbf{q}^{(i)}$. Note that now the matrix $H_{j}$ is properly an upper Hessenberg matrix, as the matrix $\mathcal{A}$ is no longer symmetric. Since at each
iteration we are minimizing the residual, we can write

$$
\begin{aligned}
\left\|\mathbf{r}^{(j)}\right\|_{2} & =\left\|\mathbf{b}-\mathcal{A} \mathbf{x}^{(j)}\right\|_{2} \\
& =\left\|\mathbf{r}^{(0)}-\mathcal{A} Q_{j} \mathbf{z}^{(j)}\right\|_{2} \\
& =\left\|\mathbf{r}^{(0)}-Q_{j+1} \widehat{H}_{j} \mathbf{z}^{(j)}\right\|_{2} \\
& =\| \| \mathbf{r}^{(0)}\left\|_{2} \mathbf{e}_{1}-\widehat{H}_{j} \mathbf{z}^{(j)}\right\|_{2},
\end{aligned}
$$

using the orthogonality of $Q_{j+1}$. Again, we have to solve a least squares problem, which is done by employing a Givens rotation within a QR factorization. The resulting method is the GMRES method derived by Saad and Schultz [157].

As for CG and MINRES, it is possible to prove an upper bound for the reduction of the residual; however, the derivation of this estimate for GMRES is not as straightforward as for CG and MINRES, and indeed no neat expression of the type (2.20) or (2.23) can be obtained unless $\mathcal{A}$ is normal. In fact, supposing that $\mathcal{A}$ is diagonalizable with eigendecomposition $\mathcal{A}=Q \Lambda Q^{-1}$, we can rewrite

$$
\begin{align*}
\left\|\mathbf{r}^{(j)}\right\|_{2} & =\min _{p_{j-1}(z) \in \Pi_{j-1}, p_{j-1}(0)=1}\left\|p_{j-1}(\mathcal{A}) \mathbf{r}^{(0)}\right\|_{2} \\
& \leqslant \min _{p_{j-1}(z) \in \Pi_{j-1}, p_{j-1}(0)=1}\left\|p_{j-1}(\mathcal{A})\right\|_{2}\left\|\mathbf{r}^{(0)}\right\|_{2} \\
& =\min _{p_{j-1}(z) \in \Pi_{j-1}, p_{j-1}(0)=1}\left\|Q p_{j-1}(\Lambda) Q^{-1}\right\|_{2}\left\|\mathbf{r}^{(0)}\right\|_{2} \\
& \leqslant \kappa(Q) \min _{p_{j-1}(z) \in \Pi_{j-1}, p_{j-1}(0)=1} \max _{\lambda_{i} \in \lambda(\mathcal{A})} \mid p_{j-1}\left(\lambda_{i}\right)\left\|\mathbf{r}^{(0)}\right\|_{2}, \tag{2.24}
\end{align*}
$$

with $\kappa(Q)=\|Q\|_{2}\left\|Q^{-1}\right\|_{2}$ the condition number of $Q$, see [174, Theorem 35.2] or [156, Proposition 6.32].

From the previous expression, we can infer that also for GMRES the convergence of the method can be aided by a clustered eigenvalue distribution of the matrix considered; for this reason, it is useful to consider a preconditioned GMRES when solving general linear systems. We would like to note that the convergence of GMRES is not determined only by a clustered eigenvalue distribution, as the upper bound in (2.24) depends on the condition number of $Q$ (thus, from how far the matrix $\mathcal{A}$ is from normality). In fact, one can show that any non-increasing sequence describes the reduction of the residual at each iteration of the GMRES method applied to solve a linear system; in addition, the matrix can be constructed with any eigenvalue distribution, see [69].

In this case, as we are not concerned anymore with symmetry, the preconditioner $\mathcal{P}$ can itself be non-symmetric. A pseudocode for the GMRES algorithm with right preconditioning is given in Algorithm 13. Clearly, the computational cost of the algorithm grows as the iterations increase, as at each iteration we have to evaluate an orthonormal basis for the current Krylov subspace by the Arnoldi process. In order to save on computational time, GMRES is often restarted after a fixed number of iterations $\bar{j}$ : if the test for convergence is not satisfied after $\bar{j}$ iterations, the approximation $\mathbf{x}^{(\bar{j})}$ becomes the initial guess $\mathbf{x}^{(0)}$ of the following cycle. The resulting method is called GMRES $(\overline{\mathrm{j}})$ or GMRES with restart.

As formulated in Algorithm 13, the preconditioner $\mathcal{P}$ is fixed at every iteration.

```
Algorithm 13 Preconditioned GMRES Method to solve \(\mathcal{A} \mathbf{x}=\mathbf{b}\), with right
preconditioner \(\mathcal{P}\)
    Choose \(\mathbf{x}^{(0)}\)
    Compute \(\mathbf{r}^{(0)}=\mathbf{b}-\mathcal{A} \mathbf{x}^{(0)}\)
    Set \(\beta_{0}=\left\|\mathbf{r}^{(0)}\right\|_{2}\)
    Set \(\mathbf{q}^{(1)}=\frac{\mathbf{r}^{(0)}}{\beta_{0}}\)
    for \(j=1\) until convergence, do
    Solve \(\mathcal{P} \mathbf{z}^{(j)}=\mathbf{q}^{(j)}\)
    \(\mathbf{w}_{1}^{(j+1)}=\mathcal{A} \mathbf{z}^{(j)}\)
    for \(i=1,2, \ldots, j\) do
        \(h_{i, j}=\left(\mathbf{w}_{i}^{(j+1)}\right)^{\top} \mathbf{q}^{(i)}\)
        \(\mathbf{w}_{i+1}^{(j+1)}=\mathbf{w}_{i}^{(j+1)}-h_{i, j} \mathbf{q}^{(i)}\)
        end for
        \(h_{j+1, j}=\left\|\mathbf{w}_{j+1}^{(j+1)}\right\|_{2}\)
        \(\mathbf{q}^{(j+1)}=\frac{\mathbf{w}^{(j+1)_{j+1}}}{h_{j+1, j}}\)
        Find \(\mathbf{s}^{(j)}\) that minimizes \(\beta_{j}=\left\|\beta_{0} \mathbf{e}_{1}-\hat{H}_{j} \mathbf{s}^{(j)}\right\|_{2}\)
        Test for convergence
    end for
    \(Q_{j}=\left[\mathbf{q}^{(1)}, \mathbf{q}^{(2)}, \ldots, \mathbf{q}^{(j)}\right]\)
    Solve \(\mathcal{P} \mathbf{z}^{(j)}=Q_{j} \mathbf{s}^{(j)}\)
    \(\mathbf{x}^{(j)}=\mathbf{x}^{(0)}+\mathbf{z}^{(j)}\)
```

In terms of numerics, this means that, in order to approximate $\mathcal{P}^{-1}$, we have to employ a fixed number of a linear iterations per GMRES step; in particular, it is not possible to employ GMRES (or any other Krylov subspace method) within GMRES as it is. This question led researches to developing a flexible version of Krylov subspace methods, that allows the user to modify the preconditioner $\mathcal{P}$ at each iteration. As a consequence, one can employ any Krylov subspace method within a flexible Krylov subspace method. In the following, we will employ the flexible version of GMRES (FGMRES) derived by Saad in [155]. The algorithm is given in Algorithm 14. By comparing Algorithm 14 with Algorithm 13, one can see that the computational cost per iteration is essentially the same, with the additional storage of the vectors $\mathbf{z}^{(i)}, i=1,2, \ldots, j$. However, when breakdown occurs in FGMRES (i.e., $h_{j+1, j}=0$ ) we are not assured anymore that the approximate solution $\mathbf{x}^{(j)}$ is exact; in fact, for the latter to be true, one needs the additional assumption of the matrix $H_{j}$ being non-singular, see [155, Proposition 2.2]. A restarted version of this algorithm is also possible, and indeed will be used in the following chapters.

For more discussion about convergence of GMRES, see, for instance, [68, Section 3.2]; for an approximation of the upper bound in (2.24), see, for instance, [155, Section 6.11.4]. For a more comprehensive analysis on flexible, inner-outer Krylov subspace methods, we highlight the text [165].

```
Algorithm 14 Flexible GMRES Method to solve \(\mathcal{A} \mathbf{x}=\mathbf{b}\), with variable right
preconditioner \(\mathcal{P}^{(j)}\)
    Choose \(\mathbf{x}^{(0)}\)
    Compute \(\mathbf{r}^{(0)}=\mathbf{b}-\mathcal{A} \mathbf{x}^{(0)}\)
    Set \(\beta_{0}=\left\|\mathbf{r}^{(0)}\right\|_{2}\)
    Set \(\mathbf{q}^{(1)}=\frac{\mathbf{r}^{(0)}}{\beta_{0}}\)
    for \(j=1\) until convergence, do
        Solve \(\mathcal{P}^{(j)} \mathbf{z}^{(j)}=\mathbf{q}^{(j)}\)
        \(\mathbf{w}_{1}^{(j+1)}=\mathcal{A} \mathbf{z}^{(j)}\)
        for \(i=1,2, \ldots, j\) do
            \(h_{i, j}=\left(\mathbf{w}_{i}^{(j+1)}\right)^{\top} \mathbf{q}^{(i)}\)
            \(\mathbf{w}_{i+1}^{(j+1)}=\mathbf{w}_{i}^{(j+1)}-h_{i, j} \mathbf{q}^{(i)}\)
        end for
        \(h_{j+1, j}=\left\|\mathbf{w}_{j+1}^{(j+1)}\right\|_{2}\)
        \(\mathbf{q}^{(j+1)}=\frac{\mathbf{w}^{(j+1)_{j+1}}}{h_{j+1, j}}\)
        Find \(\mathbf{s}^{(j)}\) that minimizes \(\beta_{j}=\left\|\beta_{0} \mathbf{e}_{1}-\hat{H}_{j} \mathbf{s}^{(j)}\right\|_{2}\)
        Test for convergence
    end for
    \(Z_{j}=\left[\mathbf{z}^{(1)}, \mathbf{z}^{(2)}, \ldots, \mathbf{z}^{(j)}\right]\)
    \(\mathbf{x}^{(j)}=\mathbf{x}^{(0)}+Z_{j} \mathbf{s}^{(j)}\)
```


### 2.10 Preconditioning 2-by-2 Block Matrices

So far we have emphasized the importance of finding a suitable approximation $\mathcal{P}$ of a matrix $\mathcal{A}$ in order to obtain fast convergence of our iterative method. The approximation $\mathcal{P}$ has to be found in such a way that it is spectrally equivalent to $\mathcal{A}$ (meaning that the eigenvalues of the matrix $\mathcal{P}^{-1} \mathcal{A}$ are clustered in a region of the complex plane), with the further property that $\mathcal{P}$ has to be cheaper to invert than $\mathcal{A}$. If $\mathcal{P}$ has those properties, we say that $\mathcal{P}$ is a good preconditioner for $\mathcal{A}$. In this thesis, we study preconditioners for linear systems arising from PDE-constrained optimization problems; in this setting, the matrix $\mathcal{A}$ will present a structure that will be exploited in order to find an optimal preconditioner, namely, it will be of saddle-point type. This section will be thus devoted to preconditioners for general non-symmetric 2 -by- 2 block matrices, then specifying the preconditioners for the class of saddle-point matrices.

Given an invertible system of the form

$$
\mathcal{A}=\left[\begin{array}{cc}
\Phi & \Psi_{1}  \tag{2.25}\\
\Psi_{2} & -\Theta
\end{array}\right]
$$

with $\Phi$ invertible, a good candidate for a preconditioner is the block triangular matrix:

$$
\mathcal{P}_{1}=\left[\begin{array}{cc}
\Phi & 0  \tag{2.26}\\
\Psi_{2} & -S
\end{array}\right],
$$

with $S=\Theta+\Psi_{2} \Phi^{-1} \Psi_{1}$ the negative Schur complement of $\mathcal{A}$. Indeed, if $S$ is also
invertible, it can be proved that $\lambda\left(\mathcal{P}_{1}^{-1} \mathcal{A}\right)=\{1\}$, see [88, 117]. The latter can be easily derived, as we have

$$
\mathcal{P}_{1}^{-1}=\left[\begin{array}{cc}
\Phi^{-1} & 0 \\
S^{-1} \Psi_{2} \Phi^{-1} & -S^{-1}
\end{array}\right]
$$

which implies that

$$
\mathcal{P}_{1}^{-1} \mathcal{A}=\left[\begin{array}{cc}
I & \Phi^{-1} \Psi_{1} \\
0 & I
\end{array}\right]
$$

where $I$ is the identity matrix of appropriate dimension. As clearly $\mathcal{P}_{1}^{-1} \mathcal{A}$ is a block-triangular matrix, we can imply that the eigenvalues of $\mathcal{P}_{1}^{-1} \mathcal{A}$ are given by the eigenvalues of the blocks on its diagonal, that is, we have $\lambda\left(\mathcal{P}_{1}^{-1} \mathcal{A}\right)=\{1\}$. Note that the preconditioned matrix $\mathcal{P}_{1}^{-1} \mathcal{A}$ is not diagonalizable.

Although in this thesis we will not employ it, it is worth mentioning that the authors in $[88,117]$ also analysed a preconditioner similar to $\mathcal{P}_{1}$, that is

$$
\mathcal{P}_{2}=\left[\begin{array}{cc}
\Phi & 0  \tag{2.27}\\
\Psi_{2} & S
\end{array}\right]
$$

note that the only difference is the sign in front of $S$. With this choice of the preconditioner, it can be proved that $\lambda\left(\mathcal{P}_{2}^{-1} \mathcal{A}\right)=\{ \pm 1\}$, see [88, 117]. The latter can be derived by employing a similar argument as above. Note that, since both the preconditioners $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ are non-symmetric, the matrices $\mathcal{P}_{1}^{-1} \mathcal{A}$ and $\mathcal{P}_{2}^{-1} \mathcal{A}$ will be non-symmetric as well.

From the spectral analysis presented above, it is clear that $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ given in (2.26) and (2.27) respectively could work very well as a preconditioner for general non-symmetric matrices; the question we want to address now is if we can adapt this analysis to the case the matrix $\mathcal{A}$ is of saddle-point type (note that in this case we have $\Psi:=\Psi_{2}=\Psi_{1}^{\top}$ ). Suppose thus that the system we have to solve is given as in (2.3), with $\Theta \geq 0$; suppose also that $\Phi>0$. Consider the following block diagonal matrix:

$$
\mathcal{P}_{3}=\left[\begin{array}{ll}
\Phi & 0  \tag{2.28}\\
0 & S
\end{array}\right]
$$

as a preconditioner, with $S=\Theta+\Psi \Phi^{-1} \Psi^{\top}$; then, supposing also that $S>0$, it is possible to prove that (see [9, 164] and [130, Theorem 4])

$$
\begin{equation*}
\lambda\left(\mathcal{P}_{3}^{-1} \mathcal{A}\right) \in\left[-1, \frac{1-\sqrt{5}}{2}\right] \cup\left[1, \frac{1+\sqrt{5}}{2}\right] . \tag{2.29}
\end{equation*}
$$

We note that if $\Theta=0$ the result above simplifies to $\lambda\left(\mathcal{P}_{3}^{-1} \mathcal{A}\right)=\left\{1, \frac{1 \pm \sqrt{5}}{2}\right\}$, see [97, 117]. Finally, due to $\Phi$ and $S$ being symmetric positive definite we derive $\mathcal{P}_{3}>0$, which in turn implies that the matrix $\mathcal{P}_{3}^{-1} \mathcal{A}$ is similar to a symmetric matrix, namely, it is similar to $\mathcal{P}_{3}^{-1 / 2} \mathcal{A P}_{3}^{-1 / 2}$.

The previous analysis tells us that, if we want to solve a general non-symmetric system $\mathcal{A}$, ideal preconditioners are given by $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ defined as in (2.26) and (2.27) respectively; if we also suppose that $\mathcal{A}$ is of saddle-point type, with $\Phi>0$,
another ideal preconditioner is given by $\mathcal{P}_{3}$ defined in (2.28). In fact, as described in [88], supposing that $\mathcal{A}$ is invertible, when employing the preconditioners $\mathcal{P}_{1}$ or $\mathcal{P}_{2}$ an appropriate iterative method should converge in at most two iterations (in exact arithmetic), as the preconditioned matrix $\mathcal{P}_{1}^{-1} \mathcal{A}$ has only one as an eigenvalue, but it is not diagonalizable (as we showed above), while the preconditioned matrix $\mathcal{P}_{2}^{-1} \mathcal{A}$ has two distinct eigenvalues. On the other hand, supposing that $\mathcal{A}$ is invertible and $\Theta=0$, when employing the preconditioner $\mathcal{P}_{3}$ an appropriate iterative method should converge in at most three iterations (in exact arithmetic); besides, if $\Theta \geq 0$, from (2.29) we have that the eigenvalues are clustered in two (small) intervals, independently of any parameter involved in the system. Clearly, as the optimal preconditioner we are looking for has also the property of being cheap to invert, we do not want to apply the inverse of $\mathcal{P}_{i}, i=1,2,3$, as defined in (2.26), (2.27), and (2.28) respectively, as the computational cost would be comparable to that of applying the inverse of $\mathcal{A}$. In particular, applying $S^{-1}$ would be problematic, as even when $\Phi$ and $\Theta$ are sparse $S$ is generally dense. For this reason, optimal preconditioners are given by suitable approximations $\hat{\mathcal{P}}_{i}$ of $\mathcal{P}_{i}$, for $i=1,2,3$, or, more precisely, a cheap application of the effect of $\widehat{\mathcal{P}}_{i}^{-1}$ on a generic vector. Specifically, the optimal preconditioners that will be studied in this thesis will have the form

$$
\widehat{\mathcal{P}}_{1}=\left[\begin{array}{cc}
\widehat{\Phi} & 0  \tag{2.30}\\
\Psi_{2} & -\widehat{S}
\end{array}\right], \quad \widehat{\mathcal{P}}_{3}=\left[\begin{array}{cc}
\widehat{\Phi} & 0 \\
0 & \widehat{S}
\end{array}\right]
$$

where $\hat{\Phi}$ and $\widehat{S}$ are "easy-to-invert" approximations of the matrices $\Phi$ and $S$ respectively. As the approximation $\widehat{S}$ is usually more difficult to find, we will introduce in the following section a technique that will result in optimal approximations of the Schur complement for a number of problems considered in this thesis.

For more information on the numerical solution of saddle-point systems, see the survey [17]; for more insight on preconditioning, see the surveys [16], [136], and [180].

### 2.11 Matching Strategy

Suppose we want to solve a system given as in (2.3). In the previous section we presented ideal preconditioners to adopt in order to obtain fast convergence of our iterative method. The common feature of each preconditioner is the application of the inverse operators of the the ( 1,1 )-block $\Phi$ and the Schur complement $S$; however, in order to obtain optimal preconditioners, we will rather consider easy-to-invert approximations $\hat{\Phi}$ and $\widehat{S}$ of $\Phi$ and $S$ respectively. As noted above, the more difficult to find is an approximation $\widehat{S}$ of $S$ that will result in robust convergence with respect to every parameter of the problem; in fact, in the problem we will consider in this thesis the Schur complement $S$ will depend not only on the discretization parameter(s) of space (and time) variables $h$ (and $\tau$ ), but also on a regularization parameter $\beta$ within the problem set-up (and, for more complex problems, also on other parameters). Therefore, in this section we introduce
the matching strategy for deriving our approximation $\widehat{S}$. This technique was first derived in [140], and has been proved to be powerful in deriving approximations of the Schur complement of linear systems arising from optimal control of PDEs.

Let be $\mathcal{A}$ given as in (2.3). In the following analysis, we will suppose that $\Phi>0$ and $\Theta \geq 0$. From this assumption, we can write that $\Phi^{\frac{1}{2}}$ and $\Theta^{\frac{1}{2}}$ exist; note that $\Phi^{\frac{1}{2}}>0$ is unique and $\Theta^{\frac{1}{2}} \geq 0$. Consider now the Schur complement $S=\Theta+\Psi \Phi^{-1} \Psi^{\top}$, and suppose that $S>0$. From the previous expression and from our assumptions on $\Phi$ and $\Theta$, the Schur complement $S$ is the sum of two symmetric positive semi-definite matrices, namely, $\Psi \Phi^{-1} \Psi^{\top}$ and $\Theta$. As we do not want to construct the matrix $S$ and the approximation we are looking for has to be easy to invert, we will be considering the following matrix:

$$
\begin{equation*}
\widehat{S}=(\Psi+\widehat{\Lambda}) \Phi^{-1}(\Psi+\widehat{\Lambda})^{\top} \approx S \tag{2.31}
\end{equation*}
$$

as an approximation, with the matrix $\widehat{\Lambda}$ such that $\widehat{S}$ 'captures' both terms of $S$. As the term $\Psi \Phi^{-1} \Psi^{\top}$ already appears in the definition (2.31) of $\widehat{S}$, we wish that the matrix $\hat{\Lambda}$ is such that

$$
\begin{equation*}
\widehat{\Lambda} \Phi^{-1} \hat{\Lambda}^{\top}=\Theta . \tag{2.32}
\end{equation*}
$$

Noting that

$$
\begin{aligned}
& \Phi^{-1}=\Phi^{-\frac{1}{2}} \Phi^{-\frac{1}{2}}=\Phi^{-\frac{1}{2}}\left(\Phi^{-\frac{1}{2}}\right)^{\top} \\
& \Theta=\Theta^{\frac{1}{2}} \Theta^{\frac{1}{2}}=\Theta^{\frac{1}{2}}\left(\Theta^{\frac{1}{2}}\right)^{\top}
\end{aligned}
$$

we can rewrite (2.32) as

$$
\widehat{\Lambda} \Phi^{-\frac{1}{2}}\left(\widehat{\Lambda} \Phi^{-\frac{1}{2}}\right)^{\top}=\Theta^{\frac{1}{2}}\left(\Theta^{\frac{1}{2}}\right)^{\top} ;
$$

finally, we want that the matrix $\widehat{\Lambda}$ is such that

$$
\widehat{\Lambda} \Phi^{-\frac{1}{2}}=\Theta^{\frac{1}{2}}
$$

that is

$$
\begin{equation*}
\widehat{\Lambda}=\Theta^{\frac{1}{2}} \Phi^{\frac{1}{2}} . \tag{2.33}
\end{equation*}
$$

We emphasize here that the choice of introducing $\hat{\Lambda}^{\top}$ in the definition (2.31) of $\widehat{S}$ has been made only to keep the approximation symmetric; note also that $\widehat{S}>0$ (if $\Psi+\widehat{\Lambda}$ has full rank, which will be the case for the settings in which we apply this approximation).

Now that we have an explicit expression for our approximation, we would like to understand how potent it is, that is, we want to study the spectrum of the matrix $\widehat{S}^{-1} S$. Since the matrices $S$ and $\widehat{S}$ are both symmetric positive definite, we may use the (generalized) Rayleigh quotient in order to find upper and lower bounds for the eigenvalues of the matrix $\widehat{S}^{-1} S$, as done in [141], for instance. Let be $\lambda$ an eigenvalue of $\widehat{S}^{-1} S$ with $\mathbf{x}$ the corresponding eigenvector; then

$$
\widehat{S}^{-1} S \mathbf{x}=\lambda \mathbf{x} \Rightarrow S \mathbf{x}=\lambda \widehat{S} \mathbf{x} \Rightarrow \lambda=\frac{\mathbf{x}^{\top} S \mathbf{x}}{\mathbf{x}^{\top} \widehat{S} \mathbf{x}}=: R
$$

Thus upper and lower bounds for $R$ will be also upper and lower bounds for the
eigenvalues of $\widehat{S}^{-1} S$ respectively. Before starting our analysis, we rewrite the generalized Rayleigh quotient $R$ as

$$
R:=\frac{\mathbf{x}^{\top} S \mathbf{x}}{\mathbf{x}^{\top} \hat{S} \mathbf{x}}=\frac{\mathbf{a}^{\top} \mathbf{a}+\mathbf{b}^{\top} \mathbf{b}}{\mathbf{a}^{\top} \mathbf{a}+\mathbf{b}^{\top} \mathbf{b}+\mathbf{a}^{\top} \mathbf{b}+\mathbf{b}^{\top} \mathbf{a}},
$$

where $\mathbf{a}=\left(\Psi \Phi^{-\frac{1}{2}}\right)^{\top} \mathbf{x}$ and $\mathbf{b}=\left(\Theta^{\frac{1}{2}}\right)^{\top} \mathbf{x}$. Since $S>0$ and $\widehat{S}>0$, we have

$$
\begin{aligned}
R \geqslant \frac{1}{2} & \Leftrightarrow \mathbf{a}^{\top} \mathbf{a}+\mathbf{b}^{\top} \mathbf{b} \geqslant \frac{1}{2}\left(\mathbf{a}^{\top} \mathbf{a}+\mathbf{b}^{\top} \mathbf{b}+\mathbf{a}^{\top} \mathbf{b}+\mathbf{b}^{\top} \mathbf{a}\right) \\
& \Leftrightarrow \frac{1}{2}\left(\mathbf{a}^{\top} \mathbf{a}+\mathbf{b}^{\top} \mathbf{b}-\mathbf{a}^{\top} \mathbf{b}-\mathbf{b}^{\top} \mathbf{a}\right) \geqslant 0 \\
& \Leftrightarrow \frac{1}{2}(\mathbf{a}-\mathbf{b})^{\top}(\mathbf{a}-\mathbf{b}) \geqslant 0,
\end{aligned}
$$

which is clearly satisfied since $(\mathbf{a}-\mathbf{b})^{\top}(\mathbf{a}-\mathbf{b})=\|\mathbf{a}-\mathbf{b}\|^{2}$.
We have then proved the following theorem:
Theorem 1. Let $\mathcal{A}$ be defined as in (2.3). Let be $S$ the Schur complement of $\mathcal{A}$, and let be $\widehat{S}$ be defined as in (2.31), with $\widehat{\Lambda}$ defined in (2.32). If $S$ and $\widehat{S}$ are symmetric positive definite, then $\frac{1}{2}$ is a lower bound for the eigenvalues of the matrix $\widehat{S}^{-1} S$.

From Theorem 1, we have that the minimum eigenvalue of the matrix $\widehat{S}^{-1} S$ is bounded away from zero. However, this is usually not enough to ensure effective convergence of an iterative solver, as the convergence process depends on the whole spectrum of the matrix, and if we have that the upper bound on the eigenvalues is, for instance, of order $\mathcal{O}\left(10^{4}\right)$ the process may struggle to converge in few iterations. We are therefore interested in finding also an upper bound for the spectrum of the matrix $\widehat{S}^{-1} S$. In order to do so, we need a further assumption on the matrix $\widehat{\Lambda}$; specifically, we have to assume that the mixed term $\widehat{\Lambda} \Phi^{-1} \Psi^{\top}+\Psi \Phi^{-1} \hat{\Lambda}^{\top}$ is positive semi-definite. Under this assumption, we can derive

$$
\begin{aligned}
\mathbf{a}^{\top} \mathbf{b}+\mathbf{b}^{\top} \mathbf{a} \geqslant 0 & \Leftrightarrow \mathbf{a}^{\top} \mathbf{a}+\mathbf{b}^{\top} \mathbf{b}+\mathbf{a}^{\top} \mathbf{b}+\mathbf{b}^{\top} \mathbf{a} \geqslant \mathbf{a}^{\top} \mathbf{a}+\mathbf{b}^{\top} \mathbf{b} \\
& \Leftrightarrow R \leqslant 1 .
\end{aligned}
$$

Note that, if $\hat{\Lambda} \Phi^{-1} \Psi^{\top}+\Psi \Phi^{-1} \hat{\Lambda}^{\top}$ is not positive semi-definite, the upper bound will be greater than 1 ; in particular, the more the matrix $\widehat{\Lambda} \Phi^{-1} \Psi^{\top}+\Psi \Phi^{-1} \hat{\Lambda}^{\top}$ is indefinite, the greater the upper bound will be. From here, the spectral properties of $\widehat{\Lambda} \Phi^{-1} \Psi^{\top}+\Psi \Phi^{-1} \hat{\Lambda}^{\top}$ represent a way to measure the approximation adopted.

We have then proved the following theorem:
Theorem 2. Let $\mathcal{A}$ be defined as in (2.3). Let be $S$ the Schur complement of $\mathcal{A}$, and let be $\widehat{S}$ be defined as in (2.31), with $\widehat{\Lambda}$ defined in (2.32). If $S$ and $\widehat{S}$ are symmetric positive definite, and the matrix $\widehat{\Lambda} \Phi^{-1} \Psi^{\top}+\Psi \Phi^{-1} \widehat{\Lambda}^{\top}$ is positive semi-definite, then 1 is an upper bound for the eigenvalues of the matrix $\widehat{S}^{-1} S$.

Under the assumption that the mixed term $\widehat{\Lambda} \Phi^{-1} \Psi^{\top}+\Psi \Phi^{-1} \widehat{\Lambda}^{\top}$ is positive semi-definite, we have that the matrix $\widehat{S}$ defined in (2.31), with $\widehat{\Lambda}$ defined in
(2.32), is an optimal approximation of the Schur complement $S$. In fact, the spectrum of the matrix $\widehat{S}^{-1} S$ is clustered in the interval $\left[\frac{1}{2}, 1\right]$, independently of any parameter involved in the problem under examination. For this reason, we will adopt the matching strategy for devising optimal preconditioners for the problem considered in this thesis. As the (1,1)- and the (2, 2)-blocks of the system under examination will satisfy the assumptions in Theorem 1 and Theorem 2, in the following working of this thesis one key concern will be proving that the mixed term $\widehat{\Lambda} \Phi^{-1} \Psi^{\top}+\Psi \Phi^{-1} \hat{\Lambda}^{\top}$ is positive semi-definite.

We would like to mention that the approximation $\widehat{S}$ defined in (2.31) can be generalized also to non-symmetric matrices. Suppose in fact that we want to solve a system with $\mathcal{A}$ defined as in (2.25). Then, supposing that $\Phi>0$ and $\Theta \geq 0$, we would like to use as an approximation of the Schur complement $S=\Theta+\Psi_{2} \Phi^{-1} \Psi_{1}$ the matrix

$$
\widehat{S}=\left(\Psi_{1}+\widehat{\Lambda}_{1}\right) \Phi^{-1}\left(\Psi_{2}+\widehat{\Lambda}_{2}\right),
$$

with $\widehat{\Lambda}_{1}$ and $\widehat{\Lambda}_{2}$ such that

$$
\widehat{\Lambda}_{1} \Phi^{-1} \widehat{\Lambda}_{2}=\Theta .
$$

Although this type of approximation gives more freedom as to the choice of the matrices $\widehat{\Lambda}_{1}$ and $\widehat{\Lambda}_{2}$, finding bounds on the eigenvalue becomes a more complex task as, due to $S$ and $\widehat{S}$ being non-symmetric, the eigenvalues of the matrix $\widehat{S}^{-1} S$ will in general be complex.

In order to show how the proposed approximation works within a preconditioner of the form (2.26) or of the form (2.28), in the following section we will show some numerical results for the Poisson control problem.

### 2.11.1 Preconditioning for the Poisson Control Problem

Let us consider the distributed Poisson control problem (1.5)-(1.6). By employing finite elements with the same finite element basis used for the state $v$ and the control $u$, after either applying an optimize-then-discretize strategy or a discretize-then-optimize approach, one has to solve the saddle-point system given in (1.13).

As discussed above, optimal preconditioners are the block triangular and block diagonal matrices $\mathcal{P}_{1}$ and $\mathcal{P}_{3}$ defined in (2.26) and (2.28) respectively. In the case of solving the discrete optimality conditions (1.13) of the Poisson control problem, they read as follows:

$$
\mathcal{P}_{1}=\left[\begin{array}{cc}
M & 0 \\
K & -S_{\mathrm{PC}}
\end{array}\right], \quad \mathcal{P}_{3}=\left[\begin{array}{cc}
M & 0 \\
0 & S_{\mathrm{PC}}
\end{array}\right],
$$

with $S_{\mathrm{PC}}=K M^{-1} K+\frac{1}{\beta} M$ the Schur complement of the system under examination, with $M$ and $K$ the mass and the stiffness matrix in the chosen finite element basis. Note that $S_{\mathrm{PC}}$ is symmetric positive definite. Again, rather than using the matrices above as a preconditioner, we are looking for approximations of the relevant blocks $M$ and $S_{\mathrm{PC}}$. We first find an approximation of the (1,1)block $M$, then employ the matching strategy to devise an approximation of $S_{\mathrm{PC}}$, as done in [140].

As discussed in Section 2.4, a cheap and effective way of approximately applying the inverse of a mass matrix to a generic vector is employing the Chebyshev semi-iterative method. More specifically, our approximation of $M$ is given by $M_{c}$, with $M_{c}$ a fixed number of steps of Chebyshev semi-iteration applied to $M$.

Let us now focus on finding an approximation $\widehat{S}_{\mathrm{PC}}$ of $S_{\mathrm{PC}}$. From the convenient structure of $S_{\mathrm{PC}}$, we employ the matching strategy described above in order to do so. We can easily derive that the approximation we seek is given by

$$
\widehat{S}_{\mathrm{PC}}=\left(K+\hat{\Lambda}_{\mathrm{PC}}\right) M^{-1}\left(K+\hat{\Lambda}_{\mathrm{PC}}\right),
$$

where, by employing (2.33) and recalling that $M>0$, the matrix $\widehat{\Lambda}_{\mathrm{PC}}$ is given by

$$
\hat{\Lambda}_{\mathrm{PC}}=\frac{1}{\sqrt{\beta}} M^{\frac{1}{2}} M^{\frac{1}{2}}=\frac{1}{\sqrt{\beta}} M .
$$

Note that in the expression above we exploited the symmetry of $K$ and $M$. Note also that $\widehat{S}_{\text {PC }}$ is symmetric positive definite.

In order to understand how good the approximation $\widehat{S}_{\text {PC }}$ is, we need to study the spectrum of the preconditioned Schur complement $\widehat{S}_{\mathrm{PC}}^{-1} S_{\mathrm{PC}}$. We will employ Theorem 1 and Theorem 2 to find lower and upper bounds for the spectrum of $\widehat{S}_{\mathrm{PC}}^{-1} S_{\mathrm{PC}}$.

Since both $S_{\text {PC }}$ and $\widehat{S}_{\text {PC }}$ are symmetric positive definite, from Theorem 1 we have that $\frac{1}{2}$ is a lower bound for the eigenvalues of $\widehat{S}_{\mathrm{PC}}^{-1} S_{\mathrm{PC}}$. In order to find an upper bound, we need to consider the mixed term $\frac{1}{\sqrt{\beta}} K+\frac{1}{\sqrt{\beta}} K=\frac{2}{\sqrt{\beta}} K$, which is clearly symmetric positive semi-definite in general (e.g., Neumann boundary conditions). Therefore, from Theorem 2 we infer that 1 is an upper bound for the eigenvalues of the matrix $\widehat{S}_{\mathrm{PC}}^{-1} S_{\mathrm{PC}}$. Finally, we have that $\lambda\left(\widehat{S}_{\mathrm{PC}}^{-1} S_{\mathrm{PC}}\right) \in\left[\frac{1}{2}, 1\right]$.

We can now write the approximation of the preconditioners $\mathcal{P}_{1}$ and $\mathcal{P}_{3}$ as

$$
\widehat{\mathcal{P}}_{1}=\left[\begin{array}{cc}
M_{c} & 0 \\
K & -\widehat{S}_{\mathrm{PC}}
\end{array}\right], \quad \hat{\mathcal{P}}_{3}=\left[\begin{array}{cc}
M_{c} & 0 \\
0 & \widehat{S}_{\mathrm{PC}}
\end{array}\right],
$$

with $M_{c}$ and $\widehat{S}_{\text {PC }}$ defined as above. The preconditioners $\widehat{\mathcal{P}}_{1}$ and $\widehat{\mathcal{P}}_{3}$ are optimal, as the approximation of the relevant blocks is independent of any parameter involved in the problem, including the mesh-size. Therefore, we expect a suitable preconditioned iterative method to converge in a (roughly) constant number of iterations. However, we would like to recall that for GMRES the convergence is not determined only by a clustered eigenvalues distribution, as we discussed above. In order to show the robustness of the solver, we will consider a simple numerical example.

Let consider the Poisson control problem defined in (1.5)-(1.6) with $d=2$, $\Omega=(-1,1)^{2}, f=0$. Suppose the boundary condition is given by

$$
v\left(x_{1}, x_{2}\right)=1, \quad\left(x_{1}, x_{2}\right) \in \partial \Omega,
$$

and the desired state is given by

$$
v_{d}\left(x_{1}, x_{2}\right)=\cos \left(\frac{\pi x_{1}}{2}\right) \cos \left(\frac{\pi x_{2}}{2}\right)+1 .
$$

We implement a finite element method, using $\mathbf{Q}_{1}$ basis functions for state, control, and adjoint variables. In all our tests, we consider a (spatial) uniform grid of mesh-size $h=2^{1-1}$, with 1 the level of grid refinement. When approximating the $(1,1)$-block, we apply 20 steps of Chebyshev semi-iteration to $M$. For the approximation of the Schur complement, we approximate $K+\widehat{\Lambda}_{\mathrm{PC}}$ with 2 V cycles of the HSL_MI20 algebraic multigrid solver [22]. We employ MATLAB's preconditioned GMRES in conjuction with the preconditioner $\widehat{\mathcal{P}}_{1}$ defined above, and also employ preconditioned MINRES with the preconditioner $\widehat{\mathcal{P}}_{3}$ defined above. We run the solvers until a tolerance of $10^{-6}$ on the relative residual is reached. The iteration count for all tests presented starts from 0 . In Table 2.1 we report the results for preconditioned GMRES, while in Table 2.2 we report the results for preconditioned MINRES. All tests are run on MATLAB R2018b, using a 1.70 GHz Intel quad-core i5 processor and 8 GB RAM on an Ubuntu 18.04.1 LTS operating system.

Table 2.1: Poisson control problem: GMRES iterations required, with preconditioner $\hat{\mathcal{P}}_{1}$, for a range of 1 and $\beta$.

|  | $\beta=10^{0}$ |  | $\beta=10^{-1}$ |  | $\beta=10^{-2}$ |  | $\beta=10^{-3}$ |  | $\beta=10^{-4}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU |
| 3 | 5 | 0.036 | 6 | 0.033 | 7 | 0.032 | 7 | 0.045 | 6 | 0.041 |
| 4 | 5 | 0.033 | 6 | 0.042 | 7 | 0.043 | 7 | 0.045 | 7 | 0.041 |
| 5 | 5 | 0.062 | 6 | 0.065 | 6 | 0.080 | 7 | 0.070 | 7 | 0.069 |
| 6 | 4 | 0.17 | 5 | 0.17 | 6 | 0.19 | 6 | 0.19 | 7 | 0.21 |
| 7 | 4 | 1.00 | 5 | 0.78 | 5 | 0.68 | 6 | 0.86 | 6 | 0.91 |
| 8 | 4 | 2.06 | 4 | 2.41 | 5 | 2.73 | 5 | 2.69 | 6 | 1.95 |

Table 2.2: Poisson control problem: MINRES iterations required, with preconditioner $\widehat{\mathcal{P}}_{3}$, for a range of 1 and $\beta$.

|  |  | $\beta=10^{0}$ |  | $\beta=10^{-1}$ |  | $\beta=10^{-2}$ |  | $\beta=10^{-3}$ |  | $\beta=10^{-4}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU |  |
| 3 | 8 | 0.015 | 10 | 0.014 | 13 | 0.020 | 15 | 0.021 | 16 | 0.035 |  |
| 4 | 10 | 0.023 | 12 | 0.027 | 14 | 0.027 | 18 | 0.033 | 19 | 0.034 |  |
| 5 | 10 | 0.041 | 12 | 0.048 | 15 | 0.060 | 18 | 0.074 | 21 | 0.083 |  |
| 6 | 10 | 0.15 | 12 | 0.17 | 15 | 0.21 | 18 | 0.26 | 21 | 0.29 |  |
| 7 | 10 | 0.63 | 12 | 0.77 | 15 | 0.90 | 18 | 1.08 | 21 | 1.24 |  |
| 8 | 10 | 2.78 | 12 | 3.27 | 15 | 4.09 | 18 | 4.78 | 21 | 5.57 |  |

As shown in Tables 2.1-2.2, the preconditioners derived in this section behave robustly with respect to all the parameters involved in the problems. In fact, the number of iterations required for both solvers is parameter-robust, with preconditioned GMRES converging in at most 7 iterations, while preconditioned MINRES converges in at most 21 iterations. Further, the CPU times scale linearly with the problem size.

As we will see in the following chapters, the preconditioning techniques described above will be very useful for deriving robust solvers for the more complex PDE-constrained optimization problems considered in this work.

## Chapter 3

## Preconditioning the Heat Control Problem with Crank-Nicolson Discretization in Time

"When the student is ready, the teacher will appear." - Proverb

Starting from this chapter, we will be deriving and describing the main contributions of this thesis, namely parameter-robust preconditioning techniques for distributed optimal control problems with time-dependent PDEs as constraints (although in Chapter 5 and Chapter 6 we will also be dealing with stationary problems). We begin with the easiest in this class of problems, that is, the optimal control of the heat equation, or simply heat control. The content of this chapter is based on some of the work in [100].

Due to the complex structure and high dimensionality of time-dependent PDE-constrained optimization problems when an accurate discrete solution is sought, preconditioned iterative solvers have been employed for the 'all-at-once' resolution of such formulations, see for example $[152,162]$ for early work in this direction. It is worth noting that the all-at-once approach suffers of memory limitations, as one has to store global-in-time solutions. In particular, for very fine discretizations it may be prohibitive to even store the right-hand side of the linear system to be solved. For this reason, an alternative approach may be employing a gradient-type method, that solves simpler problems until an accurate enough solution is found, see for instance [67, 78]. An alternative approach may be employing a low-rank approximation of the problem to solve, see for example [40, 166, 167, 168]. For an overview of other possible approaches, we refer the reader to $[36,86]$.

When preconditioners are sought for certain time-dependent problems, it is often preferable to apply a (first-order accurate) backward Euler method in time, as this not only avoids restrictions on the time step $\tau$, but also leads to particularly convenient structures within the matrix and facilitates effective preconditioning; see [139] for a mesh- and $\beta$-robust preconditioner for the heat control problem, and $[40,138,167,169,186]$ for applications to different problems. While the natural choice $\tau=\mathcal{O}\left(h^{2}\right)$ would be required to keep the approximation order
proportional to $h^{2}$, with $h$ the mesh-size in space, this would lead to problems of huge magnitude. The question we wish to investigate here is whether applying a higher-order Crank-Nicolson method in time is beneficial, due to the reduced number of time steps (which in turn leads to a reduced dimension of the linear system) required to obtain a similar discretization error. The challenge here is that the much more complex structure of the resulting linear system makes preconditioning a highly non-trivial task, so a more sophisticated numerical method and preconditioning strategy need to be devised to achieve fast and robust convergence of the iterative solver.

This chapter is structured as follows. In Section 3.1 we introduce the problems we consider, arising from the heat control formulation. In Section 3.2 we describe the linear systems obtained upon discretization of the first-order optimality conditions, and in particular demonstrate a suitable transformation which allows symmetrization of the linear system obtained from the Crank-Nicolson method. This enables us to apply a symmetric iterative solver such as MINRES [128], which is highly desirable from the perspective of proving convergence of the iterative method. In Section 3.3 we derive our proposed new preconditioner, using saddle-point theory along with suitable approximations of the $(1,1)$-block and Schur complement, and provide eigenvalue results for the preconditioned linear system. In Section 3.4 we benchmark our method against the widely-used backward Euler method, coupled with the preconditioner derived in [139], and demonstrate our new preconditioner's efficiency and robustness with respect to all parameters involved in the heat control problem.

### 3.1 Problem Formulation

As above, in this chapter we consider the fast and robust numerical solution of time-dependent PDE-constrained optimization problems. In particular, we examine distributed heat control problems of the form:

$$
\begin{equation*}
\min _{v, u} J(v, u)=\frac{1}{2} \int_{0}^{t_{f}} \int_{\Omega}\left|v(x, t)-v_{d}(x, t)\right|^{2} \mathrm{~d} \Omega \mathrm{~d} t+\frac{\beta}{2} \int_{0}^{t_{f}} \int_{\Omega}|u(x, t)|^{2} \mathrm{~d} \Omega \mathrm{~d} t \tag{3.1}
\end{equation*}
$$

subject to

$$
\left\{\begin{align*}
\frac{\partial v}{\partial t}-\nabla^{2} v=u+f(x, t) & \text { in } \Omega \times\left(0, t_{f}\right),  \tag{3.2}\\
v(x, t)=g_{D}(x, t) & \text { on } \partial \Omega_{D} \times\left(0, t_{f}\right), \\
\frac{\partial v}{\partial \vec{n}}(x, t)=g_{N}(x, t) & \text { on } \partial \Omega_{N} \times\left(0, t_{f}\right), \\
v(x, 0)=v_{0}(x) & \text { in } \Omega,
\end{align*}\right.
$$

where the variables $v, v_{d}$, and $u$ are the state, desired state, and control variables, respectively, and $\beta>0$ is a regularization parameter. The problem is solved on a spatial domain $\Omega \subset \mathbb{R}^{d}, d \in\{1,2,3\}$, up to a final time $t_{f}>0$, that is $(x, t) \in \Omega \times\left(0, t_{f}\right)$. In addition, the boundary is such that $\overline{\partial \Omega}=\overline{\partial \Omega}_{D} \cup \overline{\partial \Omega}_{N}$, $\partial \Omega_{D} \cap \partial \Omega_{N}=\varnothing$. Here $\frac{\partial v}{\partial \vec{n}}(x, t)$ represents the (outward) normal derivative of $v$
on $\partial \Omega_{N}$. The functions $f, g_{D}, g_{N}$, and $v_{0}$ are known.
This problem provides a valuable benchmark of our method against widelyused preconditioned iterative solution with a backward Euler method in time [139]. For simplicity the working of this chapter considers Dirichlet boundary conditions, that is $\partial \Omega_{D}=\partial \Omega$, but we note that our method can be readily generalized to heat control problems with Neumann and mixed boundary conditions.

### 3.2 First-Order Optimality Conditions and Discretizations in Time

We now describe the strategy used for obtaining an approximate solution of (3.1)(3.2). We apply an all-at-once approach coupled with the optimize-then-discretize scheme, in which the continuous Lagrangian is used to arrive at first-order optimality conditions, which are then discretized. Introducing the adjoint variable (or Lagrange multiplier) $\zeta$, we consider the Lagrangian associated to (3.1)-(3.2) as in [139]. Then, by deriving the Karush-Kuhn-Tucker (KKT) conditions, the solution of (3.1)-(3.2) satisfies:

$$
\left\{\begin{align*}
\frac{\partial v}{\partial t}-\nabla^{2} v=\frac{1}{\beta} \zeta+f & \text { in } \Omega \times\left(0, t_{f}\right)  \tag{3.3}\\
v(x, t)=g(x, t) & \text { on } \partial \Omega \times\left(0, t_{f}\right) \\
v(x, 0)=v_{0}(x) & \text { in } \Omega \\
-\frac{\partial \zeta}{\partial t}-\nabla^{2} \zeta=v_{d}-v & \text { in } \Omega \times\left(0, t_{f}\right) \\
\zeta(x, t)=0 & \text { on } \partial \Omega \times\left(0, t_{f}\right) \\
\zeta\left(x, t_{f}\right)=0 & \text { in } \Omega
\end{align*}\right\} \begin{gathered}
\text { state } \\
\text { equation } \\
\text { adjoint } \\
\text { equation }
\end{gathered}
$$

where we have substituted the gradient equation $\beta u-\zeta=0$ into the state equation.

Before moving on with our exposition, we would like to devote some attention to the derivation of the KKT conditions above. Specifically, we would like to show how the initial time condition on the state variable $v$ becomes a final time condition on the adjoint variable $\zeta$. The state and the gradient equations can be derived similarly as in Section 1.3.1.

As in Section 1.3.1, we introduce an adjoint variable for each constraint in (3.2) and consider the Lagrangian associated to (3.1)-(3.2)

$$
\begin{aligned}
\mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}, \zeta_{0}\right):= & \frac{1}{2} \int_{0}^{t_{f}}\left\|v(x, t)-v_{d}(x, t)\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} t+\frac{\beta}{2} \int_{0}^{t_{f}}\|u(x, t)\|_{L^{2}(\Omega)}^{2} \mathrm{~d} t \\
& +\int_{0}^{t_{f}}\left(\frac{\partial v}{\partial t}-\nabla^{2} v-u-f, \zeta_{\Omega}\right) \mathrm{d} t+\int_{0}^{t_{f}} \int_{\partial \Omega}(v-g) \zeta_{\partial \Omega} \mathrm{d} s \mathrm{~d} t \\
& +\int_{\Omega}\left(v(x, 0)-v_{0}\right) \zeta_{0} \mathrm{~d} \Omega
\end{aligned}
$$

where $(\cdot, \cdot)$ is the $L^{2}$-inner product in $\Omega$. As we are interested in deriving the adjoint equation, we will consider only the Fréchet derivative of $\mathcal{L}$ with respect to $v$. In particular, we consider a generic direction $w$ in an appropriate Hilbert space and then write the Fréchet derivative of the term

$$
\int_{0}^{t_{f}}\left(\frac{\partial(v+w)}{\partial t}, \zeta_{\Omega}\right) \mathrm{d} t
$$

Integrating $\frac{\partial w}{\partial t}$ by parts with respect to $t$, one can write

$$
\begin{aligned}
\int_{0}^{t_{f}}\left(\frac{\partial(v+w)}{\partial t}, \zeta_{\Omega}\right) \mathrm{d} t= & \int_{0}^{t_{f}}\left(\frac{\partial v}{\partial t}, \zeta_{\Omega}\right) \mathrm{d} t-\int_{0}^{t_{f}}\left(w, \frac{\partial \zeta_{\Omega}}{\partial t}\right) \mathrm{d} t \\
& +\left(w\left(x, t_{f}\right), \zeta_{\Omega}\left(x, t_{f}\right)\right)-\left(w(x, 0), \zeta_{\Omega}(x, 0)\right)
\end{aligned}
$$

Then, following the strategy employed in Section 1.3.1, one can easily derive that the Fréchet derviative of $\mathcal{L}$ with respect to $v$ is given by

$$
\begin{aligned}
\mathrm{d}_{v} \mathcal{L}\left(v, u, \zeta_{\Omega}, \zeta_{\partial \Omega}, \zeta_{0}\right)= & \int_{0}^{t_{f}}\left(v-v_{d}-\frac{\partial \zeta_{\Omega}}{\partial t}-\nabla^{2} \zeta_{\Omega}, w\right) \mathrm{d} t+\int_{0}^{t_{f}} \int_{\partial \Omega} \zeta_{\partial \Omega} w \mathrm{~d} s \mathrm{~d} t \\
& -\int_{0}^{t_{f}} \int_{\partial \Omega} \frac{\partial w}{\partial \vec{n}} \zeta_{\Omega} \mathrm{d} s \mathrm{~d} t+\int_{0}^{t_{f}} \int_{\partial \Omega} \frac{\partial \zeta_{\Omega}}{\partial \vec{n}} w \mathrm{~d} s \mathrm{~d} t \\
& +\left(\zeta_{\Omega}\left(x, t_{f}\right), w\left(x, t_{f}\right)\right)-\left(\zeta_{\Omega}(x, 0), w(x, 0)\right)+\left(\zeta_{0}, w\right) .
\end{aligned}
$$

Setting the above expression equal to zero and choosing $w$ appropriately as in Section 1.3.1, one can easily obtain the adjoint equation as defined in (3.3). In particular, the $L^{2}$-inner product $\left(\zeta_{\Omega}\left(x, t_{f}\right), w\left(x, t_{f}\right)\right)$ has to be zero for all directions $w$, implying that $\zeta_{\Omega}\left(x, t_{f}\right)=0$, that is, we have derived the final condition on the adjoint $\zeta$ in (3.3). Finally, as done for the Poisson control problem in Section 1.3.1, one can derive that, on the boundary $\partial \Omega$, the normal derivative of the adjoint variable $\zeta_{\Omega}$ is equal to $-\zeta_{\partial \Omega}$, and that its initial condition $\zeta_{\Omega}(x, 0)$ is equal to $\zeta_{0}$. For this reason, we may only consider one adjoint variable $\zeta$ for the whole problem.

Problem (3.3) is a coupled system of (time-dependent) PDEs, consisting of a forward PDE combined with a backward problem for the adjoint. Due to this structure, when trying to find numerical approximation of the solution, an Astable method is usually applied for discretizing the time derivative, since this will allow the user to choose any time step. In particular, the time step may be independent of the spatial mesh-size. Further, in order to obtain a consistent system of linear equations, both functions $v$ and $\zeta$ are approximated at the same time points.

We now introduce methods for approximating the time derivative when solving (3.3), and describe the resulting linear systems, starting with the widely-used backward Euler method in Section 3.2.1, followed by the Crank-Nicolson method in Section 3.2.2. For the remainder of the chapter, we discretize the interval $\left(0, t_{f}\right)$ into $n_{t}$ subintervals of length $\tau=\frac{t_{f}}{n_{t}}$, and we use the notation $\boldsymbol{v}_{n} \approx v\left(x, t_{n}\right)$, $\zeta_{n} \approx \zeta\left(x, t_{n}\right)$ for our approximations for all $x \in \Omega$, with $t_{n}=n \tau$. Further, we will
employ the same finite element basis $\left\{\phi_{i}\right\}_{i=1}^{n_{x}}$ for the state $v$, the control $u$, and the adjoint $\zeta$, with $n_{x} \in \mathbb{N}$.

### 3.2.1 Backward Euler Discretization

Many widely-used preconditioned iterative methods for the solution of timedependent PDE-constrained optimization problems of type (3.1)-(3.2) involve a backward Euler discretization for the time variable [40, 138, 139, 167, 169, 186]. Applying this scheme gives the following system of equations:

$$
\left\{\begin{aligned}
\tau M \boldsymbol{v}_{n}+L^{\mathrm{BE}} \boldsymbol{\zeta}_{n}-M \boldsymbol{\zeta}_{n+1}=\tau M \boldsymbol{v}_{d}^{n}, & n=0,1, \ldots, n_{t}-1, \\
& \boldsymbol{\zeta}_{n_{t}}=\mathbf{0}, \\
\boldsymbol{v}_{0}=\boldsymbol{v}^{0}, & \\
-M \boldsymbol{v}_{n}+L^{\mathrm{BE}} \boldsymbol{v}_{n+1}-\frac{\tau}{\beta} M \boldsymbol{\zeta}_{n+1}=\tau \boldsymbol{f}^{n+1}, & n=0,1, \ldots, n_{t}-1,
\end{aligned}\right.
$$

where $L^{\mathrm{BE}}=\tau K+M, \boldsymbol{v}^{0}$ is the discretization of the initial condition for $v$, and

$$
\begin{equation*}
\boldsymbol{f}^{n}=\left\{f_{i}^{n}\right\}_{i=1}^{n_{x}}, \quad f_{i}^{n}=\int_{\Omega} f\left(x, t_{n}\right) \phi_{i} \mathrm{~d} \Omega . \tag{3.4}
\end{equation*}
$$

Here, $K$ and $M$ are the stiffness and mass matrix in the chosen finite element basis, respectively. With this notation, we obtain the following (symmetric) linear system:

$$
\left[\begin{array}{cc}
\Phi^{\mathrm{BE}} & \left(\Psi^{\mathrm{BE}}\right)^{\top}  \tag{3.5}\\
\Psi^{\mathrm{BE}} & -\Theta^{\mathrm{BE}}
\end{array}\right]\left[\begin{array}{c}
\overline{\boldsymbol{v}} \\
\bar{\zeta}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{b}_{1}^{\mathrm{BE}} \\
\mathbf{b}_{2}^{\mathrm{BE}}
\end{array}\right],
$$

where

$$
\begin{align*}
& \Phi^{\mathrm{BE}}=\left[\begin{array}{cccc}
\tau M & & & \\
& \ddots & & \\
& & \tau M & \\
& & & 0
\end{array}\right], \quad \Psi^{\mathrm{BE}}=\left[\begin{array}{cccc}
L^{\mathrm{BE}} & & & \\
-M & L^{\mathrm{BE}} & & \\
& \ddots & \ddots & \\
& & -M & L^{\mathrm{BE}}
\end{array}\right],  \tag{3.6}\\
& \Theta^{\mathrm{BE}}=\left[\begin{array}{ccccc}
0 & & & \\
& \frac{\tau}{\beta} M & & \\
& & \ddots & \\
& & & \frac{\tau}{\beta} M
\end{array}\right], \quad \overline{\boldsymbol{v}}=\left[\begin{array}{llll}
\left(\boldsymbol{v}_{0}\right)^{\top} & \left(\boldsymbol{v}_{1}\right)^{\top} & \ldots & \left(\boldsymbol{v}_{n_{t}}\right)^{\top}
\end{array}\right]^{\top}, \\
& \overline{\boldsymbol{\zeta}}=\left[\begin{array}{llll}
\left(\boldsymbol{\zeta}_{0}\right)^{\top} & \left(\boldsymbol{\zeta}_{1}\right)^{\top} & \ldots & \left(\boldsymbol{\zeta}_{n_{t}}\right)^{\top}
\end{array}\right]^{\top},
\end{align*}
$$

and the right-hand side vectors $\mathbf{b}_{1}^{\mathrm{BE}}$ and $\mathbf{b}_{2}^{\mathrm{BE}}$ take into account the initial and final-time conditions on $v$ and $\zeta$, as well as information from the desired state $v_{d}$ and the force function $f$. Note that we have symmetrized the system by replacing the discretized initial and final-time conditions with

$$
\left(L^{\mathrm{BE}}\right)^{\top} \boldsymbol{\zeta}_{n_{t}}=\mathbf{0}, \quad L^{\mathrm{BE}} \boldsymbol{v}_{0}=L^{\mathrm{BE}} \boldsymbol{v}^{0}
$$

The structure of the previous system is very convenient from the point of view of numerical linear algebra because it facilitates effective preconditioning.

### 3.2.2 Crank-Nicolson Discretization and Symmetrization of the System

Despite the convenient structure of the linear system arising from the backward Euler method, the essential drawback is that the method is only first-order accurate in time. For instance, if a second-order accurate method is used for the spatial discretization, the numerical error is of order $\mathcal{O}(\tau)+\mathcal{O}\left(h^{2}\right)$, given sufficient smoothness properties of the solution. Therefore, it is reasonable to choose $\tau=\mathcal{O}\left(h^{2}\right)$. However, this leads to a large number of time-steps and hence matrix blocks within the discretized problem, which will result in a linear system of huge dimension, and hence an extremely high CPU time required for its solution. In recent years, a significant effort has been invested in improving the accuracy of the discretized solution of time dependent PDE-constrained optimization problems involving the backward Euler method: see [73] for an application of deferred correction to time-dependent PDE-constrained optimization problems, [40, 166, 167, 168] for low-rank tensor approaches to speed up the convergence of backward Euler, [84] for a multigrid technique applied to optimal flow control problems, and [187] for a preconditioned iterative solver for problem of the type (3.1)-(3.2) that uses a reduction in dimensionality of the arising system.

We also highlight recent works in which higher-order time discretizations are considered. For example, in [67] the authors derive a parallel-in-time algorithm coupled with a gradient-based method, using a Lobatto IIIA scheme in the time variable, and in [40] the authors note that their low-rank method can also be adapted to the Crank-Nicolson approach. We also point out [102], in which the authors employ a leapfrog finite difference scheme in time for solving parabolic optimal control problems, prove that second-order convergence is achieved and that the method is unconditionally stable, then derive a parameter-robust multigrid solver for the discretized system. Other valuable approaches for addressing time-dependent PDE-constrained optimization problems include multiple shooting methods [78], parareal schemes [105, 109], and ideas from instantaneous control [34, 83]. However, to the best of our knowledge, the crucial question of preconditioning PDE-constrained optimization methods by exploiting the precise matrix structures arising from higher-order discretization schemes in time has not been resolved, perhaps due to the increased complexity in the structure of the linear systems, an issue pointed out in [84] for instance. In this work, we aim to reduce the dimensionality of the system which needs to be solved in order to obtain a fixed accuracy for certain time-dependent PDE-constrained optimization problems, by devising a fast and effective preconditioner for the linear system arising from a Crank-Nicolson discretization, and hence reducing the number of time-steps which need to be taken.

Remark 1. We note here that both backward Euler and Crank-Nicolson are unconditionally $A$-stable, that is, no restriction on $\tau$ and $h$ is required. There are often other stability properties to consider when selecting an appropriate timestepping scheme: for instance Crank-Nicolson, as opposed to backward Euler, is not L-stable, which is an important consideration when applying long-range integrations. For instance, in fluid dynamics one may be interested in integrating
the problem until the physics reaches a steady state. In this work, we do not address specific questions about stability properties of the two methods, but rather whether it is possible, in principle, to take advantage of a higher-order discretization scheme in the time variable for increasing the rate of convergence of solvers for the optimal control of time-dependent PDEs. It is likely that our proposed method could be extended to time-stepping methods that achieve even faster convergence than Crank-Nicolson, including L-stable methods. We highlight the reference [7], which considers the question of preconditioning linear systems arising from L-stable methods for forward evolutionary PDEs.

Remark 2. We also note that, in order for Crank-Nicolson to achieve a provably second-order convergence rate, we require the state $v$ and the adjoint variable $\zeta$ in (3.3) to have sufficient smoothness. Therefore, in the following discussion, we allow the assumptions of regularity and the results in [4, Sec. 3] to hold for the problem considered.

Considering again (3.3), we now employ the Crank-Nicolson method for discretizing the time derivative. Denoting

$$
L^{+}=\frac{\tau}{2} K+M, \quad L^{-}=\frac{\tau}{2} K-M, \quad \bar{M}=\frac{\tau}{2} M, \quad \bar{M}_{\beta}=\frac{\tau}{2 \beta} M,
$$

we have that the numerical solution of (3.3) satisfies

$$
\left\{\begin{aligned}
\bar{M}\left(\boldsymbol{v}_{n}+\boldsymbol{v}_{n+1}\right)+L^{+} \boldsymbol{\zeta}_{n}+L^{-} \boldsymbol{\zeta}_{n+1} & =\bar{M}\left(\boldsymbol{v}_{d}^{n}+\boldsymbol{v}_{d}^{n+1}\right), \\
L^{-} \boldsymbol{v}_{n}+L^{+} \boldsymbol{v}_{n+1}-\bar{M}_{\beta}\left(\boldsymbol{\zeta}_{n}+\boldsymbol{\zeta}_{n+1}\right) & =\frac{\tau}{2}\left(\boldsymbol{f}^{n}+\boldsymbol{f}^{n+1}\right),
\end{aligned}\right.
$$

for $n=0,1, \ldots, n_{t}-1$, with $M \boldsymbol{\zeta}_{n_{t}}=\mathbf{0}$ and $M \boldsymbol{v}_{0}=M \boldsymbol{v}^{0}$ an appropriate discretization of the final and initial conditions on $\zeta$ and $v$, and $\boldsymbol{f}^{n}$ defined as in (3.4). In matrix form, we write

$$
\left[\begin{array}{cc}
\bar{A}_{11} & \bar{A}_{12}  \tag{3.7}\\
\bar{A}_{21} & \bar{A}_{22}
\end{array}\right]\left[\begin{array}{c}
\overline{\boldsymbol{v}} \\
\overline{\boldsymbol{\zeta}}
\end{array}\right]=\left[\begin{array}{c}
\overline{\mathbf{b}}_{1} \\
\overline{\mathbf{b}}_{2}
\end{array}\right],
$$

where the vectors $\overline{\boldsymbol{v}}$ and $\overline{\boldsymbol{\zeta}}$ are the numerical solution for the state and adjoint variables, and as before the right-hand side accounts for the initial and final-time conditions on $v$ and $\zeta$, as well as the desired state $v_{d}$ and force function $f$. The matrices $\bar{A}_{i l}, i, l=1,2$, are given by

$$
\begin{array}{lll}
\bar{A}_{11}=\left[\begin{array}{cccc}
\bar{M} & \bar{M} & & \\
& \ddots & \ddots & \\
& & \bar{M} & \bar{M} \\
& & & 0
\end{array}\right], & \bar{A}_{12}=\left[\begin{array}{ccc}
L^{+} & L^{-} & \\
& \ddots & \ddots \\
\\
& & L^{+} \\
& L^{-} \\
& & \\
\bar{A}_{21} & =\left[\begin{array}{cccc}
M & & & \\
L^{-} & L^{+} & & \\
& \ddots & \ddots & \\
& & L^{-} & L^{+}
\end{array}\right], & \bar{A}_{22}=-\left[\begin{array}{cccc}
0 & & & \\
\bar{M}_{\beta} & \bar{M}_{\beta} & & \\
& \ddots & \ddots & \\
& & \bar{M}_{\beta} & \bar{M}_{\beta}
\end{array}\right] .
\end{array} . . \begin{array}{lll} 
&
\end{array} .\right.
\end{array}
$$

We immediately realize that the matrices $\bar{A}_{11}$ and $\bar{A}_{22}$ are not symmetric, and therefore no iterative method for symmetric matrices, such as MINRES, may be applied to (3.7). We therefore wish to apply a transformation to (3.7) to convert it to a symmetric system. We partition the matrix in (3.7) as

$$
\left[\begin{array}{c|cccc|cccc|c}
\bar{M} & \bar{M} & & & & L^{+} & L^{-} & & & 0 \\
0 & \bar{M} & \bar{M} & & & & L^{+} & L^{-} & & \\
& & \ddots & \ddots & & & & \ddots & \ddots & \\
& & & \bar{M} & \bar{M} & & & & L^{+} & L^{-} \\
\hline & & & & 0 & & & & & M \\
\hline M & & & & & 0 & & & & \\
\hline L^{-} & L^{+} & & & & -\bar{M}_{\beta} & -\bar{M}_{\beta} & & & 0 \\
& L^{-} & L^{+} & & & & -\bar{M}_{\beta} & -\bar{M}_{\beta} & & \\
& & \ddots & \ddots & & & & \ddots & \ddots & \\
& & & L^{-} & L^{+} & & & & -\bar{M}_{\beta} & -\bar{M}_{\beta}
\end{array}\right] .
$$

Then if we eliminate the initial and final-time conditions on $v$ and $\zeta$, we can rewrite

$$
\underbrace{\left[\begin{array}{cc}
A_{11} & A_{12}  \tag{3.8}\\
A_{21} & -A_{22}
\end{array}\right]}_{\overline{\mathcal{A}}}\left[\begin{array}{l}
\boldsymbol{v} \\
\boldsymbol{\zeta}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{b}_{1} \\
\mathbf{b}_{2}
\end{array}\right],
$$

with the vectors $\boldsymbol{v}, \boldsymbol{\zeta}, \mathbf{b}_{1}, \mathbf{b}_{2}$ modified accordingly, and the matrices $A_{i l}, i, l=1,2$, given by

$$
\begin{array}{ll}
A_{11}= & \left.\begin{array}{cccc}
\bar{M} & & & \\
\bar{M} & \bar{M} & & \\
& \ddots & \ddots & \\
& & \bar{M} & \bar{M}
\end{array}\right],
\end{array} A_{12}=\left[\begin{array}{cccc}
L^{+} & L^{-} & & \\
& \ddots & \ddots &  \tag{3.10}\\
& & L^{+} & L^{-} \\
& & & L^{+}
\end{array}\right],
$$

In order to symmetrize the system, we now apply the following linear transformation:

$$
T=\left[\begin{array}{cc}
T_{1} & 0  \tag{3.11}\\
0 & T_{2}
\end{array}\right]
$$

where

$$
T_{1}=\left[\begin{array}{cccc}
I_{n_{x}} & I_{n_{x}} & &  \tag{3.12}\\
& \ddots & \ddots & \\
& & I_{n_{x}} & I_{n_{x}} \\
& & & I_{n_{x}}
\end{array}\right], \quad T_{2}=\underbrace{\left[\begin{array}{cccc}
I_{n_{x}} & & & \\
I_{n_{x}} & I_{n_{x}} & & \\
& \ddots & \ddots & \\
& & I_{n_{x}} & I_{n_{x}}
\end{array}\right]}_{=T_{1}^{\top}},
$$

with $T_{1}, T_{2} \in \mathbb{R}^{\left(n_{t} n_{x}\right) \times\left(n_{t} n_{x}\right)}$, and $I_{n_{x}} \in \mathbb{R}^{n_{x} \times n_{x}}$ denoting the identity matrix. Then,

$$
T\left[\begin{array}{ll}
A_{11} & A_{12}  \tag{3.13}\\
A_{21} & A_{22}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{v} \\
\boldsymbol{\zeta}
\end{array}\right]=\underbrace{\left[\begin{array}{cc}
\Phi & \Psi^{\top} \\
\Psi & -\Theta
\end{array}\right]}_{\mathcal{A}}\left[\begin{array}{l}
\boldsymbol{v} \\
\boldsymbol{\zeta}
\end{array}\right]=T\left[\begin{array}{l}
\mathbf{b}_{1} \\
\mathbf{b}_{2}
\end{array}\right]
$$

where
$\Phi=T_{1} A_{11}=\left[\begin{array}{cccc}2 \bar{M} & \bar{M} & & \\ \bar{M} & \ddots & \ddots & \\ & \ddots & 2 \bar{M} & \bar{M} \\ & & \bar{M} & \bar{M}\end{array}\right], \Theta=T_{2} A_{22}=\left[\begin{array}{cccc}\bar{M}_{\beta} & \bar{M}_{\beta} & & \\ \bar{M}_{\beta} & 2 \bar{M}_{\beta} & \ddots & \\ & \ddots & \ddots & \bar{M}_{\beta} \\ & & \bar{M}_{\beta} & 2 \bar{M}_{\beta}\end{array}\right]$.
Note that the matrix $\Phi$ resembles a $\mathbf{P}_{1}$ Galerkin mass matrix; this is probably a coincidence. Furthermore, it holds that

$$
\Psi=T_{2} A_{21}=\left[\begin{array}{ccccc}
L^{+} & & & & \\
\tau K & L^{+} & & & \\
L^{-} & \tau K & L^{+} & & \\
& \ddots & \ddots & \ddots & \\
& & L^{-} & \tau K & L^{+}
\end{array}\right]=\left(T_{1} A_{12}\right)^{\top}
$$

We have thus transformed (3.7) to a symmetric system using matrices $T_{1}, T_{2}$ which are easy and cheap to apply. Further, we may easily apply their inverses to a vector using only a sequence of block updates. We also highlight the further properties that

$$
\begin{equation*}
\Phi=T_{1} \Phi_{D} T_{1}^{\top}, \quad \Theta=T_{2} \Theta_{D} T_{2}^{\top} \tag{3.14}
\end{equation*}
$$

where

$$
\Phi_{D}=\left[\begin{array}{ccc}
\bar{M} & &  \tag{3.15}\\
& \ddots & \\
& & \bar{M}
\end{array}\right], \quad \Theta_{D}=\left[\begin{array}{lll}
\bar{M}_{\beta} & & \\
& \ddots & \\
& & \bar{M}_{\beta}
\end{array}\right],
$$

so we may work with the matrices $\Phi$ and $\Theta$ cheaply, using $T_{1}, T_{2}, \Phi_{D}, \Theta_{D}$. Further, since both $\Phi_{D}$ and $\Theta_{D}$ are symmetric positive definite, the same holds for $\Phi$ and $\Theta$.

Therefore, in order to find an approximate solution to (3.3), we may now consider the saddle-point system (3.13), to which we can apply a preconditioned Krylov subspace method for symmetric indefinite matrices, such as MINRES.

Remark 3. It is worth noting that, for a fixed number of intervals $n_{t}$ in time, the cost of a matrix-vector multiplication with the Crank-Nicolson system is slightly more costly than that of backward Euler. Note first that the system (3.7) (without applying the linear transformation $T$ ) is more dense than (3.5), as the (1,1)- and the (2,2)-blocks are block bidiagonal. This will imply a marginally higher cost per iteration of the preconditioned Krylov subspace method for Crank-Nicolson, which increases if we apply also the linear transformation T. However, as we will see in the numerical results, the overall cost per iteration remains linear in the number of unknowns, as the $(1,1)$ - and $(2,2)$-blocks of the Crank-Nicolson system are sparse and the matrices $T_{1}, T_{2}, T_{1}^{-1}, T_{2}^{-1}$ are cheap to apply. Clearly, in our numerical results we do not consider the same number of time-steps for both backward Euler and Crank-Nicolson methods, as the latter should require far fewer steps for the same accuracy.

The work outlined here is based on an optimize-then-discretize approach, with the Crank-Nicolson scheme applied in time for the discretization. This led to a non-symmetric system to be solved. We would like to mention that the symmetrization of such a system outlined above may be avoided if one employs a discretize-then-optimize approach coupled with a Crank-Nicolson discretization in time. In fact, in this case the linear system to be solved would be symmetric from the start, as we show here. Discretizing the cost functional (3.1) with the trapezoidal rule and the heat equation (3.2) with a Crank-Nicolson method in time, one has to solve the following QP problem:

$$
\begin{equation*}
\min _{\boldsymbol{v}, \boldsymbol{u}} J_{h}(\boldsymbol{v}, \boldsymbol{u})=\frac{1}{2}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)^{\top} \check{\Phi}_{D}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)+\frac{\beta}{2} \boldsymbol{u}^{\top} \check{\Phi}_{D} \boldsymbol{u} \tag{3.16}
\end{equation*}
$$

subject to

$$
\begin{equation*}
A_{21} \boldsymbol{v}=\boldsymbol{f}+A_{11} \boldsymbol{u} \tag{3.17}
\end{equation*}
$$

with $\boldsymbol{v}_{0}=\boldsymbol{v}^{0}$ an appropriate discretization of the initial condition on $v$. Here, $\boldsymbol{v}_{d}$ and $\boldsymbol{f}$ are an appropriate discretization of the desired state $v_{d}$ and the force function $f$, respectively, $A_{11}$ and $A_{21}$ are defined as in (3.9)-(3.10), and

$$
\check{\Phi}_{D}=\left[\begin{array}{ccccc}
\bar{M} & & & & \\
& 2 \bar{M} & & & \\
& & \ddots & & \\
& & & 2 \bar{M} & \\
& & & & \bar{M}
\end{array}\right] .
$$

Then, the first-order optimality conditions of (3.16)-(3.17) read as follows:

$$
\left\{\begin{array}{l}
\check{\Phi}_{D} \boldsymbol{v}+A_{21}^{\top} \boldsymbol{\zeta}=\check{\mathbf{b}}_{1}  \tag{3.18}\\
\beta \check{\Phi}_{D} \boldsymbol{u}-A_{11}^{\top} \boldsymbol{\zeta}=\mathbf{0} \\
A_{21} \boldsymbol{v}-A_{11} \boldsymbol{u}=\check{\mathbf{b}}_{2}
\end{array}\right.
$$

where the vectors $\check{\mathbf{b}}_{1}$ and $\check{\mathbf{b}}_{2}$ account for the boundary and initial conditions on $v$, as well as information from the force function $\boldsymbol{f}$ and the desired state $\boldsymbol{v}_{d}$. Clearly,
the system above is symmetric. In addition, it is worth noting that some of the blocks of the system (3.18) share a similar structure to the ones in (3.8). With this in mind, one may adapt the preconditioning strategy described below for deriving a preconditioner for the system (3.18). We will come back to this in the following.

Before deriving the proposed preconditioner for the system (3.13), we would like to spend some words on the transformations $T_{1}$ and $T_{2}$ defined in (3.12). These transformations are (up to a factor of 2) averaging values at different time levels, and arise from the time-stepping scheme that we are employing. Specifically, we have that

$$
A_{11}=\breve{T}_{2} \otimes M, \quad A_{22}=\frac{1}{\beta} \check{T}_{1} \otimes M
$$

where

$$
\begin{align*}
& \check{T}_{1}=\left[\begin{array}{cccc}
\frac{\tau}{2} & \frac{\tau}{2} & & \\
& \ddots & \ddots & \\
& & \frac{\tau}{2} & \frac{\tau}{2} \\
& & & \frac{\tau}{2}
\end{array}\right]=\underbrace{\left[\begin{array}{cccc}
\tau & & & \\
& \ddots & & \\
& & \tau & \\
& & & \tau
\end{array}\right]}_{=: \Phi_{\tau}} \underbrace{\left[\begin{array}{cccc}
\frac{1}{2} & \frac{1}{2} & & \\
& \ddots & \ddots & \\
& & \frac{1}{2} & \frac{1}{2} \\
& & & \frac{1}{2}
\end{array}\right]}_{=: T_{\text {step }}},  \tag{3.19}\\
& \breve{T}_{2}=\breve{T}_{1}^{\top}=\left[\begin{array}{cccc}
\frac{\tau}{2} & & \\
\frac{\tau}{2} & \frac{\tau}{2} & & \\
& \ddots & \ddots & \\
& & \frac{\tau}{2} & \frac{\tau}{2}
\end{array}\right]=\left[\begin{array}{llll}
\tau & & & \\
& \ddots & \\
& & \tau & \\
& & & \tau
\end{array}\right]\left[\begin{array}{cccc}
\frac{1}{2} & & & \\
\frac{1}{2} & \frac{1}{2} & & \\
& \ddots & \ddots & \\
& & \frac{1}{2} & \frac{1}{2}
\end{array}\right] .
\end{align*}
$$

Note that the matrix $\Phi_{\tau}$ contains the time-steps adopted, while the matrix $T_{\text {step }}$ contains the weights of the time-stepping scheme employed. In order to symmetrize the blocks $A_{11}$ and $A_{22}$ we first find transformations that symmetrize the matrices $\breve{T}_{2}$ and $\check{T}_{1}$ respectively. Such transformations are clearly given by $T_{\text {step }}$ and $T_{\text {step }}^{\top}$, respectively. Then, since the matrix $M$ is symmetric and due to the properties of the Kronecker product, it is easy to see that the transformations

$$
T_{\text {step }} \otimes I_{n_{x}}=\frac{1}{2} T_{1}, \quad T_{\text {step }}^{\top} \otimes I_{n_{x}}=\frac{1}{2} T_{2}
$$

symmetrize the blocks $A_{11}$ and $A_{22}$, respectively. It is worth noting that due to the time-symmetry in the Crank-Nicolson scheme we can simplify the sought linear transformations by multiplying the above expressions by 2 . In addition, from the expressions of $\widetilde{T}_{1}$ and $\widetilde{T}_{2}$ in (3.19), we can clearly see that the strategy described above can be applied also if we employ a non-constant time-steps in the discretization, as the matrices $T_{1}$ and $T_{2}$ defined in (3.12) will still symmetrize the system (3.8). Finally, since the matrix $T_{\text {step }}$ contains the weights of the timestepping scheme employed, we can see how the strategy described above may be extended to linear multistep methods other than Crank-Nicolson.

### 3.3 Preconditioning Approach

In this section we describe an optimal preconditioner for the system (3.13), by making use of saddle-point theory as well as suitable approximations for the blocks of the matrix $\mathcal{A}$.

As we discussed in Section 2.10, a good candidate for a preconditioner for an invertible system of the form (3.13), with invertible $\Phi$, is the block diagonal matrix $\mathcal{P}_{3}$ defined in (2.28). However, the preconditioner $\mathcal{P}_{3}$ defined in (2.28) is not practical, as we noted in Section 2.10. For this reason, we wish to find a suitable approximation $\widehat{\mathcal{P}}_{3}$ of $\mathcal{P}_{3}$, with

$$
\widehat{\mathcal{P}}_{3}=\left[\begin{array}{cc}
\widehat{\Phi} & 0 \\
0 & \widehat{S}
\end{array}\right]
$$

or, more precisely, a cheap application of the effect of $\widehat{\mathcal{P}}_{3}^{-1}$ on a generic vector. In the following section we commence by finding a good approximation of the inverse of the matrix $\Phi$, then in Section 3.3.2 we describe the approach used for approximating the Schur complement $S$.

Since we will benchmark our new preconditioning strategy against the preconditioner derived in [139] for heat control after applying the optimize-thendiscretize approach with backward Euler time-stepping, we briefly describe the preconditioner for the system (3.5), itself also a saddle-point system. In this case the ( 1,1 )-block $\Phi^{\mathrm{BE}}$, defined in (3.6), is not invertible; a good preconditioner is found to be

$$
\widehat{\mathcal{P}}_{3}^{\mathrm{BE}}=\left[\begin{array}{cc}
\hat{\Phi}^{\mathrm{BE}} & 0 \\
0 & \widehat{S}^{\mathrm{BE}}
\end{array}\right]
$$

where
$\widehat{\Phi}^{\mathrm{BE}}=\left[\begin{array}{cccc}\tau M & & & \\ & \ddots & & \\ & & \tau M & \\ & & & \xi \tau M\end{array}\right], \quad \widehat{S}^{\mathrm{BE}}=\left(\Psi^{\mathrm{BE}}+\widehat{M}^{\mathrm{BE}}\right)\left(\widehat{\Phi}^{\mathrm{BE}}\right)^{-1}\left(\Psi^{\mathrm{BE}}+\widehat{M}^{\mathrm{BE}}\right)^{\top}$,
with

$$
\widehat{M}^{\mathrm{BE}}=\frac{\tau}{\sqrt{\beta}}\left[\begin{array}{ccccc}
0 & & & &  \tag{3.20}\\
& M & & & \\
& & \ddots & & \\
& & & M & \\
& & & & \sqrt{\xi} M
\end{array}\right]
$$

Here, $0<\xi \ll 1$ is chosen such that the (invertible) matrix $\hat{\Phi}^{\mathrm{BE}}$ is 'close enough' to the matrix $\Phi^{\mathrm{BE}}$ in some sense. The $(1,1)$-block is approximated by a 'perturbed' matrix $\widehat{\Phi}^{\mathrm{BE}}$, whose inverse is then applied within the matrix $\widehat{S}^{\mathrm{BE}}$. A term of the form (3.21) is justified in Section 3.3.2.

Before devising a preconditioner for the linear system (3.13), we mention it is possible to precondition the non-symmetric system (3.8). Naturally, we
would need to apply a non-symmetric Krylov solver, such as GMRES [157], in which case we could employ as an 'ideal' preconditioner the matrix $\mathcal{P}_{1}$ defined in (2.26). Although the forthcoming strategies to approximate the relevant blocks of the preconditioner may be adapted to this case, it is not possible to prove similar bounds on the eigenvalues as the one described in Theorem 5, nor could convergence of the iterative method be described solely using the distribution of the eigenvalues. For this reason, we focus our analysis on the symmetric preconditioner $\mathcal{P}_{3}$ defined in (2.28).

### 3.3.1 Approximation of the $(1,1)$-Block

We now focus on devising a preconditioner for the linear system (3.13), arising from a Crank-Nicolson discretization, starting with a cheap and effective approximation of the matrix $\Phi$. We recall from (3.14) that $\Phi$ can be written as $\Phi=T_{1} \Phi_{D} T_{1}^{\top}$, with $\Phi_{D}$ defined as in (3.15). We observe that $\Phi_{D}$ is a block diagonal matrix with each diagonal block a multiple of $M$. Therefore, in order to obtain a cheap approximation for $\Phi$, we require a suitable way to approximate the inverse of a mass matrix. As discussed in [63, 64, 181] and in Section 2.4, the Chebyshev semi-iterative method represents a cheap and effective way to do this. From the discussion above, a good approximation of $\Phi$ is therefore given by $\widehat{\Phi}=T_{1} \widehat{\Phi}_{D} T_{1}^{\top}$, with

$$
\widehat{\Phi}_{D}=\frac{\tau}{2}\left[\begin{array}{lll}
M_{c} & & \\
& \ddots & \\
& & M_{c}
\end{array}\right]
$$

where $M_{c}$ denotes a fixed number of steps (20, in our tests) of Chebyshev semiiteration applied to $M$. Further, since $T_{1}$ and $T_{2}=T_{1}^{\top}$ are (block) upper- and lower-triangular matrices respectively, we use simple (backward/forward) block updates in order to apply their inverse operations.

It is trivial to prove the following, on the effectiveness of our approximation of $\Phi$ :

Lemma 1. The minimum (maximum) eigenvalue of $\widehat{\Phi}^{-1} \Phi$ is bounded below (above) by the minimum (maximum) eigenvalue of $M_{c}^{-1} M$.

### 3.3.2 Approximation of Schur Complement

We now find a suitable approximation for the Schur complement $S$ of (3.13). Recalling how the matrices $\Phi, \Psi$, and $\Theta$ can be written as linear transformations involving the matrices $T_{1}$ and $T_{2}$, we first rewrite $S$ in the following way:

$$
\begin{equation*}
S=T_{2} \Theta_{D} T_{2}^{\top}+T_{2} A_{21}\left(T_{1} \Phi_{D} T_{1}^{\top}\right)^{-1} A_{21}^{\top} T_{2}^{\top}=T_{2}\left[\Theta_{D}+\Psi_{D} \Phi_{D}^{-1} \Psi_{D}^{\top}\right] T_{2}^{\top}, \tag{3.22}
\end{equation*}
$$

where we set

$$
\begin{equation*}
\Psi_{D}=A_{21} T_{2}^{-1} . \tag{3.23}
\end{equation*}
$$

It is hence clear that if we find a symmetric positive definite approximation $\widetilde{S}_{\text {int }}$ of

$$
\begin{equation*}
S_{\mathrm{int}}=\Theta_{D}+\Psi_{D} \Phi_{D}^{-1} \Psi_{D}^{\top}, \tag{3.24}
\end{equation*}
$$

then $\widehat{S}:=T_{2} \widetilde{S}_{\mathrm{int}} T_{2}^{\top}$ is a symmetric positive definite approximation of $S$. We may therefore use the (generalized) Rayleigh quotient in order to find upper and lower bounds for the eigenvalues of the matrix $\widehat{S}^{-1} S$ as follows. Let $\lambda$ be an eigenvalue of $\widehat{S}^{-1} S$ with x the corresponding eigenvector; then

$$
\begin{equation*}
\widehat{S}^{-1} S \mathbf{x}=\lambda \mathbf{x} \Rightarrow S \mathbf{x}=\lambda \widehat{S} \mathbf{x} \Rightarrow \lambda=\frac{\mathbf{x}^{\top} S \mathbf{x}}{\mathbf{x}^{\top} \widehat{S} \mathbf{x}}=\frac{\tilde{\mathbf{x}}^{\top} S_{\mathrm{int}} \tilde{\mathbf{x}}}{\tilde{\mathbf{x}}^{\top} \widetilde{S}_{\mathrm{int}} \widetilde{\mathbf{x}}}, \tag{3.25}
\end{equation*}
$$

where we set $\widetilde{\mathbf{x}}=T_{2}^{\top} \mathbf{x} \neq \mathbf{0}$ and use (3.22) together with the definition of $\widehat{S}$. Thus upper and lower bounds for the eigenvalues of $\widehat{S}^{-1} S$ are given by the maximum and the minimum eigenvalues of $\widetilde{S}_{\mathrm{int}}^{-1} S_{\mathrm{int}}$, respectively.

From (3.22), and due to the convenient structure of the matrices $\Phi_{D}$ and $\Theta_{D}$ in (3.15), we can devise an approximation $\widetilde{S}_{\text {int }}$ of $S_{\text {int }}$ using the matching strategy discussed in $[139,142]$ and in Section 2.11 as follows. We seek an approximation:

$$
\begin{equation*}
\widetilde{S}_{\mathrm{int}}=\left(A_{21}+\widehat{M}\right) \Phi^{-1}\left(A_{21}+\widehat{M}\right)^{\top} \approx S_{\mathrm{int}} \tag{3.26}
\end{equation*}
$$

such that $\widetilde{S}_{\text {int }}$ 'captures' both terms of $S_{\text {int }}$, namely $\Theta_{D}$ and $\Psi_{D} \Phi_{D}^{-1} \Psi_{D}^{\top}$ (noting that $\left.A_{21} \Phi^{-1} A_{21}^{\top}=\Psi_{D} \Phi_{D}^{-1} \Psi_{D}^{\top}\right)$. We therefore wish that

$$
\begin{equation*}
\widehat{M} \Phi^{-1} \widehat{M}^{\top}=\left[\widehat{M}\left(T_{1}^{\top}\right)^{-1}\right] \Phi_{D}^{-1}\left[T_{1}^{-1} \widehat{M}^{\top}\right]=\Theta_{D} \tag{3.27}
\end{equation*}
$$

Using the definitions of $\Theta_{D}$ and $\Phi_{D}$ from (3.15), we obtain that for this to hold the matrix $\widehat{M}\left(T_{1}^{\top}\right)^{-1}$ is given by

$$
M_{D}:=\widehat{M}\left(T_{1}^{\top}\right)^{-1}=\frac{\tau}{2 \sqrt{\beta}}\left[\begin{array}{ccc}
M & &  \tag{3.28}\\
& \ddots & \\
& & M
\end{array}\right]
$$

and therefore

$$
\widehat{M}=\frac{\tau}{2 \sqrt{\beta}}\left[\begin{array}{cccc}
M & & &  \tag{3.29}\\
M & M & & \\
& \ddots & \ddots & \\
& & M & M
\end{array}\right]
$$

Finally, our approximation of $S$ is given by

$$
\begin{equation*}
\widehat{S}=T_{2}\left(A_{21}+\widehat{M}\right) \Phi^{-1}\left(A_{21}+\widehat{M}\right)^{\top} T_{2}^{\top}=\left(A_{21}+\widehat{M}\right) \Phi_{D}^{-1}\left(A_{21}+\widehat{M}\right)^{\top}, \tag{3.30}
\end{equation*}
$$

with $\widehat{M}$ as defined in (3.29), and the two expressions are equivalent since $T_{2}$ commutes with both $A_{21}$ and $\widehat{M}$. To understand the effectiveness of this approximation, we recall (3.25), telling us that we only need to study the spectrum of
the matrix $\widetilde{S}_{\text {int }}^{-1} S_{\text {int }}$. We next rewrite $\widetilde{S}_{\text {int }}$ as follows:

$$
\begin{align*}
\widetilde{S}_{\text {int }} & =\left(A_{21}+\widehat{M}\right) \Phi^{-1}\left(A_{21}+\widehat{M}\right)^{\top} \\
& =\widehat{M} \Phi^{-1} \widehat{M}^{\top}+A_{21} \Phi^{-1} A_{21}^{\top}+\widehat{M} \Phi^{-1} A_{21}^{\top}+A_{21} \Phi^{-1} \widehat{M}^{\top} \\
& =\Theta_{D}+\Psi_{D} \Phi_{D}^{-1} \Psi_{D}^{\top}+M_{D} \Phi_{D}^{-1} \Psi_{D}^{\top}+\Psi_{D} \Phi_{D}^{-1} M_{D}^{\top} \\
& =S_{\mathrm{int}}+M_{D} \Phi_{D}^{-1} \Psi_{D}^{\top}+\Psi_{D} \Phi_{D}^{-1} M_{D}^{\top}, \tag{3.31}
\end{align*}
$$

where we have used (3.27), (3.14), (3.23), and (3.28) in turn.
Since $S_{\text {int }}$ and $\widetilde{S}_{\text {int }}$ are symmetric positive definite, we again consider the generalized Rayleigh quotient:

$$
\begin{equation*}
R:=\frac{\mathbf{x}^{\top} S_{\mathrm{int}} \mathbf{x}}{\mathbf{x}^{\top} \widetilde{S}_{\text {int }} \mathbf{x}}=\frac{\mathbf{a}^{\top} \mathbf{a}+\mathbf{b}^{\top} \mathbf{b}}{\mathbf{a}^{\top} \mathbf{a}+\mathbf{b}^{\top} \mathbf{b}+\mathbf{a}^{\top} \mathbf{b}+\mathbf{b}^{\top} \mathbf{a}}, \tag{3.32}
\end{equation*}
$$

where $\mathbf{a}=\left(\Psi_{D} \Phi_{D}^{-1 / 2}\right)^{\top} \mathbf{x}$ and $\mathbf{b}=\left(\Theta_{D}^{1 / 2}\right)^{\top} \mathbf{x}$, noting from (3.15) and (3.28) that $\Theta_{D}^{1 / 2}=M_{D} \Phi_{D}^{-1 / 2}$. Working as in Section 2.11, since $\Phi>0$ and $\Theta>0$, for Theorem 1 we have $R \geqslant \frac{1}{2}$.

In order to find an upper bound for the Rayleigh quotient (3.32), we return to (3.31). Noting that

$$
M_{D} \Phi_{D}^{-1}=\frac{1}{\sqrt{\beta}}\left[\begin{array}{ccc}
I & & \\
& \ddots & \\
& & I
\end{array}\right]
$$

we can rewrite

$$
\widetilde{S}_{\mathrm{int}}=S_{\mathrm{int}}+\frac{1}{\sqrt{\beta}}\left(\Psi_{D}^{\top}+\Psi_{D}\right)
$$

Following the reasoning in [139] and the reasoning in Theorem 2, we can prove that $R \leqslant 1$; from (3.32), this holds if

$$
\begin{aligned}
\mathbf{a}^{\top} \mathbf{b}+\mathbf{b}^{\top} \mathbf{a} & =\mathbf{x}^{\top}\left(M_{D} \Phi_{D}^{-1} \Psi_{D}^{\top}+\Psi_{D} \Phi_{D}^{-1} M_{D}^{\top}\right) \mathbf{x}=\frac{1}{\sqrt{\beta}} \mathbf{x}^{\top}\left(\Psi_{D}^{\top}+\Psi_{D}\right) \mathbf{x} \\
& =\frac{1}{\sqrt{\beta}} \mathbf{z}^{\top}\left(A_{21}^{\top} T_{2}+T_{2}^{\top} A_{21}\right) \mathbf{z} \geqslant 0
\end{aligned}
$$

where the last line uses (3.23) and sets $\mathbf{z}=T_{2}^{-1} \mathbf{x}$. Therefore, we wish to show that the matrix $\mathcal{X}=A_{21}^{\top} T_{2}+T_{2}^{\top} A_{21}$ is positive semi-definite. We easily obtain that

$$
\mathcal{X}=\frac{\tau}{2} \underbrace{\left[\begin{array}{cccc}
2 \widetilde{L} & \widetilde{L} & & \\
\widetilde{L} & \ddots & \ddots & \\
& \ddots & 2 \widetilde{L} & \widetilde{L} \\
& & \widetilde{L} & \widetilde{L}
\end{array}\right]}_{=: \widetilde{\mathcal{L}}}+\underbrace{\left[\begin{array}{llll}
0 & & & \\
& \ddots & & \\
& & 0 & \\
& & & 2 M
\end{array}\right]}_{=: \widetilde{\mathcal{M}}}
$$

with $\widetilde{L}=K+K^{\top}=2 K$ since $K$ is symmetric. Furthermore, since $K$ is positive definite in this case, $\widetilde{L}$ is also positive definite. Moreover, it is clear that

$$
\begin{equation*}
\mathbf{z}^{\top} \widetilde{\mathcal{L}} \mathbf{z} \geqslant 0 \wedge \mathbf{z}^{\top} \widetilde{\mathcal{M}} \mathbf{z} \geqslant 0 \quad \Rightarrow \quad \mathbf{z}^{\top} \mathcal{X} \mathbf{z} \geqslant 0 \tag{3.33}
\end{equation*}
$$

We now use the following classical result on Kronecker products (see [98, Theorem 13.12], for instance) to show that $\widetilde{\mathcal{L}}$ is positive definite:
Theorem 3. Let $X_{1} \in \mathbb{R}^{n_{1} \times n_{1}}$ have eigenvalues $\lambda_{i}, i=1,2, \ldots, n_{1}$, and let $X_{2} \in \mathbb{R}^{n_{2} \times n_{2}}$ have eigenvalues $\mu_{l}, l=1,2, \ldots, n_{2}$. Then, the $n_{1} n_{2}$ eigenvalues of $X_{1} \otimes X_{2}$ are

$$
\lambda_{1} \mu_{1}, \ldots, \lambda_{1} \mu_{n_{2}}, \lambda_{2} \mu_{1}, \ldots, \lambda_{2} \mu_{n_{2}}, \ldots, \lambda_{n_{1}} \mu_{n_{2}} .
$$

Moreover, if $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{m_{1}}$ are linearly independent right eigenvectors of $X_{1}$ corresponding to $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m_{1}}, m_{1} \leqslant n_{1}$, and $\mathbf{z}_{1}, \mathbf{z}_{2}, \ldots, \mathbf{z}_{m_{2}}$ are linearly independent right eigenvectors of $X_{2}$ corresponding to $\mu_{1}, \mu_{2}, \ldots, \mu_{m_{2}}, m_{2} \leqslant n_{2}$, then $\mathbf{x}_{i} \otimes \mathbf{z}_{l} \in \mathbb{R}^{n_{1} n_{2}}$ are linearly independent right eigenvectors of $X_{1} \otimes X_{2}$ corresponding to $\lambda_{i} \mu_{l}, i=1,2, \ldots, m_{1}, l=1,2, \ldots, m_{2}$.

Since both $\widetilde{L}$ and

$$
\mathcal{T}=\left[\begin{array}{cccc}
2 & 1 & & \\
1 & \ddots & \ddots & \\
& \ddots & 2 & 1 \\
& & 1 & 1
\end{array}\right]=\left[\begin{array}{cccc}
1 & 1 & & \\
& \ddots & \ddots & \\
& & 1 & 1 \\
& & & 1
\end{array}\right]\left[\begin{array}{cccc}
1 & & & \\
1 & 1 & & \\
& \ddots & \ddots & \\
& & 1 & 1
\end{array}\right]=\mathcal{T}_{1}^{\top} \mathcal{T}_{1}
$$

are symmetric positive definite (since $\mathcal{T}_{1}$ has full rank), Theorem 3 gives that $\widetilde{\mathcal{L}}=\mathcal{T} \otimes \widetilde{L}$ is symmetric positive definite. Since $\widetilde{\mathcal{M}}$ is clearly symmetric positive semi-definite, we infer from (3.33) that $\mathcal{X}$ is symmetric positive definite, and hence that

$$
\mathbf{a}^{\top} \mathbf{b}+\mathbf{b}^{\top} \mathbf{a} \geqslant 0,
$$

with $\mathbf{a}$ and $\mathbf{b}$ as defined above. Finally, for Theorem 2 the last inequality guarantees that the Rayleigh quotient $R$ in (3.32) satisfies $R \leqslant 1$.

We have hence proved the following result:
Theorem 4. Let $S_{\text {int }}$ and $\widetilde{S}_{\text {int }}$ be defined as in (3.24) and (3.26) respectively, with the matrices $\Phi_{D}, \Psi_{D}, \Theta_{D}, A_{21}, \Phi, \widehat{M}$ defined as in (3.15), (3.23), (3.10), (3.14), and (3.29). Then:

$$
\lambda\left(\widetilde{S}_{\mathrm{int}}^{-1} S_{\mathrm{int}}\right) \in\left[\frac{1}{2}, 1\right] .
$$

In Figure 3.1 we report the eigenvalue distribution of $\widetilde{S}_{\text {int }}^{-1} S_{\text {int }}$ for a range of values of $\beta$, for a particular Dirichlet test problem.

Further, using Theorem 4 and (3.25), we can prove the following:
Theorem 5. Let $S$ and $\widehat{S}$ be defined as in (3.22) and (3.30), with the matrices defined as in Theorem 4, and $T_{1}, T_{2}$ as in (3.12). Then:

$$
\lambda\left(\widehat{S}^{-1} S\right) \in\left[\frac{1}{2}, 1\right] .
$$

Figure 3.1: Eigenvalues of $\widetilde{S}_{\text {int }}^{-1} S_{\text {int }}$ for $\beta=10^{-j}, j=2,4$, with $d=2(x=$ $\left[x_{1}, x_{2}\right]^{\top}$ ) and $t_{f}=2$, employing $\mathbf{Q}_{1}$ finite elements on an evenly spaced spacetime $\operatorname{grid}(-1,1)^{2} \times(0,2)$ with $\tau=h=\frac{1}{8}$.


Remark 4. We note that no assumption has been made on the grid structure, meaning that the bounds in Theorem 4 and in Theorem 5 still hold in case of nonuniform meshes. In addition, the preconditioner above can be easily generalized when Neumann or mixed boundary conditions are imposed.

By Theorem 5, the matrix $\widehat{S}$ in (3.30) is an effective approximation of the Schur complement $S$ defined in (3.22). We highlight that solving (exactly) a system involving the matrix $\widehat{S}$ is costly, so we look for a cheap approximation of the effect of $\widehat{S}^{-1}$ on a generic vector. From (3.30), it is clear that the bulk of the work involves approximately applying the inverse of $A_{21}+\widehat{M}$ and its transpose. From (3.10) and (3.29), we have that $A_{21}+\widehat{M}$ is block-lower triangular, and a cheap application of its inverse on a vector is given by block-forward substitution, with each block diagonal approximated using a fixed number of V-cycles of a multigrid routine, for example. The matrix $\left(A_{21}+\widehat{M}\right)^{\top}$ can be handled analogously using block-backward substitution.

Before showing the robustness of the proposed preconditioner, we would like to spend some words on the linear system (3.18) arising from a discretize-thenoptimize approach. In matrix form, we rewrite system (3.18) as

$$
\left[\begin{array}{ccc}
\check{\Phi}_{D} & 0 & A_{21}^{\top} \\
0 & \beta \check{\Phi}_{D} & -A_{11}^{\top} \\
A_{21} & -A_{11} & 0
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{v} \\
\boldsymbol{u} \\
\boldsymbol{\zeta}
\end{array}\right]=\left[\begin{array}{c}
\check{\mathbf{b}}_{1} \\
\boldsymbol{0} \\
\check{\mathbf{b}}_{2}
\end{array}\right],
$$

which presents a saddle-point structure. In this case, an optimal preconditioner is given by

$$
\check{\mathcal{P}}_{3}=\left[\begin{array}{ccc}
\check{\Phi}_{D} & 0 & 0 \\
0 & \beta \check{\Phi}_{D} & 0 \\
0 & 0 & \check{S}
\end{array}\right]
$$

where

$$
\begin{aligned}
\check{S} & =A_{21} \check{\Phi}_{D}^{-1} A_{21}^{\top}+A_{11}\left(\beta \check{\Phi}_{D}\right)^{-1} A_{11}^{\top} \\
& =A_{21} \check{\Phi}_{D}^{-1} A_{21}^{\top}+\frac{1}{2 \beta} T_{2}\left[\begin{array}{ccccc}
2 \bar{M} & & & & \\
& \bar{M} & & & \\
& & \ddots & & \\
& & & \bar{M} & \\
& & & & 2 \bar{M}
\end{array}\right] T_{2}^{\top} \\
& =A_{21} \check{\Phi}_{D}^{-1} A_{21}^{\top}+T_{2} \underbrace{\left[\begin{array}{ccccc}
2 \bar{M}_{\beta} & & & & \\
& \bar{M}_{\beta} & & & \\
& & \ddots & & \\
& & & \bar{M}_{\beta} & \\
& & & & \\
& & & & \\
& & &
\end{array}\right]}_{\check{\Theta}_{D}} T_{2}^{\top} .
\end{aligned}
$$

Then, we can rewrite

$$
\check{S}=T_{2}\left(\check{\Theta}_{D}+\check{\Psi}_{D} \check{\Phi}_{D}^{-1} \check{\Psi}_{D}^{\top}\right) T_{2}^{\top},
$$

with $\check{\Psi}_{D}=T_{2}^{-1} A_{21}$. From here, we can see that the strategy described above may be extended also to the case of the discretize-then-optimize approach. Of course, one should prove the optimality of such a preconditioner, which we do not address here. However, supposing that the derived preconditioner is optimal, one could also apply the discretize-then-optimize strategy to the problems we will consider in the following chapters.

### 3.4 Numerical Results

We now provide numerical evidence of the effectiveness of our preconditioning strategy. Below, we show how this preconditioner results in more rapid convergence than the state-of-the-art backward Euler solver with the existing preconditioner of [139], for the heat control problem.

In all our tests we consider only Dirichlet boundary conditions (i.e., $\partial \Omega_{N}=$ $\varnothing$ ), but we emphasize again that the method is easily generalized to Neumann and mixed boundary conditions. We implement a finite element method, using $\mathbf{Q}_{1}$ basis functions for state, control, and adjoint variables. As discussed in Section 3.3.1, when approximating the ( 1,1 )-block it is trivial to invert both matrices $T_{1}$ and $T_{2}=T_{1}^{\top}$, and we apply 20 steps of Chebyshev semi-iteration to each mass matrix on the diagonal of $\Phi_{D}$. For the approximation of the Schur complement, we employ block-forward and block-backward substitution to solve for the matrix $A_{21}+\widehat{M}$ and its transpose, and approximate each block on the diagonal with 3 V cycles of an appropriate multigrid routine, unless otherwise stated. Specifically, we employ the HSL MI20 solver [22] for approximating each block diagonal. The iteration count for all tests presented starts from 0 . All tests are run on MATLAB R2018b, using a 1.70 GHz Intel quad-core i5 processor and 8 GB RAM on an Ubuntu 18.04.1 LTS operating system.

We benchmark our method against the backward Euler method coupled with the bespoke, mesh- and $\beta$-independent preconditioner derived in [139], for the heat control problem (3.1)-(3.2). Here, $d=2$ (so $x=\left[x_{1}, x_{2}\right]^{\top}$ ), $\Omega=(-1,1)^{2}$, $t_{f}=2, f=0$, and

$$
v_{d}\left(x_{1}, x_{2}, t\right)=1+\left[\left(\frac{2}{\pi^{2} \beta}+\frac{\pi^{2}}{2}\right) e^{t_{f}}+\left(1-\frac{2}{\left(2+\pi^{2}\right) \beta}-\frac{\pi^{2}}{2}\right) e^{t}\right] s\left(x_{1}, x_{2}\right)
$$

where $s\left(x_{1}, x_{2}\right)=\cos \left(\frac{\pi x_{1}}{2}\right) \cos \left(\frac{\pi x_{2}}{2}\right)$. The analytic solutions to this problem are:

$$
\begin{aligned}
& v\left(x_{1}, x_{2}, t\right)=1+\left(\frac{2}{\pi^{2} \beta} e^{t_{f}}-\frac{2}{\left(2+\pi^{2}\right) \beta} e^{t}\right) s\left(x_{1}, x_{2}\right), \\
& \zeta\left(x_{1}, x_{2}, t\right)=\left(e^{t_{f}}-e^{t}\right) s\left(x_{1}, x_{2}\right)
\end{aligned}
$$

with initial condition $v_{0}$ and Dirichlet boundary condition $g$ obtained from this $v$.

In our first tests, we consider a (spatial) uniform grid of mesh-size $h=2^{1-1}$, with 1 the level of grid refinement, and set $\tau=h^{2}$ for the backward Euler scheme and $\tau=h$ for Crank-Nicolson, motivated by the predicted convergence rates of these methods. We test both schemes with a range of values of $h$ and $\beta$, running preconditioned MINRES to a tolerance of $10^{-6}$ on the relative residual norm. We take $\xi=10^{-3}$ in (3.20)-(3.21) for the backward Euler implementation. Tables 3.1-3.3 present the number of MINRES iterations it required by each method for a range of $\beta$, the CPU time taken in seconds, and the relative errors $v_{\text {error }}$ and $\zeta_{\text {error }}$ (in the scaled vector $\ell^{\infty}$-norm) obtained for the state and adjoint variables. Specifically, for the state variable we define

$$
v_{\text {error }}=\frac{\left|v_{\mathrm{i}}-v_{\mathrm{i}}^{\text {sol }}\right|}{\left|v_{\mathrm{i}}^{\text {sol }}\right|}, \quad \text { with } \quad \mathrm{i}=\underset{i}{\arg \max }\left|v_{i}-v_{i}^{\text {sol }}\right|,
$$

with $v_{\mathrm{i}}$ and $v_{\mathrm{i}}^{\text {sol }}$ the entries of the computed solution $\boldsymbol{v}$ and the (discretized) exact solution for $v$; in the same way we define the error for the adjoint variable. In Table 3.4 we report the degrees of freedom for each problem solved, together with the average time per iteration required to apply the inverses of the $(1,1)$ block and the Schur complement within the preconditioners employed for the two methods, for $\beta=10^{-3}$. We emphasize that we obtain similar results for the other two values of $\beta$, so for the sake of brevity we do not report these. Further, in order to show that our new preconditioner does not require a constant mesh-size, we also test our solver on a piecewise-uniform Shishkin mesh [95] with transition points 0.5 and -0.6 on the two spatial axes. We report in Table 3.5 the resulting MINRES iterations and CPU times; here, for level of grid refinement $1,2^{1-1}$ mesh points on each axis are either side of the transition point. We note that for this particular example we apply 5 V -cycles whenever a multigrid routine is required, in order to allow for the additional difficulty for the multigrid solver with a non-uniform grid.

[^3]Table 3.1: Heat control problem: MINRES iterations, CPU times, and resulting relative errors in $v$ and $\zeta$, for $\beta=10^{-2}$.

|  |  | Backward Euler |  |  |  | Crank-Nicolson |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | it | CPU | $v_{\text {error }}$ | $\zeta_{\text {error }}$ | it | CPU | $v_{\text {error }}$ | $\zeta_{\text {error }}$ |  |
| 3 | 22 | 0.71 | $2.8907 \mathrm{e}-2$ | $9.3751 \mathrm{e}-3$ | 17 | 0.16 | $6.1670 \mathrm{e}-3$ | $9.8782 \mathrm{e}-3$ |  |
| 4 | 23 | 4.57 | $1.4472 \mathrm{e}-3$ | $2.3445 \mathrm{e}-3$ | 20 | 0.47 | $1.3137 \mathrm{e}-3$ | $2.2102 \mathrm{e}-3$ |  |
| 5 | 23 | 39.2 | $3.6034 \mathrm{e}-4$ | $5.8555 \mathrm{e}-4$ | 20 | 2.18 | $3.2492 \mathrm{e}-4$ | $5.4963 \mathrm{e}-4$ |  |
| 6 | 24 | 536 | $9.0050 \mathrm{e}-5$ | $1.4634 \mathrm{e}-4$ | 20 | 14.2 | $8.1064 \mathrm{e}-5$ | $1.3721 \mathrm{e}-4$ |  |
| 7 | $\dagger^{4}$ | - | - | - | 20 | 116 | $2.0278 \mathrm{e}-5$ | $3.4425 \mathrm{e}-5$ |  |
| 8 | $\dagger$ | - | - | - | 20 | 1038 | $5.0895 \mathrm{e}-6$ | $8.5887 \mathrm{e}-6$ |  |

Table 3.2: Heat control problem: MINRES iterations, CPU times, and resulting relative errors in $v$ and $\zeta$, for $\beta=10^{-3}$.

|  |  | Backward Euler |  |  |  | Crank-Nicolson |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | it | CPU | $v_{\text {error }}$ | $\zeta_{\text {error }}$ | it | CPU | $v_{\text {error }}$ | $\zeta_{\text {error }}$ |  |
| 3 | 25 | 0.79 | $1.3769 \mathrm{e}-2$ | $1.3732 \mathrm{e}-2$ | 18 | 0.16 | $9.6046 \mathrm{e}-4$ | $1.5371 \mathrm{e}-2$ |  |
| 4 | 24 | 4.57 | $2.3059 \mathrm{e}-3$ | $3.4227 \mathrm{e}-3$ | 20 | 0.53 | $1.9959 \mathrm{e}-4$ | $3.5192 \mathrm{e}-3$ |  |
| 5 | 25 | 42.5 | $5.0815 \mathrm{e}-4$ | $8.5306 \mathrm{e}-4$ | 21 | 2.29 | $3.7307 \mathrm{e}-5$ | $8.0235 \mathrm{e}-4$ |  |
| 6 | 27 | 597 | $1.2430 \mathrm{e}-4$ | $2.1314 \mathrm{e}-4$ | 21 | 14.8 | $9.2697 \mathrm{e}-6$ | $2.0067 \mathrm{e}-4$ |  |
| 7 | $\dagger$ | - | - | - | 21 | 121 | $2.4974 \mathrm{e}-6$ | $5.0395 \mathrm{e}-5$ |  |
| 8 | $\dagger$ | - | - | - | 21 | 1089 | $8.3046 \mathrm{e}-7$ | $1.2632 \mathrm{e}-5$ |  |

Table 3.3: Heat control problem: MINRES iterations, CPU times, and resulting relative errors in $v$ and $\zeta$, for $\beta=10^{-4}$.

|  |  | Backward Euler |  |  |  | Crank-Nicolson |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | it | CPU | $v_{\text {error }}$ | $\zeta_{\text {error }}$ | it | CPU | $v_{\text {error }}$ | $\zeta_{\text {error }}$ |  |
| 3 | 18 | 0.67 | $1.0649 \mathrm{e}-2$ | $1.4138 \mathrm{e}-2$ | 16 | 0.16 | $6.2442 \mathrm{e}-4$ | $1.6239 \mathrm{e}-2$ |  |
| 4 | 24 | 6.12 | $1.0727 \mathrm{e}-3$ | $3.5073 \mathrm{e}-3$ | 19 | 0.55 | $2.2555 \mathrm{e}-4$ | $3.5765 \mathrm{e}-3$ |  |
| 5 | 26 | 47.0 | $1.7096 \mathrm{e}-4$ | $8.7596 \mathrm{e}-4$ | 22 | 2.44 | $5.6915 \mathrm{e}-5$ | $8.7154 \mathrm{e}-4$ |  |
| 6 | 23 | 513 | $4.0696 \mathrm{e}-5$ | $2.1973 \mathrm{e}-4$ | 22 | 15.6 | $1.4861 \mathrm{e}-5$ | $2.1171 \mathrm{e}-4$ |  |
| 7 | $\dagger$ | - | - | - | 22 | 127 | $4.0217 \mathrm{e}-6$ | $5.2142 \mathrm{e}-5$ |  |
| 8 | $\dagger$ | - | - | - | 22 | 1139 | $2.6336 \mathrm{e}-7$ | $1.3867 \mathrm{e}-5$ |  |

We see from Tables 3.1-3.3 that the Crank-Nicolson approach with our new preconditioner achieves more accurate solutions than the backward Euler method, in lower CPU time. Comparing the results for grid refinement $1=4,5,6$, that is, for $h=2^{-3}, 2^{-4}, 2^{-5}$, this can occur in orders of magnitude lower CPU time for the tests presented here. This is clear because the size of the system required to

Table 3.4: Heat control problem: degrees of freedom (DoF) and (average) CPU times required for inverting the two blocks of the preconditioners, for $\beta=10^{-3}$.

|  | Backward Euler |  |  | Crank-Nicolson |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | DoF | CPU $\hat{\Phi}^{\mathrm{BE}}$ | CPU $\hat{S}^{\mathrm{BE}}$ | DoF | CPU $\hat{\Phi}$ | CPU $\widehat{S}$ |
| 3 | 3234 | 0.0011 | 0.028 | 784 | 0.00038 | 0.0075 |
| 4 | 58,050 | 0.0091 | 0.16 | 7200 | 0.0013 | 0.023 |
| 5 | 985,986 | 0.12 | 1.40 | 61,504 | 0.0078 | 0.088 |
| 6 | $16,264,962$ | 1.78 | 17.8 | 508,032 | 0.059 | 0.56 |
| 7 | $264,289,794$ | - | - | $4,129,024$ | 0.49 | 4.31 |
| 8 | $4,261,608,450$ | - | - | $33,292,800$ | 5.33 | 37.7 |

Table 3.5: Heat control problem: MINRES iterations and CPU times with nonuniform grid, for a range of 1 and $\beta$.

|  | $\beta$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $10^{-2}$ |  | $10^{-3}$ |  | $10^{-4}$ |  |
| 1 | it | CPU | it | CPU | it | CPU |
| 4 | 20 | 0.76 | 21 | 0.85 | 19 | 0.88 |
| 5 | 20 | 4.15 | 21 | 4.25 | 22 | 4.83 |
| 6 | 20 | 28.1 | 21 | 29.2 | 22 | 30.6 |
| 7 | 20 | 223 | 21 | 234 | 22 | 245 |
| 8 | 20 | 1946 | 24 | 2324 | 23 | 2232 |

obtain a fixed accuracy should grow like $\mathcal{O}\left(h^{-4}\right)$ for backward Euler as opposed to $\mathcal{O}\left(h^{-3}\right)$ for Crank-Nicolson, and the effectiveness of our new preconditioner allows this to materialize in terms of CPU time. For instance, with this $\Omega$ and $t_{f}$, the choice $h=2^{-5}$ leads to a (Schur complement) system of dimension 8, 132, 481 for backward Euler and 254, 016 for Crank-Nicolson, with the total number of degrees of freedom being 16, 264, 962 for backward Euler and 508, 032 for CrankNicolson; as our preconditioner is optimal for all values of $\beta, h$, and $\tau$, this leads to a substantial speed-up. Further, our preconditioned Crank-Nicolson approach is also able to obtain a solution for levels of refinement (e.g., $l=7$ ) for which preconditioned backward Euler runs out of memory. From Table 3.4 it is also possible to understand the reason behind the latter: with our choice of $\tau$ for level of refinement $1=7$, the total number of degrees of freedom is $264,289,794$; thus, simply storing the right-hand side vector requires approximately 2 GB of memory. We would like to note that, in order to overcome the running out of memory, one can exploit the Kronecker structure of the linear system arising from either a backward Euler or a Crank-Nicolson discretization, and employ a low-rank approximation of the problem, see for example [40, 166, 167, 168].

As expected, due to the bounds in Lemma 1 and Theorem 5 being independent
of $h, \tau$, and $\beta$, the number of MINRES iterations in Tables 3.1-3.3 for the CrankNicolson method are roughly constant. Further, we can clearly see that the cost per MINRES iteration (as well as for the overall process) scales linearly with the problem size. This is also evident from Table 3.4, which shows the average time required to apply the preconditioner for Crank-Nicolson is linear in problem size. The second-order convergence of Crank-Nicolson is evident from Tables 3.1-3.3, until the MINRES tolerance causes slight pollution of the discretized solution (note $v_{\text {error }}$ for $\mathrm{l}=8$ in Table 3.2 in particular). From Table 3.5 we also note the robustness of the preconditioner for a non-uniform grid.

We emphasize the importance of the choice of the multigrid routine to approximate the diagonal blocks of $A_{21}+\widehat{M}$ and its transpose. To demonstrate that our choice is appropriate, we compared the iteration numbers in Tables 3.1-3.3 with those obtained by applying the approximate inverses of each diagonal block of $A_{21}+\widehat{M}$ and its transpose using MATLAB's backslash routine, running the tests for the coarsest levels of refinement $\mathbf{l}=3,4,5$; we report the results in Table 3.6. We verified that the number of MINRES iterations for reaching convergence was the same as shown in Table 3.1-3.3, up to a difference of at most one iteration (only for $1=3$ and backward Euler). This shows that the choice of 3 V -cycles of the HSL_MI20 solver is optimal, as it resembles an "exact" solution closely enough. We also compared the results in Table 3.2 (for $\beta=10^{-3}$ ) with those obtained using 5 V-cycles of the AGMG algebraic multigrid routine [118, 121, 122, 123], for all levels of refinement 1 . We report the number of MINRES iterations required when employing 5 V -cycles of the AGMG algebraic multigrid routine in Table 3.7. The numbers of iterations is the same for all levels of refinement, apart from the backward Euler system with $1=3$ which requires one more MINRES iteration using AGMG, and the Crank-Nicolson system with $1=8$ which requires three more iterations. This shows that AGMG is also a viable choice of multigrid routine provided more V-cycles are applied, however we elect to use 3 V-cycles of the HSL_MI20 routine to achieve a more computationally efficient solver.

Table 3.6: Heat control problem: MINRES iterations, employing MATLAB's backslash for applying the approximate inverses of each diagonal block of $A_{21}+$ $\widehat{M}$ and its transpose, for a range of $\beta$.

|  | Backward Euler |  |  | Crank-Nicolson |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\beta$ |  |  | $\beta$ |  |  |
|  | $10^{-2}$ | $10^{-3}$ | $10^{-4}$ | $10^{-2}$ | $10^{-3}$ | $10^{-4}$ |
| l | it | it | it | it | it | it |
| 3 | 22 | 26 | 17 | 17 | 18 | 16 |
| 4 | 23 | 24 | 24 | 20 | 20 | 19 |
| 5 | 23 | 25 | 26 | 20 | 21 | 22 |

Finally, we comment on the issue of potential parallelism. Examining (3.20), the ( 1,1 )-block $\widehat{\Phi}^{\mathrm{BE}}$ of the backward Euler preconditioner (as opposed to the Schur complement approximation $\widehat{S}^{\text {BE }}$ ) affords an embarrassingly parallel imple-

Table 3.7: Heat control problem: MINRES iterations, employing 5 V-cycles of the AGMG multigrid routine for applying the approximate inverses of each diagonal block of $A_{21}+\widehat{M}$ and its transpose, for $\beta=10^{-3}$.

|  | Backward Euler | Crank-Nicolson |
| :---: | :---: | :---: |
| 1 | it | it |
| 3 | 26 | 18 |
| 4 | 24 | 20 |
| 5 | 25 | 21 |
| 6 | 27 | 21 |
| 7 | $\dagger$ | 21 |
| 8 | $\dagger$ | 24 |

mentation, that could in principle alter the balance of complexity between the two approaches shown in Tables 3.1-3.3. However, as we can see from Table 3.4, the average cost per iteration for (approximately) inverting $\widehat{\Phi}^{\mathrm{BE}}$ is negligible, in fact an order of magnitude lower in CPU time than the cost of (approximately) inverting $\widehat{S}^{\mathrm{BE}}$. Therefore, even with a "parallel" implementation of the backward Euler solver, our preconditioner for the Crank-Nicolson method would outperform it. We also point out that, if a parallel implementation of $\widehat{S}^{\mathrm{BE}}$ is possible, this could be adapted to the Crank-Nicolson system, as the structure of $\widehat{S}$ is similar to $\widehat{S}^{\text {BE }}$. A parallel implementation of $\widehat{\Phi}$ may also be carried out, by suitably permuting $T_{1}$ and $T_{2}$ and applying their inverse operations in parallel.

We can therefore conclude that the Crank-Nicolson method, coupled with our new preconditioner, is significantly more potent that the widely-used preconditioned backward Euler method for all values of $\beta$.

### 3.5 Summary and Comments

In this chapter, we have applied an optimize-then-discretize strategy to tackle the optimal control of time-dependent PDEs, coupled with a Crank-Nicolson scheme in time. We have devised an invertible linear transformation that symmetrizes the resulting linear system, and derived a new, fast, and robust preconditioner for the saddle-point matrix, which possesses a complex structure. We have also proved that the Schur complement approximation used is optimal with respect to all parameters involved through bounds on the eigenvalues, and therefore that the preconditioner is optimal and scales linearly in CPU time with respect to matrix dimension. Finally, we have presented numerical results to demonstrate the effectiveness and speed of our preconditioned Crank-Nicolson method. In the following chapters, we will build on the strategy described here to tackle more complex problems.

Before moving on in our exposition, we would like to spend some words on the strategy presented in this chapter. Specifically, we would like to comment on the choice of eliminating the initial and the final time conditions on the state
and the adjoint variables. With this choice, rather than considering the system in (3.7), we have been working on the linear system defined in (3.8), and, by applying a suitable invertible transformation, we were able to transform it into the symmetric matrix (3.13).

We want to highlight here that it is possible to apply a transformation similar to (3.11) and transform the system (3.7) into a symmetric one. In fact, by applying the linear transformation

$$
\check{T}=\left[\begin{array}{cc}
T_{2} & 0 \\
0 & T_{1}
\end{array}\right]
$$

to the system (3.7), we can still obtain a symmetric matrix. However, in this case the preconditioner we derive employing the matching strategy will not be optimal anymore, as we are not able to derive bounds as in Theorem 5. In particular, the upper bounds will not hold any more, as the corresponding mixed term will be indefinite. In addition, by employing the transformation $\breve{T}$, the Schur complement approximation that one derives by employing the matching strategy will not be so easy to invert, as the approximation requires one to solve for a block tridiagonal matrix and its transpose, as well as multiplying with block diagonal matrix. In practice, not only we would lose optimality of the preconditioner, but we would also have to solve for a more complex Schur complement! This shows how a small change in perspective could lead to an impressive improvement of the solver. In addition, we would like to mention that the change in perspective we described above was not immediate, but a result of considerate thought. In practice, we needed to "get ready" before "seeing" this strategy. And now the reader is also able to understand the meaning of the inspirational quote at the beginning of the chapter.

## Chapter 4

## Preconditioning Time-Dependent Convection-Diffusion Control Problems with Crank-Nicolson Discretization in Time

> "-Chello che è stato è stato, basta! Ricomincio da tre!
> -Da zero!
> -Eh?
> -Da zero! Ricominci da zero!
> -Nossignore, ricomincio da... cioè, tre cose me so' riuscite dint' 'a vita, pecché aggia perdere pure chelle? Che aggia ricomincia' da zero?! Da tre!"
> ["-What's past is past, enough! I'm starting over from three!
> -From zero!
> -Eh?
> -From zero! You're starting over from zero!
> -No, I'm starting over from... I mean, three things I succeeded in in my life, why should I lose these too? Should I start over from zero?! From three!"]

- Massimo Troisi, Ricomincio da tre

In the previous chapter, we derived an optimal preconditioner for the heat control problem when a Crank-Nicolson discretization is employed for approximating the time derivative. We want now to build on the advances achieved for the heat control problem, and generalize the preconditioner derived in Section 3.3 to more complex problems (quoting the inspirational quote above, we are "starting over from Chapter 3"). A natural extension of the heat control problem includes also a convection term in the PDE under examination: in this case, the problem we want to tackle is the time-dependent convection-diffusion control problem. The content of this chapter is based on some of the work in [100].

This chapter is structured as follows. In Section 4.1 we introduce the problem we consider, that is time-dependent convection-diffusion control, and outline the matrices arising upon discretization of such a problem as well as a stabilization
technique used for convection-diffusion control. In Section 4.2 we describe the linear systems obtained upon discretization of the first-order optimality conditions, and employ the linear transformation (3.11) which allows symmetrization of the linear system obtained from the Crank-Nicolson method. As for the heat control problem, this enables us to apply the symmetric iterative solver MINRES [128], which is highly desirable from the perspective of proving convergence of the iterative method. In Section 4.3 we extend the results of the preconditioner derived in Chapter 3 to time-dependent convection-diffusion control problems, using saddle-point theory along with suitable approximations of the $(1,1)$-block and Schur complement, and provide eigenvalue results for the preconditioned linear system. In Section 4.4 we demonstrate our new preconditioner's efficiency and robustness with respect to all parameters involved in the convection-diffusion control problem.

### 4.1 Problem Formulation

As above, in this chapter we consider the fast and robust numerical solution of time-dependent PDE-constrained optimization problems. In particular, we examine distributed convection-diffusion control problems of the form:

$$
\begin{equation*}
\min _{v, u} J(v, u)=\frac{1}{2} \int_{0}^{t_{f}} \int_{\Omega}\left|v(x, t)-v_{d}(x, t)\right|^{2} \mathrm{~d} \Omega \mathrm{~d} t+\frac{\beta}{2} \int_{0}^{t_{f}} \int_{\Omega}|u(x, t)|^{2} \mathrm{~d} \Omega \mathrm{~d} t \tag{4.1}
\end{equation*}
$$

subject to

$$
\left\{\begin{align*}
\frac{\partial v}{\partial t}-\epsilon \nabla^{2} v+\mathbf{w} \cdot \nabla v=u+f(x, t) & \text { in } \Omega \times\left(0, t_{f}\right),  \tag{4.2}\\
v(x, t)=g_{D}(x, t) & \text { on } \partial \Omega_{D} \times\left(0, t_{f}\right), \\
\frac{\partial v}{\partial \vec{n}}(x, t)=g_{N}(x, t) & \text { on } \partial \Omega_{N} \times\left(0, t_{f}\right), \\
v(x, 0)=v_{0}(x) & \text { in } \Omega,
\end{align*}\right.
$$

where the variables $v, v_{d}$, and $u$ are the state, desired state, and control variables, respectively, $\beta>0$ is a regularization parameter, $\epsilon>0$ is the diffusion coefficient, and $\mathbf{w}$ is a divergence-free wind (or flow) vector (i.e., $\nabla \cdot \mathbf{w}=0$ ). The problem is solved on a spatial domain $\Omega \subset \mathbb{R}^{d}$, $d \in\{1,2,3\}$, with boundary such that $\overline{\partial \Omega}=\overline{\partial \Omega}_{D} \cup \overline{\partial \Omega}_{N}, \partial \Omega_{D} \cap \partial \Omega_{N}=\varnothing$, up to a final time $t_{f}>0$, that is $(x, t) \in$ $\Omega \times\left(0, t_{f}\right)$. Here $\frac{\partial v}{\partial \vec{n}}(x, t)$ represents the (outward) normal derivative of $v$ on $\partial \Omega_{N}$. The functions $f, g_{D}, g_{N}$, and $v_{0}$ are known.

In (4.2), the term $-\epsilon \nabla^{2} v$ denotes the diffusive element, and the term $\mathbf{w}$. $\nabla v$ represents convection. In physical (real-world) problems, as pointed out for example in [44, Ch. 6], convection typically plays a more significant physical role than diffusion. In particular, defining the Péclet number as $P e=L e\|\mathbf{w}\| / \epsilon$, where Le denotes the characteristic length for the domain $\Omega$, we have that $P e \gg 1$ for many practical problems. However this in turn makes the problem more difficult to solve $[44,150]$ as the solution procedure will need to be robust with respect to
the direction of the wind $\mathbf{w}$ and any boundary or internal layers that form. The presence of boundary or internal layers is also an issue that we have to deal with when discretizing the convection-diffusion differential operator. Indeed, when solving a convection-diffusion problem, a stabilization procedure is often utilized in order to 'capture' all the layers.

### 4.1.1 Discretization Matrices and Stabilization

To illustrate the matrices involved in the finite element discretizations of the optimal control problem under examination, consider a standard Galerkin finite element discretization for the (steady-state) convection-diffusion problem:

$$
\begin{equation*}
-\epsilon \nabla^{2} v+\mathbf{w} \cdot \nabla v=u+f(x) \quad \text { in } \Omega . \tag{4.3}
\end{equation*}
$$

Letting $\left\{\phi_{i}\right\}_{i=1}^{n_{x}}$ be the same finite element basis functions for $v$ and $u$, then we would like to find approximations $v(x) \approx \sum_{i=1}^{n_{x}} v_{i} \phi_{i}, u(x) \approx \sum_{i=1}^{n_{x}} u_{i} \phi_{i}$. We recall that for control problems of the form (4.1)-(4.2) it is possible to choose different bases for $v$ and $u$, but it is often preferable to use the same finite element basis functions for both the state and the control, and we do so here to obtain a system of convenient structure, as we will eliminate the control variable a priori. Letting the vectors $\boldsymbol{v}=\left\{v_{i}\right\}_{i=1}^{n_{x}}, \boldsymbol{u}=\left\{u_{i}\right\}_{i=1}^{n_{x}}$, a discretized version of (4.3) is

$$
L \boldsymbol{v}:=\left(\epsilon K+N+W_{\mathbf{w}}\right) \boldsymbol{v}=M \boldsymbol{u}+\boldsymbol{f}
$$

where $K$ and $M$ are the stiffness and mass matrix in the chosen finite element basis, respectively, and

$$
\begin{gathered}
N=\left\{n_{i l}\right\}_{i, l=1}^{n_{x}}, \quad n_{i l}=\int_{\Omega}\left(\mathbf{w} \cdot \nabla \phi_{l}\right) \phi_{i} \mathrm{~d} \Omega, \\
\boldsymbol{f}=\left\{f_{i}\right\}_{i=1}^{n_{x}}, \quad f_{i}=\int_{\Omega} f \phi_{i} \mathrm{~d} \Omega,
\end{gathered}
$$

and the matrix $W_{\mathbf{w}}$ denotes a possible stabilization matrix for the convection operator; here, the subscript denotes the dependence on the wind w. Note that these definitions exclude the effects of the boundary conditions: for instance, if non-zero Dirichlet conditions are present extra terms will appear in $f$ relating to these, and the appropriate dimensions of the matrices will depend on the structure of the boundary conditions. We recall that $K$ is generally referred to as a stiffness matrix, and is symmetric positive definite (unless $\partial \Omega_{D}=\varnothing$ in which case it is symmetric positive semi-definite), and $M$ is referred to as a mass matrix, which is symmetric positive definite. The matrix $N$ is skew-symmetric (meaning $N+N^{\top}=0$ ) in the case of Dirichlet problems; otherwise we obtain that [44, Sec. 6.5]

$$
n_{i l}+n_{l i}=\int_{\partial \Omega_{N}} \phi_{i} \phi_{l} \mathbf{w} \cdot \boldsymbol{n} \mathrm{~d} s,
$$

using the Divergence Theorem, where $\boldsymbol{n}$ denotes the (outer) unit normal vector. In this latter case the spectral properties of the matrix $H:=N+N^{\top}$, which can
be indefinite, will be useful for our subsequent analysis. Defining the boundary mass matrix $M_{\partial \Omega_{N}}=\left\{m_{i l}^{\partial \Omega_{N}}\right\}_{i, l=1}^{n_{x}}$, where $m_{i l}^{\partial \Omega_{N}}=\int_{\partial \Omega_{N}} \phi_{i} \phi_{l} \mathrm{~d} s$, and letting $c=$ $\max _{x}\|\mathbf{w}\|$, we may write

$$
\begin{aligned}
\mathbf{y}^{\top}\left(H+c M_{\partial \Omega_{N}}\right) \mathbf{y} & =\sum_{i=1}^{n_{x}} \sum_{l=1}^{n_{x}} y_{i}\left[\int_{\partial \Omega_{N}}(\mathbf{w} \cdot \boldsymbol{n}+c) \phi_{i} \phi_{l} \mathrm{~d} s\right] y_{l} \\
& =\int_{\partial \Omega_{N}}(\mathbf{w} \cdot \boldsymbol{n}+c) y^{2} \mathrm{~d} s \geqslant 0
\end{aligned}
$$

for any $\mathbf{0} \neq \mathbf{y} \in \mathbb{R}^{n_{x}}$, where we set $y:=\sum_{i=1}^{n_{x}} y_{i} \phi_{i}$. Therefore,

$$
\begin{equation*}
H \geq-c M_{\partial \Omega_{N}}, \tag{4.4}
\end{equation*}
$$

where the notation $\Upsilon_{1} \geq \Upsilon_{2}$ means $\Upsilon_{1}-\Upsilon_{2}$ is positive semi-definite. This observation will be useful when discussing our approach for problems with Neumann or mixed boundary conditions.

Concerning the stabilization scheme used for solving the forward convectiondiffusion problem, a popular stabilized finite element method is the Streamline Upwind Petrov-Galerkin (SUPG) method [87]. This stabilization method modifies the right-hand side $\boldsymbol{f}$, aside from adding a further matrix arising in the discretization of the differential operator. In fact, for the forward problem the stabilization is defined as
$W_{\mathbf{w}}=\left\{w_{i l}\right\}_{i, l=1}^{n_{x}}, \quad w_{i l}=\delta \int_{\Omega}\left(\mathbf{w} \cdot \nabla \phi_{i}\right)\left(\mathbf{w} \cdot \nabla \phi_{l}\right) \mathrm{d} \Omega-\epsilon \delta \sum_{m} \int_{\Delta_{m}}\left(\nabla^{2} \phi_{i}\right)\left(\mathbf{w} \cdot \nabla \phi_{l}\right) \mathrm{d} \Omega$,
where $\Delta_{m}$ is the $m$-th element in our finite element discretization, while the right-hand side $\boldsymbol{f}$ is defined as

$$
\boldsymbol{f}=\left\{f_{i}\right\}_{i=1}^{n_{x}}, \quad f_{i}=\int_{\Omega} f \phi_{i} \mathrm{~d} \Omega+\delta \int_{\Omega} f \mathbf{w} \cdot \nabla \phi_{i} \mathrm{~d} \Omega
$$

Here, the parameter $\delta>0$ is called the stabilization parameter. The SUPG method has been proven to have order of convergence of $\mathcal{O}\left(h^{3 / 2}\right)$ in the streamline diffusion norm ${ }^{5}$ in the case of the forward convection-diffusion equation when using bilinear finite elements for instance [44, Ch. 6]. However, as pointed out in [35, 79], applying this scheme to the (steady-state) control problem gives rise to extra difficulties. Specifically, in [35] it has been shown that applying the scheme to the control problem with the discretize-then-optimize strategy leads to symmetric discrete equations in which the discrete adjoint problem is not a consistent discretization of the continuous adjoint problem, whereas the optimize-then-discretize approach gives rise to a different, non-symmetric discretized system which therefore does not possess the structure of a discrete optimization problem. Further, in [79] the authors prove that the order of convergence of the SUPG method applied to the control problem is only linear in the presence of boundary layers. In this work, we thus employ the adjoint-consistent Local Pro-

[^4]jection Stabilization (LPS) approach described in [11, 12, 23, 141], for which the discretization and optimization steps commute in the stationary case. Further, these stabilized finite elements leads to an order of convergence of $\mathcal{O}\left(h^{3 / 2}\right)$ for the $L^{2}$-error [12], which is optimal on general quasi-uniform meshes for the forward problem, see, e.g., [188]. Before describing the LPS formulation in detail, we mention that the strategy described in this work can be employed with any stabilized finite element method for which the stabilization of the adjoint of the convection operator is equal to the adjoint of the stabilization applied to the forward operator, that is to say $W_{-\mathbf{w}}=\left(W_{\mathbf{w}}\right)^{\top}$. In the LPS formulation, the stabilization matrix $W_{\mathbf{w}}$ is defined as
\[

$$
\begin{equation*}
W_{\mathbf{w}}=\left\{w_{i l}\right\}_{i, l=1}^{n_{x}}, \quad w_{i l}=\delta \int_{\Omega}\left[\mathbf{w} \cdot \nabla \phi_{i}-\pi_{h}\left(\mathbf{w} \cdot \nabla \phi_{i}\right)\right]\left[\mathbf{w} \cdot \nabla \phi_{l}-\pi_{h}\left(\mathbf{w} \cdot \nabla \phi_{l}\right)\right] \mathrm{d} \Omega \tag{4.5}
\end{equation*}
$$

\]

Here, $\delta>0$ denotes a stabilization parameter, and $\pi_{h}$ is an orthogonal projection operator. From (4.5), the matrix $W_{\mathbf{w}}$ can be viewed as a shifted discrete diffusion operator associated with the streamline direction defined by $\mathbf{w}$. It is symmetric and positive semi-definite, as shown by following the working in [44, p. 17]: letting $\mathbf{0} \neq \mathbf{y} \in \mathbb{R}^{n_{x}}$, and setting $\pi_{h}^{i}=\pi_{h}\left(\mathbf{w} \cdot \nabla \phi_{i}\right), y:=\sum_{i=1}^{n_{x}} y_{i} \phi_{i}, \widetilde{\pi}:=\sum_{i=1}^{n_{x}} v_{i} \pi_{h}^{i}$, we have

$$
\begin{aligned}
\mathbf{y}^{\top} W_{\mathbf{w}} \mathbf{y} & =\delta \sum_{i=1}^{n_{x}} \sum_{l=1}^{n_{x}} y_{i}\left[\int_{\Omega}\left[\mathbf{w} \cdot \nabla \phi_{i}-\pi_{h}^{i}\right]\left[\mathbf{w} \cdot \nabla \phi_{l}-\pi_{h}^{l}\right] \mathrm{d} \Omega\right] y_{l} \\
& =\delta \int_{\Omega}(\mathbf{w} \cdot \nabla y-\tilde{\pi})(\mathbf{w} \cdot \nabla y-\tilde{\pi}) \mathrm{d} \Omega=\delta\|\mathbf{w} \cdot \nabla y-\widetilde{\pi}\|_{L^{2}(\Omega)}^{2} \geqslant 0,
\end{aligned}
$$

where we have used that $\sum_{i=1}^{n_{x}} y_{i} \nabla \phi_{i}=\nabla y$.
For the convergence of the method, we require $\pi_{h}$ to be an $L^{2}$-orthogonal (discontinuous) projection operator defined on patches of the domain $\Omega$ that satisfies the approximation and stability properties specified in [12], where by a patch we mean the union of elements of our finite element discretization; the projection operator $\pi_{h}$ is left free to be discontinuous on the edges of the patches. In our implementation we will make use of $\mathbf{Q}_{1}$ elements, so the domain is divided into patches consisting of 2 elements in each dimension. To ensure the aforementioned properties are satisfied, as in [11] we define $\pi_{h}$ as

$$
\begin{equation*}
\left.\pi_{h}(q)\right|_{\mathrm{P}}=\frac{1}{|\mathrm{P}|} \int_{\mathrm{P}} q \mathrm{dP}, \quad \forall q \in L^{2}(\Omega), \tag{4.6}
\end{equation*}
$$

where $\left.\pi_{h}(q)\right|_{\mathrm{P}}$ is the restriction of $\pi_{h}(q)$ to the patch P , and $|\mathrm{P}|$ is the (Lebesgue) measure of the patch. We refer again to [12] for the theoretical proof of the convergence of this method with this definition of the local projection operator. In order to simplify the notation we note that, from the definition (4.5) of $W_{\mathbf{w}}$ with the choice of (4.6) as local projection operator, it results that $W_{\mathbf{w}}=\left(W_{\mathbf{w}}\right)^{\top}=$
$W_{-\mathbf{w}}=: W$. As in [44, p. 253], we choose $\delta$ locally on each patch $\mathrm{P}_{m}$ as $\delta_{m}$, with

$$
\delta_{m}= \begin{cases}\frac{h_{m}}{2\left\|\mathbf{w}_{m}\right\|}\left(1-\frac{1}{P e_{m}}\right) & \text { if } P e_{m}>1 \\ 0 & \text { if } P e_{m} \leqslant 1\end{cases}
$$

where $\left\|\mathbf{w}_{m}\right\|$ is the (vector) $\ell^{2}$-norm of the wind at the patch centroid, $h_{m}$ is a measure of the patch length in the direction of the wind, and $P e_{m}=\left\|\mathbf{w}_{m}\right\| h_{m} /(2 \epsilon)$ is the patch Péclet number.

We observe that, with this (non-constant) choice of $\delta$, the matrix $W$ is still positive semi-definite. To prove this, it is sufficient to define $\pi_{h}^{i, m}=\left.\pi_{h}\left(\mathbf{w} \cdot \nabla \phi_{i}\right)\right|_{\mathrm{P}_{m}}$ and $\widetilde{\pi}_{m}:=\sum_{i=1}^{n_{x}} y_{i} \pi_{h}^{i, m}$ locally on each patch and then proceed as above, obtaining

$$
\mathbf{y}^{\top} W \mathbf{y}=\sum_{m} \delta_{m}\left\|\mathbf{w} \cdot \nabla y-\widetilde{\pi}_{m}\right\|_{L^{2}\left(\mathrm{P}_{m}\right)}^{2} \geqslant 0
$$

The spectral properties of the matrices $K, M$, and $W$ (whether Dirichlet, Neumann or mixed boundary conditions are imposed) will be useful later, when discussing the optimality of our preconditioning approach.

Informed by the definitions of this section, we make the following assumption when carrying out the theoretical analysis in the remainder of this chapter, and later discuss how our methodology could be applied if the assumption is relaxed:

Assumption 1. We assume $\mathbf{w}$ is such that $\mathbf{w} \cdot \boldsymbol{n}=0$ on $\partial \Omega_{N}$. In case a pure Dirichlet problem (i.e., $\partial \Omega_{N}=\varnothing$ ) is solved, we remove this restriction on the wind $\mathbf{w}$.

When Assumption 1 holds, the matrix $H=0$. There are a number of wind vectors $\mathbf{w}$ that satisfy the property above on the whole of $\partial \Omega$, see for example the well-known 'recirculating wind' example described in [44, p. 240].

### 4.2 First-Order Optimality Conditions and Discretization in Time

We now describe the strategy used for obtaining an approximate solution of (4.1)(4.2). We apply an all-at-once approach coupled with the optimize-then-discretize scheme, in which the continuous Lagrangian is used to arrive at first-order optimality conditions, which are then discretized. For simplicity the working of this section considers Dirichlet boundary conditions, that is $\partial \Omega_{D}=\partial \Omega$, but it may be readily extended to problems where $\partial \Omega_{D} \subset \partial \Omega$. Introducing the adjoint variable $\zeta$, we consider the Lagrangian associated to (4.1)-(4.2) as in [12]. Then, by deriving the Karush-Kuhn-Tucker conditions, the solution of (4.1)-(4.2) satisfies
(see, for instance, [12] for stationary convection-diffusion control):

$$
\left\{\begin{align*}
\frac{\partial v}{\partial t}-\epsilon \nabla^{2} v+\mathbf{w} \cdot \nabla v=\frac{1}{\beta} \zeta+f & \text { in } \Omega \times\left(0, t_{f}\right)  \tag{4.7}\\
v(x, t)=g(x, t) & \text { on } \partial \Omega \times\left(0, t_{f}\right) \\
v(x, 0)=v_{0}(x) & \text { in } \Omega \\
-\frac{\partial \zeta}{\partial t}-\epsilon \nabla^{2} \zeta-\mathbf{w} \cdot \nabla \zeta=v_{d}-v & \text { in } \Omega \times\left(0, t_{f}\right) \\
\zeta(x, t)=0 & \text { on } \partial \Omega \times\left(0, t_{f}\right) \\
\zeta\left(x, t_{f}\right)=0 & \text { in } \Omega
\end{align*}\right\} \begin{gathered}
\text { state } \\
\text { equation } \\
\text { adjoint } \\
\text { equation }
\end{gathered}
$$

where we have substituted the gradient equation $\beta u-\zeta=0$ into the state equation.

Problem (4.7) is a coupled system of (time-dependent) PDEs, consisting of a forward PDE combined with a backward problem for the adjoint. As done in Chapter 3, we will employ a Crank-Nicolson discretization for approximating the time derivative, since this will allow the user to choose a time step that is independent of the spatial mesh-size. Again, in order to obtain a consistent system of linear equations, both functions $v$ and $\zeta$ are approximated at the same time points. For the remainder of the chapter, we discretize the interval $\left(0, t_{f}\right)$ into $n_{t}$ subintervals of length $\tau=\frac{t_{f}}{n_{t}}$, and we use the notation $\boldsymbol{v}_{n} \approx v\left(x, t_{n}\right)$, $\zeta_{n} \approx \zeta\left(x, t_{n}\right)$ for our approximations for all $x \in \Omega$, with $t_{n}=n \tau$.

Considering again (4.7), we now employ the Crank-Nicolson method for discretizing the time derivative. Denoting

$$
L^{+}=\frac{\tau}{2} L+M, \quad L^{-}=\frac{\tau}{2} L-M, \quad \bar{M}=\frac{\tau}{2} M, \quad \bar{M}_{\beta}=\frac{\tau}{2 \beta} M,
$$

we have that the numerical solution of (4.7) satisfies

$$
\left\{\begin{aligned}
\bar{M}\left(\boldsymbol{v}_{n}+\boldsymbol{v}_{n+1}\right)+\left(L^{+}\right)^{\top} \boldsymbol{\zeta}_{n}+\left(L^{-}\right)^{\top} \boldsymbol{\zeta}_{n+1} & =\bar{M}\left(\boldsymbol{v}_{d}^{n}+\boldsymbol{v}_{d}^{n+1}\right), \\
L^{-} \boldsymbol{v}_{n}+L^{+} \boldsymbol{v}_{n+1}-\bar{M}_{\beta}\left(\boldsymbol{\zeta}_{n}+\boldsymbol{\zeta}_{n+1}\right) & =\frac{\tau}{2}\left(\boldsymbol{f}^{n}+\boldsymbol{f}^{n+1}\right),
\end{aligned}\right.
$$

for $n=0,1, \ldots, n_{t}-1$, with $M \boldsymbol{\zeta}_{n_{t}}=\mathbf{0}$ and $M \boldsymbol{v}_{0}=M \boldsymbol{v}^{0}$ appropriate discretizations of the final and initial conditions on $\zeta$ and $v$, and $\boldsymbol{f}^{n}$ defined as in (3.4). In matrix form, we write

$$
\left[\begin{array}{cc}
\bar{A}_{11} & \bar{A}_{12}  \tag{4.8}\\
\bar{A}_{21} & \bar{A}_{22}
\end{array}\right]\left[\begin{array}{c}
\overline{\boldsymbol{v}} \\
\overline{\boldsymbol{\zeta}}
\end{array}\right]=\left[\begin{array}{c}
\overline{\mathbf{b}}_{1} \\
\overline{\mathbf{b}}_{2}
\end{array}\right],
$$

where the vectors $\overline{\boldsymbol{v}}$ and $\overline{\boldsymbol{\zeta}}$ are the numerical solution for the state and adjoint variables, and as before the right-hand side accounts for the initial and final-time conditions on $v$ and $\zeta$, as well as the desired state $v_{d}$ and force function $f$. The
matrices $\bar{A}_{i j}, i, j=1,2$, are given by

$$
\begin{array}{lll}
\bar{A}_{11}=\left[\begin{array}{cccc}
\bar{M} & \bar{M} & & \\
& \ddots & \ddots & \\
& & \bar{M} & \bar{M} \\
& & & 0
\end{array}\right], & \bar{A}_{12}=\left[\begin{array}{ccc}
\left(L^{+}\right)^{\top} & \left(L^{-}\right)^{\top} & \\
& \ddots & \ddots \\
& & \left(L^{+}\right)^{\top}
\end{array}\right. & \left(L^{-}\right)^{\top} \\
& & \\
& \bar{A}_{21}=\left[\begin{array}{cccc}
M & & & \\
L^{-} & L^{+} & & \\
& \ddots & \ddots & \\
& & L^{-} & L^{+}
\end{array}\right], & \bar{A}_{22}=-\left[\begin{array}{cccc}
0 & & & \\
\bar{M}_{\beta} & \bar{M}_{\beta} & & \\
& \ddots & \ddots & \\
& & \bar{M}_{\beta} & \bar{M}_{\beta}
\end{array}\right]
\end{array}
$$

As done in Section 3.2.2 for the heat control problem, if we eliminate the initial and final-time conditions on $v$ and $\zeta$, we can rewrite

$$
\underbrace{\left[\begin{array}{cc}
A_{11} & A_{12} \\
A_{21} & -A_{22}
\end{array}\right]}_{\overline{\mathcal{A}}}\left[\begin{array}{l}
\boldsymbol{v} \\
\boldsymbol{\zeta}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{b}_{1} \\
\mathbf{b}_{2}
\end{array}\right],
$$

with the vectors $\boldsymbol{v}, \boldsymbol{\zeta}, \mathbf{b}_{1}, \mathbf{b}_{2}$ modified accordingly, and the matrices $A_{i j}, i, j=1,2$, given by

$$
\begin{array}{ll}
A_{11}= & \left.\begin{array}{cccc}
\bar{M} & & & \\
\bar{M} & \bar{M} & & \\
& \ddots & \ddots & \\
& & \bar{M} & \bar{M}
\end{array}\right],
\end{array} A_{12}=\left[\begin{array}{cccc}
\left(L^{+}\right)^{\top} & \left(L^{-}\right)^{\top} & & \\
& \ddots & \ddots &  \tag{4.9}\\
& & & \left(L^{+}\right)^{\top} \\
& \left(L^{-}\right)^{\top} \\
& & & \\
A_{21} & =A^{\left[\begin{array}{llll}
L_{12}^{+} & & & \\
L^{-} & L^{+} & & \\
& \ddots & \ddots & \\
& & L^{-} & L^{+}
\end{array}\right]}, & A_{22}=\left[\begin{array}{cccc}
\bar{M}_{\beta} & \bar{M}_{\beta} & & \\
& \ddots & \ddots & \\
& & \bar{M}_{\beta} & \bar{M}_{\beta} \\
& & & \bar{M}_{\beta}
\end{array}\right] .
\end{array}\right.
$$

In order to symmetrize the system, we now apply the linear transformation $T$ defined as in (3.11), with $T_{1}, T_{2} \in \mathbb{R}^{\left(n_{t} n_{x}\right) \times\left(n_{t} n_{x}\right)}$ defined as in (3.12). Then,

$$
T\left[\begin{array}{ll}
A_{11} & A_{12}  \tag{4.10}\\
A_{21} & A_{22}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{v} \\
\boldsymbol{\zeta}
\end{array}\right]=\underbrace{\left[\begin{array}{cc}
\Phi & \Psi^{\top} \\
\Psi & -\Theta
\end{array}\right]}_{\mathcal{A}}\left[\begin{array}{l}
\boldsymbol{v} \\
\boldsymbol{\zeta}
\end{array}\right]=T\left[\begin{array}{l}
\mathbf{b}_{1} \\
\mathbf{b}_{2}
\end{array}\right]
$$

where

$$
\Phi=T_{1} A_{11}=\left[\begin{array}{cccc}
2 \bar{M} & \bar{M} & & \\
\bar{M} & \ddots & \ddots & \\
& \ddots & 2 \bar{M} & \bar{M} \\
& & \bar{M} & \bar{M}
\end{array}\right], \Theta=T_{2} A_{22}=\left[\begin{array}{cccc}
\bar{M}_{\beta} & \bar{M}_{\beta} & & \\
\bar{M}_{\beta} & 2 \bar{M}_{\beta} & \ddots & \\
& \ddots & \ddots & \bar{M}_{\beta} \\
& & \bar{M}_{\beta} & 2 \bar{M}_{\beta}
\end{array}\right]
$$

Furthermore, it holds that

$$
\Psi=T_{2} A_{21}=\left[\begin{array}{ccccc}
L^{+} & & & & \\
\tau L & L^{+} & & & \\
L^{-} & \tau L & L^{+} & & \\
& \ddots & \ddots & \ddots & \\
& & L^{-} & \tau L & L^{+}
\end{array}\right]=\left(T_{1} A_{12}\right)^{\top} .
$$

As for the heat control problem, we have transformed (4.8) to a symmetric system using matrices $T_{1}, T_{2}$ which are easy and computationally cheap to apply. Further, we may easily apply their inverses to a vector using only a sequence of block updates. Finally, we can rewrite the $(1,1)$ - and the ( 2,2 )-blocks of the matrix $\mathcal{A}$ as in (3.14), with $\Phi_{D}$ and $\Theta_{D}$ defined as in (3.15). We recall that, in this way, we can work with the matrices $\Phi$ and $\Theta$ cheaply, using $T_{1}, T_{2}, \Phi_{D}, \Theta_{D}$, and that, since both $\Phi_{D}$ and $\Theta_{D}$ are symmetric positive definite, the same holds for $\Phi$ and $\Theta$.

Therefore, in order to find an approximate solution to (4.7), we may now consider the saddle-point system (4.10), to which we can apply a preconditioned Krylov subspace method for symmetric indefinite matrices, such as MINRES.

### 4.3 Preconditioning Approach

In this section we describe an optimal preconditoner for the system (4.10), by making use of saddle-point theory as well as suitable approximations for the blocks of the matrix $\mathcal{A}$. The preconditioner we derive is a natural extension of the one for heat control problems derived in Section 3.3.

As we discussed in Section 2.10, given an invertible system of the form (4.10), with invertible $\Phi$, one may use the block diagonal matrix $\mathcal{P}_{3}$ defined in (2.28) as a preconditioner. However, as we noted in Section 2.10, the computational cost for applying the inverse of $\mathcal{P}_{3}$ would be comparable to that of applying the inverse of $\mathcal{A}$. For this reason, we wish to find a suitable approximation $\widehat{\mathcal{P}}_{3}$ of $\mathcal{P}_{3}$, with

$$
\hat{\mathcal{P}}_{3}=\left[\begin{array}{cc}
\widehat{\Phi} & 0 \\
0 & \widehat{S}
\end{array}\right],
$$

or, more precisely, a cheap application of the effect of $\widehat{\mathcal{P}}_{3}^{-1}$ on a generic vector.
As we described in Section 3.3.1, a good approximation of $\Phi$ is given by $\widehat{\Phi}=T_{1} \widehat{\Phi}_{D} T_{1}^{\top}$, with

$$
\hat{\Phi}_{D}=\frac{\tau}{2}\left[\begin{array}{lll}
M_{c} & & \\
& \ddots & \\
& & M_{c}
\end{array}\right]
$$

where $M_{c}$ denotes a fixed number of steps (20, in our tests) of Chebyshev semiiteration applied to $M$. We thus need only to find an approximation to the Schur complement $S$. We will do so by extending the strategy described in Section 3.3.2 for the heat control problem.

### 4.3.1 Approximation of Schur Complement

We now find a suitable approximation for the Schur complement $S$ of (4.10). In the forthcoming theory, we assume that Assumption 1 holds, and later discuss the case where this is relaxed. Note that the approximation we derive below is a generalization of the Schur complement approximation derived in Section 3.3.2 for heat control.

As done in Section 3.3.2, we rewrite the matrices $\Phi, \Psi$, and $\Theta$ in terms of $T_{1}$ and $T_{2}$, obtaining the following expression for $S$ :

$$
\begin{equation*}
S=T_{2} \Theta_{D} T_{2}^{\top}+T_{2} A_{21}\left(T_{1} \Phi_{D} T_{1}^{\top}\right)^{-1} A_{21}^{\top} T_{2}^{\top}=T_{2}\left[\Theta_{D}+\Psi_{D} \Phi_{D}^{-1} \Psi_{D}^{\top}\right] T_{2}^{\top}, \tag{4.11}
\end{equation*}
$$

where we set

$$
\begin{equation*}
\Psi_{D}=A_{21} T_{2}^{-1} \tag{4.12}
\end{equation*}
$$

As for the heat control problem, if we find a symmetric positive definite approximation $\widetilde{S}_{\text {int }}$ of

$$
\begin{equation*}
S_{\mathrm{int}}=\Theta_{D}+\Psi_{D} \Phi_{D}^{-1} \Psi_{D}^{\top} \tag{4.13}
\end{equation*}
$$

then $\widehat{S}:=T_{2} \widetilde{S}_{\mathrm{int}} T_{2}^{\top}$ is a symmetric positive definite approximation of $S$. Then, we can derive upper and lower bounds for the eigenvalues of the matrix $\widehat{S}^{-1} S$ by employing the (generalized) Rayleigh quotient (3.25), as done in Section 3.3.2.

As for heat control, we can exploit the structure of the matrices $\Phi_{D}$ and $\Theta_{D}$ in (3.15), and apply the matching strategy to (4.13) in order to find an approximation $\widetilde{S}_{\text {int }}$ of $S_{\text {int }}$. We seek an approximation:

$$
\begin{equation*}
\widetilde{S}_{\mathrm{int}}=\left(A_{21}+\widehat{M}\right) \Phi^{-1}\left(A_{21}+\widehat{M}\right)^{\top} \approx S_{\mathrm{int}} \tag{4.14}
\end{equation*}
$$

such that

$$
\widehat{M} \Phi^{-1} \widehat{M}^{\top}=\left[\widehat{M}\left(T_{1}^{\top}\right)^{-1}\right] \Phi_{D}^{-1}\left[T_{1}^{-1} \widehat{M}^{\top}\right]=\Theta_{D}
$$

Following the work in Section 3.3.2, for this to hold the matrix $\widehat{M}$ is given by

$$
\widehat{M}=\frac{\tau}{2 \sqrt{\beta}}\left[\begin{array}{cccc}
M & & &  \tag{4.15}\\
M & M & & \\
& \ddots & \ddots & \\
& & M & M
\end{array}\right]
$$

Finally, our approximation of $S$ is given by

$$
\begin{equation*}
\widehat{S}=T_{2}\left(A_{21}+\widehat{M}\right) \Phi^{-1}\left(A_{21}+\widehat{M}\right)^{\top} T_{2}^{\top}=\left(A_{21}+\widehat{M}\right) \Phi_{D}^{-1}\left(A_{21}+\widehat{M}\right)^{\top} \tag{4.16}
\end{equation*}
$$

with $\widehat{M}$ as defined in (4.15), and the two expressions are equivalent since $T_{2}$ commutes with both $A_{21}$ and $\widehat{M}$. To understand the effectiveness of this approximation, we again follow the work in Section 3.3.2, and study the spectrum of the matrix $\widetilde{S}_{\text {int }}^{-1} S_{\text {int }}$. We first rewrite $\widetilde{S}_{\text {int }}$ as follows, as in (3.31):

$$
\widetilde{S}_{\mathrm{int}}=S_{\mathrm{int}}+M_{D} \Phi_{D}^{-1} \Psi_{D}^{\top}+\Psi_{D} \Phi_{D}^{-1} M_{D}^{\top}
$$

Then, we consider the generalized Rayleigh quotient:

$$
\begin{equation*}
R:=\frac{\mathbf{x}^{\top} S_{\mathrm{int}} \mathbf{x}}{\mathbf{x}^{\top} \widetilde{S}_{\mathrm{int}} \mathbf{x}}=\frac{\mathbf{a}^{\top} \mathbf{a}+\mathbf{b}^{\top} \mathbf{b}}{\mathbf{a}^{\top} \mathbf{a}+\mathbf{b}^{\top} \mathbf{b}+\mathbf{a}^{\top} \mathbf{b}+\mathbf{b}^{\top} \mathbf{a}}, \tag{4.17}
\end{equation*}
$$

where $\mathbf{a}=\left(\Psi_{D} \Phi_{D}^{-1 / 2}\right)^{\top} \mathbf{x}$ and $\mathbf{b}=\left(\Theta_{D}^{1 / 2}\right)^{\top} \mathbf{x}$. Working as in Section 2.11, since $\Phi>0$ and $\Theta>0$, for Theorem 1 we have $R \geqslant \frac{1}{2}$.

In order to find an upper bound for the Rayleigh quotient (4.17), we again note that

$$
\widetilde{S}_{\mathrm{int}}=S_{\mathrm{int}}+\frac{1}{\sqrt{\beta}}\left(\Psi_{D}^{\top}+\Psi_{D}\right) .
$$

Then, following the reasoning in [139] and the reasoning from the proof of Theorem 2, we can prove that $R \leqslant 1$. From (4.17), this holds if

$$
\mathbf{a}^{\top} \mathbf{b}+\mathbf{b}^{\top} \mathbf{a}=\frac{1}{\sqrt{\beta}} \mathbf{z}^{\top}\left(A_{21}^{\top} T_{2}+T_{2}^{\top} A_{21}\right) \mathbf{z} \geqslant 0,
$$

where we set $\mathbf{z}=T_{2}^{-1} \mathbf{x}$. Therefore, we wish to show that the matrix $\mathcal{X}=$ $A_{21}^{\top} T_{2}+T_{2}^{\top} A_{21}$ is positive semi-definite. We easily obtain that

$$
\mathcal{X}=\frac{\tau}{2} \underbrace{\left[\begin{array}{cccc}
2 \widetilde{L} & \widetilde{L} & & \\
\widetilde{L} & \ddots & \ddots & \\
& \ddots & 2 \widetilde{L} & \widetilde{L} \\
& & \widetilde{L} & \widetilde{L}
\end{array}\right]}_{=: \widetilde{\mathcal{L}}}+\underbrace{\left[\begin{array}{llll}
0 & & & \\
& \ddots & & \\
& & 0 & \\
& & & 2 M
\end{array}\right]}_{=: \widetilde{\mathcal{M}}}
$$

with $\widetilde{L}=L+L^{\top}=2(\epsilon K+W)$ since both $K$ and $W$ are symmetric, and $N$ is skew-symmetric due to Assumption 1. Furthermore, since $K$ is positive definite in this case, with $W$ positive semi-definite, $\widetilde{L}$ is also positive definite. Therefore, by observing that also the matrix $\mathcal{T}$ as defined as in Section 3.3.2 is symmetric positive definite, and by employing Theorem 3 , we can infer that $\widetilde{\mathcal{L}}=\mathcal{T} \otimes \widetilde{L}$ is symmetric positive definite. Again, the matrix $\widetilde{\mathcal{M}}$ is clearly symmetric positive semi-definite. Finally, from $\widetilde{\mathcal{L}}>0$ and $\widetilde{\mathcal{M}} \geq 0$ we can imply that $\mathcal{X}>0$, and therefore

$$
\mathbf{a}^{\top} \mathbf{b}+\mathbf{b}^{\top} \mathbf{a} \geqslant 0,
$$

with $\mathbf{a}$ and $\mathbf{b}$ as defined above. Finally, the last inequality guarantees that the Rayleigh quotient $R$ in (4.17) satisfies $R \leqslant 1$.

We have hence proved the following result:
Theorem 6. Let $S_{\mathrm{int}}$ and $\widetilde{S}_{\mathrm{int}}$ be defined as in (4.13) and (4.14) respectively, with the matrices $\Phi_{D}, \Psi_{D}, \Theta_{D}, A_{21}, \Phi, \widehat{M}$ defined as in (3.15), (4.12), (4.9), (3.14), and (4.15). Then, given Assumption 1:

$$
\lambda\left(\widetilde{S}_{\mathrm{int}}^{-1} S_{\mathrm{int}}\right) \in\left[\frac{1}{2}, 1\right] .
$$

In Figure 4.1 we report the eigenvalue distribution of $\widetilde{S}_{\text {int }}^{-1} S_{\text {int }}$ for a range of values of $\beta$ with diffusion coefficient $\epsilon=\frac{1}{100}$, for a particular Dirichlet test problem.

Figure 4.1: Eigenvalues of $\widetilde{S}_{\mathrm{int}}^{-1} S_{\text {int }}$ for $\beta=10^{-j}, j=2,3,4,5$, with $\epsilon=\frac{1}{100}$, $\mathbf{w}=\left[2 x_{2}\left(1-x_{1}^{2}\right),-2 x_{1}\left(1-x_{2}^{2}\right)\right]^{\top}$ (where $x=\left[x_{1}, x_{2}\right]^{\top}$ ), employing $\mathbf{Q}_{1}$ finite elements on an evenly spaced space-time $\operatorname{grid}(-1,1)^{2} \times(0,2)$ with $\tau=h=\frac{1}{8}$.



Further, using Theorem 6 and the Rayleigh quotient (3.25), we can prove the following:

Theorem 7. Let $S$ and $\widehat{S}$ be defined as in (4.11) and (4.16), with the matrices defined as in Theorem 6, and $T_{1}, T_{2}$ as in (3.12). Then, given Assumption 1:

$$
\lambda\left(\widehat{S}^{-1} S\right) \in\left[\frac{1}{2}, 1\right]
$$

Remark 5. As for Theorems 4 and 5 in Chapter 3, no assumption has been made on the grid, meaning that the bounds in Theorem 6 and in Theorem 7 still hold in case of non-uniform meshes. We also highlight that Theorem 6 and Theorem 7 hold if no stabilization is applied to the convection-diffusion control problem.

As we noted at the beginning of this section, the Schur complement approximation derived here is a generalization of the Schur complement approximation derived in Section 3.3.2 for heat control. As for the Schur complement approximation derived in the previous chapter, from Theorem 7 we can imply that the matrix $\widehat{S}$ in (4.16) is an effective approximation of the Schur complement $S$ defined in (4.11). Again, we do not solve exactly a system involving the matrix $\widehat{S}$, but rather employ a cheap approximation of the effect of $\widehat{S}^{-1}$ on a generic vector. The latter is done as for heat control: since the bulk of the work involves approximately applying the inverse of $A_{21}+\widehat{M}$ and $\left(A_{21}+\widehat{M}\right)^{\top}$, we employ block-forward and block-backward substitution, respectively, with each block diagonal approximated using a fixed number of V-cycles of a multigrid routine, for example.

Remark 6. Let us now briefly discuss the applicability of our method if Assumption 1 does not hold, that is $\mathbf{w} \cdot \boldsymbol{n} \neq 0$ on a portion of $\partial \Omega_{N}$. As above, this
results in the matrix $N$ not being skew-symmetric. Therefore, assuming (nontrivially) a discretization of the adjoint operator has been performed such that one is examining a symmetric linear system, from (4.4) we can derive that

$$
\widetilde{L}=2(\epsilon K+W)+H \geq 2(\epsilon K+W)-c M_{\partial \Omega_{N}},
$$

so a sufficient condition for the matrix $\tilde{L}$ to be positive semi-definite is that $2(\epsilon K+$ $W) \geq c M_{\partial \Omega_{N}}$. Even if the matrix $\widetilde{L}$ were not positive semi-definite, one could also argue that the upper bound on the eigenvalues in Theorem 6 (and hence that of Theorem 7) would be only slightly larger than 1 for moderate $\|\mathbf{w}\|$ and large diffusion coefficient $\epsilon$, as the contribution (in terms of eigenvalues) of the matrix $H$ to $\widetilde{L}$ is no greater than that of the (very sparse) mass matrix on $\partial \Omega_{N}$ multiplied $b y\|\mathbf{w}\|$. If the discretization of the adjoint operator is such that the resulting linear system is not symmetric, we would need to apply a non-symmetric Krylov solver such as GMRES [157], potentially in conjunction with a preconditioner of the form (2.26) for $\overline{\mathcal{A}}$.

### 4.4 Numerical Results

We now provide numerical evidence of the effectiveness of our preconditioning strategy, showing the robustness of our solver with respect to all the parameters involved, for the time-dependent convection-diffusion control problem.

In all our tests we consider only Dirichlet boundary conditions (i.e., $\partial \Omega_{N}=$ $\varnothing$ ), but we emphasize again that the method is easily generalized to Neumann and mixed boundary conditions (with the caveats previously outlined for convectiondiffusion control). We employ $\mathbf{Q}_{1}$ finite elements for state, control, and adjoint variables. As discussed in Section 4.3, when approximating the ( 1,1 )-block we employ (backward and forward) block updates for inverting $T_{1}$ and $T_{2}=T_{1}^{\top}$, and apply 20 steps of Chebyshev semi-iteration to each mass matrix on the diagonal of $\Phi_{D}$. Regarding the approximation of the Schur complement, as we did for heat control, in order to approximately apply the inverse operator of $A_{21}+\widehat{M}$ and its transpose we employ block-forward and block-backward substitution, respectively, with each block on the diagonal approximated with 3 V -cycles of an appropriate multigrid routine. For this problem, we employ the AGMG algebraic multigrid routine [118, 121, 122, 123], as AGMG is particularly well suited to convection-driven problems [121]. The iteration count for all tests presented starts from 0. All tests are run on MATLAB R2018b, using a 1.70 GHz Intel quad-core i5 processor and 8 GB RAM on an Ubuntu 18.04.1 LTS operating system.

We consider a convection-diffusion control problem of the type (4.1)-(4.2), with $d=2, \Omega=(-1,1)^{2}, t_{f}=2, f=0$, and wind $\mathbf{w}=\left[2 x_{2}\left(1-x_{1}^{2}\right),-2 x_{1}(1-\right.$ $\left.\left.x_{2}^{2}\right)\right]^{\top}$. The initial condition on the state $v$ is given by

$$
v\left(x_{1}, x_{2}, 0\right)= \begin{cases}1 & \text { if } x_{1}=1 \\ 0 & \text { otherwise }\end{cases}
$$

Setting $\partial \Omega_{1}:=\{1\} \times[-1,1]$ and $\partial \Omega_{2}=\partial \Omega \backslash \partial \Omega_{1}$, the boundary condition is given by

$$
v\left(x_{1}, x_{2}, t\right)= \begin{cases}1 & \text { on } \partial \Omega_{1} \times\left(0, t_{f}\right), \\ 0 & \text { on } \partial \Omega_{2} \times\left(0, t_{f}\right)\end{cases}
$$

Finally, the desired state is given by

$$
v_{d}\left(x_{1}, x_{2}, t\right)=e^{-10\left(1-x_{1}\right)} .
$$

We run preconditioned MINRES to a tolerance of $10^{-6}$, constructing a (spatial) uniform grid of mesh-size $h=2^{1-1}$ at level 1 , and setting $\tau=h$ in all the tests presented. In Figure 4.2-4.3 we show the numerical solutions for the state $v$ and adjoint variable $\zeta$ at time $t=1$, for $\beta=10^{-2}$ and $1=5$, with both $\epsilon=\frac{1}{20}$ and $\epsilon=\frac{1}{100}$. In Tables 4.1-4.3 we report the number of iterations it required for achieving convergence together with the elapsed CPU time taken in seconds, with values of $\epsilon=\frac{1}{20}, \frac{1}{100}$, and $\frac{1}{500}$, for a range of 1 and $\beta$. Finally, for the total size of the systems solved, we refer the reader to the column concerning the Crank-Nicolson discretization in Table 3.4.

Table 4.1: Convection-diffusion control problem: MINRES iterations and CPU times with $\epsilon=\frac{1}{20}$, for a range of 1 and $\beta$.

| 1 | $\beta=10^{-1}$ |  | $\beta=10^{-2}$ |  | $\beta=10^{-3}$ |  | $\beta=10^{-4}$ |  | $\beta=10^{-5}$ |  | $\beta=10^{-6}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU |
| 3 | 22 | 0.16 | 2 | 0.14 | 25 | 0.17 | 21 | 0.10 | 15 |  | 10 |  |
| 4 | 22 | 0.82 | 25 | 1.25 | 26 | 1.07 | 24 | 1.01 | 19 | 0.76 |  | 0.55 |
| 5 | 20 | . 89 | 25 | 2.20 | 26 | . 3 | 26 | 1.38 | 23 | 3.12 | 17 | . 81 |
| 6 | 22 | 6.75 | 23 | 6.99 | 25 | . 5 | 26 | 7.91 | 26 | 8.06 | 24 | 7.41 |
| 7 | 24 | 64.7 | 24 | 64.4 | 25 | 66.9 | 25 | 67.1 | 26 | 68.9 | 26 | 68.9 |
| 8 | 24 | 87 | 24 | 775 | 26 | 848 |  | 801 |  | 50 |  | 57 |

Table 4.2: Convection-diffusion control problem: MINRES iterations and CPU times with $\epsilon=\frac{1}{100}$, for a range of 1 and $\beta$.

| 1 | $\beta=10^{-1}$ |  | $\beta=10^{-2}$ |  | $\beta=10^{-3}$ |  | $\beta=10^{-4}$ |  | $\beta=10^{-5}$ |  | $\beta=10^{-6}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU |
| 3 | 23 | 0.14 | 26 | 0.12 | 23 | 0.10 | 21 | 0.10 | 15 | 0.10 | 10 | 0.06 |
| 4 | 25 | 0.84 | 26 | 1.14 | 26 | 1.05 | 25 | 1.04 | 21 | 0.86 | 15 | 0.63 |
| 5 | 24 | 3.68 | 27 | 3.87 | 26 | 3.78 | 26 | 3.34 | 23 | 7.01 | 18 | 5.53 |
| 6 | 24 | 14.6 | 25 | 15.2 | 26 | 14.3 | 26 | 13.4 | 26 | 19.1 | 22 | 58.8 |
| 7 | 23 | 105 | 25 | 112 | 26 | 129 | 26 | 109 | 26 | 107 | 25 | 175 |
| 8 | 22 | 647 | 25 | 783 | 25 | 791 | 27 | 705 | 26 | 705 | 26 | 652 |

Table 4.3: Convection-diffusion control problem: MINRES iterations and CPU times with $\epsilon=\frac{1}{500}$, for a range of 1 and $\beta$.

|  | $\beta=10^{-1}$ |  | $\beta=10^{-2}$ |  | $\beta=10^{-3}$ |  | $\beta=10^{-4}$ |  | $\beta=10^{-5}$ |  | $\beta=10^{-6}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it |  |
| CPU |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 23 | 0.10 | 26 | 0.17 | 23 | 0.15 | 21 | 0.09 | 15 | 0.08 | 10 |  |
| 0.09 |  |  |  |  |  |  |  |  |  |  |  |  |
| 4 | 25 | 1.06 | 26 | 1.08 | 26 | 1.05 | 25 | 1.02 | 21 | 0.90 | 15 |  |
| 0.61 |  |  |  |  |  |  |  |  |  |  |  |  |
| 5 | 25 | 4.04 | 27 | 4.26 | 27 | 3.88 | 26 | 4.01 | 25 | 7.54 | 19 |  |
| 5.63 |  |  |  |  |  |  |  |  |  |  |  |  |
| 6 | 26 | 17.5 | 27 | 18.7 | 27 | 18.6 | 27 | 17.1 | 27 | 28.1 | 22 |  |
| 58.5 |  |  |  |  |  |  |  |  |  |  |  |  |
| 7 | 26 | 146 | 27 | 150 | 27 | 148 | 27 | 146 | 25 | 141 | 25 |  |
| 8 | 26 | 1174 | 27 | 1179 | 27 | 1164 | 27 | 1087 | 27 | 1010 | 25 |  |

As can be seen from Tables 4.1-4.3, our new preconditioner is highly effective and robust, leading to convergence for all tests in at most 27 iterations. For $\beta=10^{-5}$ or $10^{-6}$, and larger values $h$, convergence is achieved in a lower number of iterations: this is not surprising as for these values the Schur complement is spectrally 'close' to a mass matrix, making the problem easier to solve. Apart from this, we notice that the number of iterations is independent of the parameters involved. In addition, the CPU time scales approximately linearly with problem size: as we refine the grid, the number of degrees of freedom increases by a factor of 8 , and so do (roughly) the CPU times. We therefore deduce that our method is a potent one for the resolution of time-dependent convection-diffusion control problems, a class of problems which consists of substantial numerical difficulties. The number of iterations required to solve these problems is independent of meshsize $h$, regularization parameter $\beta$, and diffusion coefficient $\epsilon$.

Figure 4.2: Convection-diffusion control problem: Numerical solutions for state and adjoint variables at time $t=1$, with $\epsilon=\frac{1}{20}, \beta=10^{-2}$, and $\mathrm{l}=5$.

(a) State $v$

(b) Adjoint variable $\zeta$

### 4.5 Summary

In this chapter, we have applied an optimize-then-discretize strategy to tackle the optimal control of the time-dependent convection-diffusion equation, coupled

Figure 4.3: Convection-diffusion control problem: Numerical solutions for state and adjoint variables at time $t=1$, with $\epsilon=\frac{1}{100}, \beta=10^{-2}$, and $\mathrm{l}=5$.

with a Crank-Nicolson scheme in time. After eliminating the initial and final time conditions for the state and adjoint variables, we employed an invertible linear transformation that symmetrized the resulting linear system. The latter was used for deriving a new, fast, and robust preconditioner for the resulting saddlepoint matrix, which possesses a complex structure. We also proved that the Schur complement approximation used is optimal with respect to all parameters involved through bounds on the eigenvalues. Finally, numerical results showed the optimality of our preconditioned Crank-Nicolson method, as the number of iterations required to reach a prescribed accuracy is roughly constant.

## Chapter 5

## Preconditioning Stationary and Instationary Stokes Control Problems


#### Abstract

"Humankind cannot gain anything without first giving something in return. To obtain, something of equal value must be lost. That is Alchemy's First Law of Equivalent Exchange. In those days, we really believed that to be the world's one, and only, truth." - Hiromu Arakawa, Fullmetal Alchemist


As we mentioned in the first chapters, one of the goals of this work is devising robust and efficient preconditioners for the distributed control of incompressible viscous fluid flow problems, which will be the topic of the following two chapters. We begin here with the distributed control of the Stokes equations, in both the stationary and instationary case, leaving the control of the Navier-Stokes equations to the following chapter. The content of this chapter is based on some of the work in [99, 101].

An example of a highly challenging problem attracting significant attention of late is the (distributed) control of incompressible viscous fluid flow problems. For such control problems, the constraints may be the (non-linear) incompressible Navier-Stokes equations or, in the limiting case of viscous flow, the (linear) incompressible Stokes equations. The study of the incompressible Stokes control problems is of particular interest per se in saddle-point theory (e.g., $[8,96,153,170,190])$, but also from a practical point of view, as the numerical solutions to those problems can be used as a starting point for the linearization of the corresponding incompressible Navier-Stokes control problems. In addition, robust and efficient preconditioners for the incompressible Stokes control problems may be "adjusted" and "tailored" in order to solve the incompressible Navier-Stokes control problems. For this reason, in this chapter we consider the control of the incompressible Stokes equations, in both the stationary and instationary settings. Our aim is to devise robust and efficient preconditioners for those type of problems, which may be then generalized to the corresponding incompressible Navier-Stokes control problems. In particular, in the following two chapters, we utilize a commutator argument for a block matrix in conjunction
with saddle-point theory in order to derive robust preconditioners for the optimal control of the incompressible Stokes and Navier-Stokes equations, in both the stationary and instationary settings. For instationary problems our approach leads to potent preconditioners when either the backward Euler or Crank-Nicolson scheme is used in the time variable.

This chapter is structured as follows. In Section 5.1, we define the problems that we examine, that is the stationary and instationary Stokes control problems; we then outline the linear systems arising upon discretization of the forward problem. In Section 5.2, we introduce the preconditioner for the forward stationary Stokes equation in combination with the commutator argument presented in [164]; the latter will then be generalized in Section 5.3 when multiple differential operators are involved in the system of equations. In Section 5.4, we derive the first-order optimality conditions of the control problems and their discretization. In Section 5.5, we present our suggested preconditioners, and in particular the commutator argument applied to the Schur complements arising from the control problems. Then, in Section 5.6 we provide numerical results that show the robustness and efficiency of our approach.

### 5.1 Problem Formulation

In this chapter we derive fast and robust preconditioned iterative methods for the distributed control of incompressible fluid flow, in the limiting case of viscous flow; in this case, the physics is described by the (stationary or instationary) incompressible Stokes equations. The corresponding distributed control problem is defined as a minimization of a least-squares cost functional subject to the PDEs.

Specifically, given a spatial domain $\Omega \subset \mathbb{R}^{d}, d \in\{2,3\}$, the stationary Stokes control problem we consider is

$$
\begin{equation*}
\min _{\vec{v}, \vec{u}} J_{\mathrm{S}}(\vec{v}, \vec{u})=\frac{1}{2} \int_{\Omega}\left|\vec{v}(x)-\vec{v}_{d}(x)\right|^{2} \mathrm{~d} \Omega+\frac{\beta}{2} \int_{\Omega}|\vec{u}(x)|^{2} \mathrm{~d} \Omega \tag{5.1}
\end{equation*}
$$

subject to

$$
\left\{\begin{align*}
-\nabla^{2} \vec{v}+\nabla p=\vec{u}+\vec{f}(x) & \text { in } \Omega,  \tag{5.2}\\
-\nabla \cdot \vec{v}(x)=0 & \text { in } \Omega, \\
\vec{v}(x)=\vec{g}(x) & \text { on } \partial \Omega,
\end{align*}\right.
$$

where the state variables $\vec{v}$ and $p$ denote velocity and pressure respectively, $\vec{v}_{d}$ is the desired state (velocity), and $\vec{u}$ is the control variable; it is worth mentioning that $\vec{v}, \vec{u}, \vec{f}$, and $\vec{g}$ are vector functions (in $\mathbb{R}^{d}$ ), whereas $p$ is a scalar function. Further, $\beta>0$ is a regularization parameter. The functions $\vec{f}$ and $\vec{g}$ are known.

Similarly, the control of the instationary Stokes equations is defined as

$$
\begin{equation*}
\min _{\vec{v}, \vec{u}} J_{\mathrm{I}}(\vec{v}, \vec{u})=\frac{1}{2} \int_{0}^{t_{f}} \int_{\Omega}\left|\vec{v}(x, t)-\vec{v}_{d}(x, t)\right|^{2} \mathrm{~d} \Omega \mathrm{~d} t+\frac{\beta}{2} \int_{0}^{t_{f}} \int_{\Omega}|\vec{u}(x, t)|^{2} \mathrm{~d} \Omega \mathrm{~d} t, \tag{5.3}
\end{equation*}
$$

given also a final time $t_{f}>0$, subject to

$$
\left\{\begin{align*}
\frac{\partial \vec{v}}{\partial t}-\nabla^{2} \vec{v}+\nabla p=\vec{u}+\vec{f}(x, t) & \text { in } \Omega \times\left(0, t_{f}\right),  \tag{5.4}\\
-\nabla \cdot \vec{v}(x, t)=0 & \text { in } \Omega \times\left(0, t_{f}\right), \\
\vec{v}(x, t)=\vec{g}(x, t) & \text { on } \partial \Omega \times\left(0, t_{f}\right), \\
\vec{v}(x, 0)=\vec{v}_{0}(x) & \text { in } \Omega,
\end{align*}\right.
$$

using the same notation as above. As for the stationary case, the functions $\vec{f}$ and $\vec{g}$ are known; the initial condition $\vec{v}_{0}$ is also given. In the following, we typically assume that $\vec{v}_{0}$ is solenoidal, i.e. $\nabla \cdot \vec{v}_{0}=0$, while adapting our strategy to the general case when possible.

Many parameter-robust preconditioners for the optimal control of the stationary incompressible Stokes equations have been derived in the literature (see, e.g., [153, 170, 190]); however, less progress has been made towards the parameterrobust solution of instationary Stokes control problems, except in the timeperiodic setting [8, 96]. Below, we derive a preconditioner that will also result in a robust solver for the general formulation of the instationary distributed Stokes control problem.

### 5.1.1 Discretization Matrices

To introduce the discretization matrices, we consider the stationary Stokes equations:

$$
\left\{\begin{align*}
-\nabla^{2} \vec{v}+\nabla p=\vec{u}+\vec{f}(x) & \text { in } \Omega,  \tag{5.5}\\
-\nabla \cdot \vec{v}(x)=0 & \text { in } \Omega,
\end{align*}\right.
$$

with $\vec{v}=\vec{g}$ on $\partial \Omega$. First, we introduce the weak formulation of (5.5) as follows. Let $V:=\left\{\vec{v} \in \mathcal{H}^{1}(\Omega)^{d} \mid \vec{v}=\vec{g}\right.$ on $\left.\partial \Omega\right\}, V_{0}:=\left\{\vec{v} \in \mathcal{H}^{1}(\Omega)^{d} \mid \vec{v}=\overrightarrow{0}\right.$ on $\left.\partial \Omega\right\}$, and $Q:=L^{2}(\Omega)$, with $\mathcal{H}^{1}(\Omega)^{d}$ the Sobolev space of square-integrable functions in $\mathbb{R}^{d}$ with square-integrable weak derivatives; then, the weak formulation reads as:

Find $\vec{v} \in V$ and $p \in Q$ such that

$$
\left\{\begin{align*}
(\nabla \vec{v}, \nabla \vec{w})-(p, \nabla \cdot \vec{w})=(\vec{u}, \vec{w})+(\vec{f}, \vec{w}) & \text { for all } \vec{w} \in V_{0},  \tag{5.6}\\
-(q, \nabla \cdot \vec{v})=0 & \text { for all } q \in Q
\end{align*}\right.
$$

where $(\cdot, \cdot)$ is the $L^{2}$-inner product on $\Omega$.
Then, letting $\left\{\vec{\phi}_{i}\right\}_{i=1}^{n_{v}}$ and $\left\{\psi_{i}\right\}_{i=1}^{n_{p}}$ be inf-sup stable finite element basis functions, we seek approximations $\vec{v}(x) \approx \sum_{i=1}^{n_{v}} \boldsymbol{v}_{i} \vec{\phi}_{i}, \vec{u}(x) \approx \sum_{i=1}^{n_{v}} \boldsymbol{u}_{i} \vec{\phi}_{i}, p(x) \approx$ $\sum_{i=1}^{n_{p}} p_{i} \psi_{i}$. Denoting the vectors $\boldsymbol{v}=\left\{\boldsymbol{v}_{i}\right\}_{i=1}^{n_{v}}, \boldsymbol{u}=\left\{\boldsymbol{u}_{i}\right\}_{i=1}^{n_{v}}, \boldsymbol{p}=\left\{p_{i}\right\}_{i=1}^{n_{p}}$, a discretized version of (5.6) is:

$$
\left\{\begin{align*}
\mathbf{K} \boldsymbol{v}+B^{\top} \boldsymbol{p} & =\mathbf{M} \boldsymbol{u}+\boldsymbol{f}  \tag{5.7}\\
B \boldsymbol{v} & =\mathbf{0}
\end{align*}\right.
$$

where

$$
\begin{array}{r}
\mathbf{K}=\left\{k_{i l}\right\}_{i, l=1}^{n_{v}}, k_{i l}=\int_{\Omega} \nabla \vec{\phi}_{i}: \nabla \vec{\phi}_{l}, \quad \mathbf{M}=\left\{m_{i l}\right\}_{i, l=1}^{n_{v}}, m_{i l}=\int_{\Omega} \vec{\phi}_{i} \cdot \vec{\phi}_{l}, \\
B=\left\{b_{i l}\right\}_{i=1, \ldots, \ldots, n_{p}}^{l=1, \ldots, n_{v}}, b_{i l}=-\int_{\Omega} \psi_{i} \nabla \cdot \vec{\phi}_{l}, \quad \boldsymbol{f}=\left\{f_{i}\right\}_{i=1}^{n_{v}}, f_{i}=\int_{\Omega} \vec{f} \cdot \vec{\phi}_{i} .
\end{array}
$$

The matrix $\mathbf{K}$ is generally referred to as a (vector-)stiffness matrix, and the matrix $\mathbf{M}$ is referred to as a (vector-)mass matrix; both the matrices are symmetric positive definite. The matrix $B$ is referred to as the (negative) divergence matrix.

In the following, we will employ inf-sup stable Taylor-Hood $\mathbf{Q}_{2}-\mathbf{Q}_{1}$ finite elements in the spatial dimensions. This approach leads to a block diagonal vector-mass matrix $\mathbf{M}$. Of late, some research has been devoted to non-standard Lagrange finite elements, which lead to mass matrices on the velocity space that have not necessarily a block diagonal structure, see for instance [48, 49, 50].

### 5.2 Preconditioning Forward Stationary Stokes Equations

In this section we introduce an optimal preconditioner for the forward Stokes equations. This preconditioner (first derived in [164]) consists of a symmetric positive definite 2-by-2 block matrix, within which the approximation for the (2,2)-block can be considered as a special case of the commutator argument derived in [92] for the forward stationary Navier-Stokes equations.

As discussed in Section 2.10, an optimal preconditioner for the matrix arising from (5.7) is given by the symmetric positive definite matrix $\mathcal{P}_{3}$ defined in (2.28), with $\Phi=\mathbf{K}$ and $S=B \mathbf{K}^{-1} B^{\top}$. As we have repeatedly mentioned so far, we do not apply the inverse operator of each of the two blocks of $\mathcal{P}_{3}$, but rather find approximations $\widehat{\Phi}$ and $\widehat{S}$ for $\Phi$ and $S$, respectively. As discussed in [44, Section 4.2], an efficient preconditioner is given by the matrix $\widehat{\mathcal{P}}_{3}$ defined in (2.30), with $\widehat{\Phi}$ being the approximation of $\mathbf{K}$ using a multigrid routine, for example, and $\widehat{S}$ being the (scalar) mass matrix $M_{p}=\left[\left(\psi_{i}, \psi_{l}\right)\right]$ in the pressure finite element space. Again, rather than solving for $M_{p}$, we approximate it by taking its diagonal [164], or by applying Chebyshev semi-iteration [181]. The preconditioner $\widehat{\mathcal{P}}_{3}$ so defined is robust with respect to the mesh-size $h$. Indeed, by employing stable finite elements and assuming boundedness of the matrix $B$, it is possible to prove that the non-zero eigenvalues of the preconditioned Schur complement $M_{p}^{-1} S$ lie in the interval $\left[\gamma_{l}^{2}, \gamma_{u}^{2}\right]$, see, for instance, [44, Section 4.2] and [182], where $\gamma_{l}$ is the inf-sup constant, and $\gamma_{u}$ is the boundedness constant. Due to this property, the approximation of the Schur complement $S$ by the pressure mass matrix $M_{p}$ has been widely used for the fast numerical solution of discrete Stokes problems, see, for instance, [182] and references therein. Although the bounds on the eigenvalues of $M_{p}^{-1} S$ can be derived analytically, the approximation employed here can be considered a special case of the so called pressure convection-diffusion preconditioner [44, pp. 365-370] (first derived in [92]) for the Schur complement arising from the discretization of the Picard iteration applied to the forward

Navier-Stokes equations. Here, we adapt the strategy presented in [92] to the case of the Stokes problem, leaving the derivation of the proper pressure convectiondiffusion preconditioner to the next chapter.

Consider the diffusion operator $\mathcal{D}=-\nabla^{2}$ defined on the velocity space as in (5.5), and suppose the analogous operator $\mathcal{D}_{p}=\left(-\nabla^{2}\right)_{p}$ on the pressure space is well defined. Suppose also that the commutator

$$
\begin{equation*}
\mathcal{E}=\mathcal{D} \nabla-\nabla \mathcal{D}_{p} \tag{5.8}
\end{equation*}
$$

is small in some sense. Then, discretizing (5.8) with stable finite elements leads to

$$
\left(\mathbf{M}^{-1} \mathbf{K}\right) \mathbf{M}^{-1} B^{\top}-\mathbf{M}^{-1} B^{\top}\left(M_{p}^{-1} K_{p}\right) \approx 0
$$

where $K_{p}=\left[\left(\nabla \psi_{i}, \nabla \psi_{l}\right)\right]$ is the (scalar) stiffness matrix in the pressure finite element space. Given invertibility of $\mathbf{K}$ and $K_{p}$, pre- and post-multiplying by $B \mathbf{K}^{-1} \mathbf{M}$ and $K_{p}^{-1} M_{p}$, the previous expression then gives

$$
B \mathbf{M}^{-1} B^{\top} K_{p}^{-1} M_{p} \approx B \mathbf{K}^{-1} B^{\top}
$$

We still have no practical preconditioner due to the matrix $B \mathrm{M}^{-1} B^{\top}$; however, it can be proved that $K_{p} \approx B \mathrm{M}^{-1} B^{\top}$ for problems with enclosed flow [44, pp. 176177]. Finally, a good approximation of the Schur complement $S=B \mathbf{K}^{-1} B^{\top}$ is

$$
\widehat{S}=K_{p} K_{p}^{-1} M_{p}=M_{p} \approx S
$$

As we mentioned, the preconditioners we derive in this chapter make use of a generalization of the commutator argument (5.8).

### 5.3 Block Commutator Argument

In this section, we generalize the pressure convection-diffusion preconditioner, applying the commutator argument in (5.8) to the case where the differential operators involved are to be considered vectorial differential operators, i.e.

$$
\begin{equation*}
\mathcal{E}_{\bar{m}}=\mathcal{D} \nabla_{\bar{m}}-\nabla_{\bar{m}} \mathcal{D}_{p}, \tag{5.9}
\end{equation*}
$$

where

$$
\mathcal{D}=\left[\begin{array}{ccc}
\mathcal{D}^{1,1} & \ldots & \mathcal{D}^{1, \bar{m}} \\
\vdots & \ddots & \vdots \\
\mathcal{D}^{\bar{m}, 1} & \ldots & \mathcal{D}^{\bar{m}, \bar{m}}
\end{array}\right], \quad \mathcal{D}_{p}=\left[\begin{array}{ccc}
\mathcal{D}_{p}^{1,1} & \ldots & \mathcal{D}_{p}^{1, \bar{m}} \\
\vdots & \ddots & \vdots \\
\mathcal{D}_{p}^{\bar{m}, 1} & \ldots & \mathcal{D}_{p}^{\bar{m}, \bar{m}}
\end{array}\right]
$$

for some $\bar{m} \in \mathbb{N}$. Here $\mathcal{D}^{i, l}$ is a differential operator on the velocity space with $\mathcal{D}_{p}^{i, l}$ the corresponding differential operator on the pressure space, for $i, l=1,2, \ldots, \bar{m}$, and $\nabla_{\bar{m}}=I_{\bar{m}} \otimes \nabla$, with $I_{\bar{m}} \in \mathbb{R}^{\bar{m} \times \bar{m}}$ the identity matrix. As above, we suppose that each $\mathcal{D}_{p}^{i, l}, i, l=1,2, \ldots, \bar{m}$, is well defined, and that the commutator $\mathcal{E}_{\bar{m}}$ is small in some sense. Again, after discretizing with stable finite elements we can
rewrite

$$
\begin{equation*}
\left(\mathcal{M}^{-1} \mathbf{D}\right) \mathcal{M}^{-1} \vec{B}^{\top}-\mathcal{M}^{-1} \vec{B}^{\top}\left(\mathcal{M}_{p}^{-1} D_{p}\right) \approx 0, \tag{5.10}
\end{equation*}
$$

where $\mathcal{M}=I_{\bar{m}} \otimes \mathbf{M}, \mathcal{M}_{p}=I_{\bar{m}} \otimes M_{p}, \vec{B}=I_{\bar{m}} \otimes B$, and

$$
\mathbf{D}=\left[\begin{array}{ccc}
\mathbf{D}^{1,1} & \ldots & \mathbf{D}^{1, \bar{m}} \\
\vdots & \ddots & \vdots \\
\mathbf{D}^{\bar{m}, 1} & \ldots & \mathbf{D}^{\bar{m}, \bar{m}}
\end{array}\right], \quad D_{p}=\left[\begin{array}{ccc}
D_{p}^{1,1} & \ldots & D_{p}^{1, \bar{m}} \\
\vdots & \ddots & \vdots \\
D_{p}^{\bar{m}, 1} & \ldots & D_{p}^{\bar{m}, \bar{m}}
\end{array}\right]
$$

with $\mathbf{M}^{-1} \mathbf{D}^{i, l}$ and $M_{p}^{-1} D_{p}^{i, l}$ the corresponding discretizations of $\mathcal{D}^{i, l}$ and $\mathcal{D}_{p}^{i, l}$, respectively. Assuming invertibility of $\mathbf{D}$, and the corresponding block matrix $D_{p}$ on the pressure space, pre-multiplying (5.10) by $\vec{B} \mathbf{D}^{-1} \mathcal{M}$, and post-multiplying by $D_{p}^{-1} \mathcal{M}_{p}$, gives that

$$
\vec{B} \mathcal{M}^{-1} \vec{B}^{\top} D_{p}^{-1} \mathcal{M}_{p} \approx \vec{B} \mathbf{D}^{-1} \vec{B}^{\top} .
$$

Noting that $\vec{B} \mathcal{M}^{-1} \vec{B}^{\top}=I_{\bar{m}} \otimes\left(B \mathbf{M}^{-1} B^{\top}\right)$ and recalling that $K_{p} \approx B \mathbf{M}^{-1} B^{\top}$, we derive the following approximation:

$$
\begin{equation*}
\mathcal{K}_{p} D_{p}^{-1} \mathcal{M}_{p} \approx \vec{B} \mathbf{D}^{-1} \vec{B}^{\top}, \tag{5.11}
\end{equation*}
$$

where $\mathcal{K}_{p}=I_{\bar{m}} \otimes K_{p}$. In Section 5.5.2 we employ the approach outlined here to devise preconditioners for the discrete optimality conditions of Stokes control problems. Those preconditioners will be then generalized to the Navier-Stokes control problems in the next chapter.

We would like to devote some discussion to the generalized commutator argument discussed above. Although we were not able to prove any spectral property for the approach outlined here, the numerical results reported in Section 5.6 show the robustness of our approach. We believe (although this is only a conjecture) that the generalized commutator argument is likely to be most effective when each block $\mathbf{D}^{i, l}$ of the matrix $\mathbf{D}$ is diagonally dominant. In addition, although we consider only standard Lagrangian finite elements in this work, we believe that the approach outlined here may also be applied to more general vector-valued function spaces. In fact, we believe (this is another conjecture) that the generalized commutator argument may be related to operator preconditioning.

### 5.4 First-Order Optimality Conditions and Discretization in Time

We now describe the strategy used for obtaining a numerical solution of (5.1)(5.2) and of (5.3)-(5.4). We introduce adjoint variables $\vec{\zeta}$ and $\mu$ and make use of an optimize-then-discretize scheme, stating the first-order optimality conditions. We then discretize the conditions so obtained, for both the stationary and instationary Stokes control problems. For the instationary problem (5.3)-(5.4), we consider employing both backward Euler and Crank-Nicolson schemes in time. While only first-order accurate, backward Euler can be easily generalized to the
setting when the initial condition $\vec{v}_{0}$ is not solenoidal. On the other hand, CrankNicolson is second-order accurate, however if $\vec{v}_{0}$ is not solenoidal pre-processing is required in order to write the discrete optimality conditions.

We note that the optimality conditions stated below are a special case of the ones derived in Chapter 6 for the corresponding Navier-Stokes control problems. Indeed, the first-order optimality conditions for the Stokes control problems can be derived from those for the Navier-Stokes control problems by neglecting the non-linear term. For this reason, we refer the reader to Section 6.3.2 for the derivation of the optimality conditions for the Stokes control problems.

### 5.4.1 Stationary Stokes Control

Introducing the adjoint velocity $\vec{\zeta}$ and the adjoint pressure $\mu$, we may consider the Lagrangian associated with (5.1)-(5.2), and write the Karush-Kuhn-Tucker conditions as:

$$
\left.\left\{\begin{align*}
-\nabla^{2} \vec{v}+\nabla p=\frac{1}{\beta} \vec{\zeta}+\vec{f} & \text { in } \Omega  \tag{5.12}\\
-\nabla \cdot \vec{v}(x)=0 & \text { in } \Omega \\
\vec{v}(x)=\vec{g}(x) & \text { on } \partial \Omega
\end{align*}\right\} \quad \begin{array}{c}
\text { state } \\
\text { equations } \\
-\nabla^{2} \vec{\zeta}+\nabla \mu=\vec{v}_{d}-\vec{v} \\
\text { in } \Omega \\
-\nabla \cdot \vec{\zeta}(x)=0 \\
\text { in } \Omega \\
\vec{\zeta}(x)=\overrightarrow{0} \\
\text { on } \partial \Omega
\end{array}\right\} \quad \begin{gathered}
\text { adjoint } \\
\text { equations }
\end{gathered}
$$

where we have substituted the gradient equation $\beta \vec{u}-\vec{\zeta}=0$ into the state equation.

Problem (5.12) is a coupled system of linear, stationary PDEs. In order to find a numerical solution of (5.12), we discretize those optimality conditions by employing finite elements. Thus, we first need to write the weak formulation of (5.12). Letting $V, V_{0}$, and $Q$ be defined as in Section 5.1.1, this reads as:

Find $\vec{v} \in V, p \in Q, \vec{\zeta} \in V_{0}$, and $\mu \in Q$ such that

$$
\left\{\begin{aligned}
(\nabla \vec{v}, \nabla \vec{w})-(p, \nabla \cdot \vec{w})-\frac{1}{\beta}(\vec{\zeta}, \vec{w}) & =(\vec{f}, \vec{w}), \\
-(q, \nabla \cdot \vec{v}) & =0, \\
(\vec{v}, \vec{w})+(\nabla \vec{\zeta}, \nabla \vec{w})-(\mu, \nabla \cdot \vec{w}) & =\left(\vec{v}_{d}, \vec{w}\right), \\
-(q, \nabla \cdot \vec{\zeta}) & =0,
\end{aligned}\right.
$$

for any $\vec{w} \in V_{0}$ and $q \in Q$.
The problem above is posed on the continuous level, so we need to discretize it in order to obtain a numerical solution of (5.1)-(5.2). Let $\boldsymbol{v}=\left\{\boldsymbol{v}_{i}\right\}_{i=1}^{n_{v}}, \boldsymbol{p}=$ $\left\{p_{i}\right\}_{i=1}^{n_{p}}, \boldsymbol{\zeta}=\left\{\boldsymbol{\zeta}_{i}\right\}_{i=1}^{n_{v}}, \boldsymbol{\mu}=\left\{\mu_{i}\right\}_{i=1}^{n_{p}}$ be the vectors containing the numerical solutions for $\vec{v}, p, \vec{\zeta}$, and $\mu$, respectively, that is, $\vec{v} \approx \sum_{i=1}^{n_{v}} \boldsymbol{v}_{i} \vec{\phi}_{i}, p \approx \sum_{i=1}^{n_{p}} p_{i} \psi_{i}, \vec{\zeta} \approx$
$\sum_{i=1}^{n_{v}} \boldsymbol{\zeta}_{i} \vec{\phi}_{i}, \mu \approx \sum_{i=1}^{n_{p}} \mu_{i} \psi_{i}$. Then, the discrete optimality conditions read as

$$
\left\{\begin{align*}
\mathbf{K} \boldsymbol{v}+B^{\top} \boldsymbol{p}-\mathbf{M}_{\beta} \boldsymbol{\zeta} & =\boldsymbol{f},  \tag{5.13}\\
B \boldsymbol{v} & =\mathbf{0} \\
\mathbf{M} \boldsymbol{v}+\mathbf{K} \boldsymbol{\zeta}+B^{\top} \boldsymbol{\mu} & =\mathbf{M} \boldsymbol{v}_{d}, \\
B \boldsymbol{\zeta} & =\mathbf{0},
\end{align*}\right.
$$

where $\mathbf{M}_{\beta}=\frac{1}{\beta} \mathbf{M}$, and $\boldsymbol{v}_{d}$ is the vector corresponding to the discretized desired state $\vec{v}_{d}$. Note that the right-hand side may also take into account boundary conditions (as done in our implementation).

In matrix form, we rewrite system (5.13) as

$$
\underbrace{\left[\begin{array}{cc}
\Phi_{\mathrm{S}} & \Psi_{\mathrm{S}}^{\top}  \tag{5.14}\\
\Psi_{\mathrm{S}} & -\Theta_{\mathrm{S}}
\end{array}\right]}_{\mathcal{A}_{\mathrm{S}}}\left[\begin{array}{l}
\boldsymbol{v} \\
\boldsymbol{\zeta} \\
\boldsymbol{\mu} \\
\boldsymbol{p}
\end{array}\right]=\left[\begin{array}{c}
\mathrm{M} \boldsymbol{v}_{d} \\
\boldsymbol{f} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right]
$$

where

$$
\Phi_{\mathrm{S}}=\left[\begin{array}{cc}
\mathbf{M} & \mathbf{K}  \tag{5.15}\\
\mathbf{K} & -\mathbf{M}_{\beta}
\end{array}\right], \quad \Psi_{\mathrm{S}}=\left[\begin{array}{cc}
B & 0 \\
0 & B
\end{array}\right], \quad \Theta_{\mathrm{S}}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] .
$$

It is worth noting that the matrix $\Phi_{\mathrm{S}}$ represents the discrete optimality conditions for a (vector) Poisson control problem derived in Section 1.3.1. This observation will be used below when deriving our proposed preconditioner.

### 5.4.2 Instationary Stokes Control

We now state the KKT conditions for the instationary problem (5.3)-(5.4). As before, introducing the adjoint variables $\vec{\zeta}$ and $\mu$, we consider the Lagrangian associated to (5.3)-(5.4). Then, by deriving the KKT conditions and substituting the gradient equation $\beta \vec{u}-\vec{\zeta}=0$ into the state equation, the solution of (5.3)(5.4) satisfies:

$$
\left\{\begin{align*}
\frac{\partial \vec{v}}{\partial t}-\nabla^{2} \vec{v}+\nabla p=\frac{1}{\beta} \vec{\zeta}+\vec{f} & \text { in } \Omega \times\left(0, t_{f}\right),  \tag{5.16}\\
-\nabla \cdot \vec{v}(x, t)=0 & \text { in } \Omega \times\left(0, t_{f}\right), \\
\vec{v}(x, t)=\vec{g}(x, t) & \text { on } \partial \Omega \times\left(0, t_{f}\right), \\
\vec{v}(x, 0)=\vec{v}_{0}(x) & \text { in } \Omega, \\
-\frac{\partial \vec{\zeta}}{\partial t}-\nabla^{2} \vec{\zeta}+\nabla \mu=\vec{v}_{d}-\vec{v} & \text { in } \Omega \times\left(0, t_{f}\right), \\
-\nabla \cdot \vec{\zeta}(x, t)=0 & \text { in } \Omega \times\left(0, t_{f}\right), \\
\vec{\zeta}(x, t)=\overrightarrow{0} & \text { on } \partial \Omega \times\left(0, t_{f}\right), \\
\vec{\zeta}\left(x, t_{f}\right)=\overrightarrow{0} & \text { in } \Omega .
\end{align*}\right.
$$

Problem (5.16) is a coupled system of linear, instationary PDEs. Working as in the previous section, we first write the weak formulation of (5.16), then discretize it.

We first introduce the following spaces. Let

$$
\begin{aligned}
\bar{V}:= & \left\{\vec{v} \in L^{2}\left(0, t_{f} ; \mathcal{H}^{1}(\Omega)^{d}\right) \left\lvert\, \frac{\partial \vec{v}}{\partial t}(\cdot, t) \in L^{2}\left(0, t_{f} ; \mathcal{H}^{-1}(\Omega)^{d}\right)\right. \text { for a.e. } t \in\left(0, t_{f}\right),\right. \\
& \left.\quad \vec{v}=\vec{g} \text { on } \partial \Omega, \vec{v}(x, 0)=\vec{v}_{0}(x)\right\}, \\
\bar{Q}:= & L^{2}\left(0, t_{f} ; L^{2}(\Omega)\right),
\end{aligned}
$$

and $\bar{V}_{0}$ be the corresponding space for the adjoint velocity. See [175, pp. 315-321] and [86, pp. 88-95], for instance, for Navier-Stokes control in the case $d=2$. Then, the weak formulation of (5.16) reads as:

Find $\vec{v} \in \bar{V}, p \in \bar{Q}, \vec{\zeta} \in \bar{V}_{0}$, and $\mu \in \bar{Q}$ such that

$$
\left\{\begin{align*}
\left(\frac{\partial}{\partial t} \vec{v}, \vec{w}\right)+(\nabla \vec{v}, \nabla \vec{w})-(p, \nabla \cdot \vec{w})-\frac{1}{\beta}(\vec{\zeta}, \vec{w}) & =(\vec{f}, \vec{w}),  \tag{5.17}\\
-(q, \nabla \cdot \vec{v}) & =0, \\
-\left(\frac{\partial}{\partial t} \vec{\zeta}, \vec{w}\right)+(\nabla \vec{\zeta}, \nabla \vec{w})-(\mu, \nabla \cdot \vec{w})+(\vec{v}, \vec{w}) & =\left(\vec{v}_{d}, \vec{w}\right), \\
-(q, \nabla \cdot \vec{\zeta}) & =0,
\end{align*}\right.
$$

for any $\vec{w} \in V_{0}$ and $q \in Q$.
Problem (5.17) is a coupled system of instationary diffusion equations and divergence-free conditions. Due to this structure, we present two discretized versions of (5.17), one making use of backward Euler time-stepping, the other employing the Crank-Nicolson scheme. For the sake of exposition, we introduce the matrices $I_{\bar{n}, 1}, I_{\bar{n}, 2}, I_{\bar{n}, 3}, I_{\bar{n}, 4} \in \mathbb{R}^{\bar{n} \times \bar{n}}$, with

$$
\begin{align*}
I_{\bar{n}, 1} & =\operatorname{diag}(1, \ldots, 1,0),  \tag{5.18}\\
I_{\bar{n}, 2} & =\operatorname{diag}(0,1, \ldots, 1), \\
I_{\bar{n}, 4} & =I_{\bar{n}}+I_{\bar{n}, 3},
\end{align*} \quad I_{\bar{n}, 3}=\left[\begin{array}{cccc}
0 & 1 & & \\
& \ddots & \ddots & \\
& & 0 & 1 \\
& & & 0
\end{array}\right]
$$

Here, diag denotes a diagonal matrix with the diagonal entries stated.

## Backward Euler for Instationary Stokes Control

In this section we introduce the backward Euler scheme for approximating (5.17), and then derive the resulting linear system. We discretize the interval $\left(0, t_{f}\right)$ into $n_{t}$ subintervals of length $\tau=\frac{t_{f}}{n_{t}}$, denoting the grid points as $t_{n}=n \tau$, for $n=0,1, \ldots, n_{t}$. We approximate all the functions on this time grid, excluding the initial and final time points for the state and adjoint pressure, respectively. Specifically, our approximations of the solutions are given by $\boldsymbol{v}_{n} \approx \vec{v}\left(x, t_{n}\right), \boldsymbol{\zeta}_{n} \approx$ $\vec{\zeta}\left(x, t_{n}\right)$, for $n=0,1, \ldots, n_{t}$, and $\boldsymbol{p}_{n+1} \approx p\left(x, t_{n+1}\right), \boldsymbol{\mu}_{n} \approx \mu\left(x, t_{n}\right)$, for $n=$ $0,1, \ldots, n_{t}-1$, for all $x \in \Omega$. We also introduce the following finite element matrices:

$$
\mathbf{L}^{\mathrm{BE}}=\tau \mathbf{K}+\mathbf{M}, \quad \overline{\mathbf{M}}^{\mathrm{BE}}=\tau \mathbf{M}, \quad \overline{\mathbf{M}}_{\beta}^{\mathrm{BE}}=\frac{\tau}{\beta} \mathbf{M}, \quad \bar{B}=\tau B,
$$

We then write the following discretization of (5.17):

$$
\left\{\begin{align*}
\overline{\mathbf{M}}^{\mathrm{BE}} \boldsymbol{v}_{n}+\mathbf{L}^{\mathrm{BE}} \boldsymbol{\zeta}_{n}-\mathbf{M} \boldsymbol{\zeta}_{n+1}+\bar{B}^{\top} \boldsymbol{\mu}_{n} & =\overline{\mathbf{M}}^{\mathrm{BE}} \boldsymbol{v}_{d}^{n},  \tag{5.19}\\
-\mathbf{M} \boldsymbol{v}_{n}+\mathbf{L}^{\mathrm{BE}} \boldsymbol{v}_{n+1}+\bar{B}^{\top} \boldsymbol{p}_{n+1}-\overline{\mathbf{M}}_{\beta}^{\mathrm{BE}} \boldsymbol{\zeta}_{n+1} & =\tau \boldsymbol{f}^{n+1} \\
B \boldsymbol{v}_{n+1} & =\mathbf{0} \\
B \boldsymbol{\zeta}_{n} & =\mathbf{0},
\end{align*}\right.
$$

for $n=0,1, \ldots, n_{t}-1$, with $\boldsymbol{v}_{0}=\boldsymbol{v}^{0}, \boldsymbol{\zeta}_{n_{t}}=\mathbf{0}$, where $\boldsymbol{v}^{0}$ is the discretization of the initial condition for $\vec{v}$, and

$$
\boldsymbol{f}^{n+1}=\left\{f_{i}^{n+1}\right\}_{i=1}^{n_{v}} \quad f_{i}^{n+1}=\left(\vec{f}\left(x, t_{n+1}\right), \vec{\phi}_{i}\right) .
$$

We immediately realize that the system described in (5.19) is not symmetric, due the initial and final time conditions $\boldsymbol{v}_{0}=\boldsymbol{v}^{0}$ and $\boldsymbol{\zeta}_{n_{t}}=\mathbf{0}$. However, it can be made symmetric by employing the following projections onto the space of divergence-free functions (solenoidal projection), as done in [84] for the instationary Navier-Stokes control problem, for instance. Given a vector $\overline{\boldsymbol{b}}$, its solenoidal projection is defined as $\boldsymbol{b}$, with

$$
\left\{\begin{align*}
\mathbf{L}^{\mathrm{BE}} \boldsymbol{b}+\bar{B}^{\top} \overline{\boldsymbol{p}} & =\mathbf{L}^{\mathrm{BE}} \overline{\boldsymbol{b}},  \tag{5.20}\\
B \boldsymbol{b} & =\mathbf{0} .
\end{align*}\right.
$$

As the vector $\boldsymbol{v}^{0}$ is clearly divergence-free, the condition $\boldsymbol{v}_{0}=\boldsymbol{v}^{0}$ is equivalent to

$$
\left\{\begin{align*}
\mathbf{L}^{\mathrm{BE}} \boldsymbol{v}_{0}+\bar{B}^{\top} \boldsymbol{p}_{0} & =\mathbf{L}^{\mathrm{BE}} \boldsymbol{v}^{0},  \tag{5.21}\\
B \boldsymbol{v}_{0} & =\mathbf{0} .
\end{align*}\right.
$$

Note that, if $\vec{v}_{0}$ is not incompressible, the previous solenoidal projection gives the first backward Euler step of our discretization. Analogously, the condition $\boldsymbol{\zeta}_{n_{t}}=\mathbf{0}$ is equivalent to

$$
\left\{\begin{aligned}
\mathbf{L}^{\mathrm{BE}} \boldsymbol{\zeta}_{n_{t}}+\bar{B}^{\top} \boldsymbol{\mu}_{n_{t}} & =\mathbf{0}, \\
B \boldsymbol{\zeta}_{n_{t}} & =\mathbf{0} .
\end{aligned}\right.
$$

By imposing the previous projections and multiplying the incompressibility conditions by $\tau$, the linear system of (5.19) can be rewritten as

$$
\underbrace{\left[\begin{array}{cc}
\Phi_{\mathrm{BE}} & \left(\Psi_{\mathrm{BE}}\right)^{\top}  \tag{5.22}\\
\Psi_{\mathrm{BE}} & -\Theta_{\mathrm{BE}}
\end{array}\right]}_{\mathcal{A}_{\mathrm{BE}}}\left[\begin{array}{l}
\boldsymbol{v} \\
\boldsymbol{\zeta} \\
\boldsymbol{\mu} \\
\boldsymbol{p}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{b}_{1} \\
\mathbf{b}_{2} \\
\mathbf{b}_{3} \\
\mathbf{b}_{4}
\end{array}\right],
$$

where the right-hand side accounts for the the initial and final-time conditions on $\vec{v}$ and $\vec{\zeta}$, as well as information from the desired state $\vec{v}_{d}$ and the force function $\vec{f}$. Further,

$$
\Phi_{\mathrm{BE}}=\left[\begin{array}{cc}
\mathcal{M}^{\mathrm{BE}} & \left(\mathcal{L}^{\mathrm{BE}}\right)^{\top}  \tag{5.23}\\
\mathcal{L}^{\mathrm{BE}} & -\mathcal{M}_{\beta}^{\mathrm{BE}}
\end{array}\right], \quad \Psi_{\mathrm{BE}}=\left[\begin{array}{cc}
\mathcal{B}^{\mathrm{BE}} & 0 \\
0 & \mathcal{B}^{\mathrm{BE}}
\end{array}\right], \quad \Theta_{\mathrm{BE}}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right],
$$

with $\mathcal{M}^{\mathrm{BE}}=I_{n_{t}+1,1} \otimes \overline{\mathbf{M}}^{\mathrm{BE}}, \mathcal{M}_{\beta}^{\mathrm{BE}}=I_{n_{t}+1,2} \otimes \overline{\mathbf{M}}_{\beta}^{\mathrm{BE}}, \mathcal{B}^{\mathrm{BE}}=I_{n_{t}+1} \otimes \bar{B}$, and

$$
\mathcal{L}^{\mathrm{BE}}=\left[\begin{array}{cccc}
\mathbf{L}^{\mathrm{BE}} & & & \\
-\mathbf{M} & \mathbf{L}^{\mathrm{BE}} & & \\
& \ddots & \ddots & \\
& & -\mathbf{M} & \mathbf{L}^{\mathrm{BE}}
\end{array}\right]
$$

## Crank-Nicolson for Instationary Stokes Control

In this section we present the linear system arising upon employing CrankNicolson in time when solving (5.17). Again discretizing the interval $\left(0, t_{f}\right)$ into $n_{t}$ subintervals of length $\tau=\frac{t_{f}}{n_{t}}$, we approximate $\vec{v}$ and $\vec{\zeta}$ at the time points $t_{n}=n \tau, n=0,1, \ldots, n_{t}$, and use a staggered grid for $p$ and $\mu$, as in [13]. Specifically, our approximations of the solutions are given by $\boldsymbol{v}_{n} \approx \vec{v}\left(x, t_{n}\right)$, $\boldsymbol{\zeta}_{n} \approx \vec{\zeta}\left(x, t_{n}\right)$, for $n=0,1, \ldots, n_{t}$, and $\boldsymbol{p}_{n+\frac{1}{2}} \approx p\left(x, t_{n}+\frac{1}{2} \tau\right), \boldsymbol{\mu}_{n+\frac{1}{2}} \approx \mu\left(x, t_{n}+\frac{1}{2} \tau\right)$, for $n=0,1, \ldots, n_{t}-1$, for all $x \in \Omega$. Let us introduce the following finite element matrices:

$$
\mathbf{L}^{ \pm}=\frac{\tau}{2} \mathbf{K} \pm \mathbf{M}, \quad \overline{\mathbf{M}}^{\mathrm{CN}}=\frac{\tau}{2} \mathbf{M}, \quad \overline{\mathbf{M}}_{\beta}^{\mathrm{CN}}=\frac{\tau}{2 \beta} \mathbf{M}
$$

Then, the discrete optimality conditions read as follows:

$$
\left\{\begin{aligned}
\overline{\mathbf{M}}^{\mathrm{CN}}\left(\boldsymbol{v}_{n}+\boldsymbol{v}_{n+1}\right)+\mathbf{L}^{+} \boldsymbol{\zeta}_{n}+\mathbf{L}^{-} \boldsymbol{\zeta}_{n+1}+\bar{B}^{\top} \boldsymbol{\mu}_{n+\frac{1}{2}} & =\overline{\mathbf{M}}^{\mathrm{CN}}\left(\boldsymbol{v}_{d}^{n}+\boldsymbol{v}_{d}^{n+1}\right), \\
\mathbf{L}^{-} \boldsymbol{v}_{n}+\mathbf{L}^{+} \boldsymbol{v}_{n+1}+\bar{B}^{\top} \boldsymbol{p}_{n+\frac{1}{2}}-\overline{\mathbf{M}}_{\beta}^{\mathrm{CN}}\left(\boldsymbol{\zeta}_{n}+\boldsymbol{\zeta}_{n+1}\right) & =\frac{\tau}{2}\left(\boldsymbol{f}^{n}+\boldsymbol{f}^{n+1}\right), \\
B \boldsymbol{v}_{n+1} & =\mathbf{0}, \\
B \boldsymbol{\zeta}_{n} & =\mathbf{0},
\end{aligned}\right.
$$

for $n=0,1, \ldots, n_{t}-1$, with $\boldsymbol{v}_{0}=\boldsymbol{v}^{0}, \boldsymbol{\zeta}_{n_{t}}=\mathbf{0}$, and $\boldsymbol{f}^{n}$ defined as for backward Euler.

In matrix form, after multipling the incompressibility constraints by $\tau$, we write

$$
\left[\begin{array}{cccc}
\overline{\mathcal{M}}^{\mathrm{CN}} & \overline{\mathcal{L}}_{1}^{\mathrm{CN}} & \left(\overline{\mathcal{B}}_{2}^{\mathrm{CN}}\right)^{\top} & 0  \tag{5.24}\\
\overline{\mathcal{L}}_{2}^{\mathrm{CN}} & -\mathcal{\mathcal { M }}_{\beta}^{\mathrm{CN}} & 0 & \left(\overline{\mathcal{B}}_{1}^{\mathrm{CN}}\right)^{\top} \\
\overline{\mathcal{B}}_{1}^{\mathrm{CN}} & 0 & 0 & 0 \\
0 & \overline{\mathcal{B}}_{2}^{\mathrm{CN}} & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\overline{\boldsymbol{v}} \\
\overline{\boldsymbol{\zeta}} \\
\overline{\boldsymbol{\mu}} \\
\overline{\boldsymbol{p}}
\end{array}\right]=\left[\begin{array}{c}
\overline{\mathbf{b}}_{1} \\
\overline{\mathbf{b}}_{2} \\
\overline{\mathbf{b}}_{3} \\
\overline{\mathbf{b}}_{4}
\end{array}\right],
$$

where the right-hand side accounts for the initial and final time conditions on $\vec{v}$ and $\vec{\zeta}$, and information from $\vec{v}_{d}$ and $\vec{f}$. The blocks in the previous matrix are
given by

$$
\begin{array}{lll}
\overline{\mathcal{L}}_{1}^{\mathrm{CN}}=\left[\begin{array}{llll}
\mathbf{L}^{+} & \mathbf{L}^{-} & & \\
& \ddots & \ddots & \\
& & \mathbf{L}^{+} & \mathbf{L}^{-} \\
& & & \mathbf{M}
\end{array}\right], & \overline{\mathcal{L}}_{2}^{\mathrm{CN}}=\left[\begin{array}{lll}
\mathbf{M} & & \\
\mathbf{L}^{-} & \mathbf{L}^{+} & \\
& & \\
& \ddots & \ddots \\
& & \mathbf{L}^{-} \\
\mathbf{L}^{+}
\end{array}\right], \\
\overline{\mathcal{B}}_{1}^{\mathrm{CN}}=\left[\begin{array}{lllll}
0 & \bar{B} & & \\
& & \ddots & \\
& & & \bar{B}
\end{array}\right], \quad \overline{\mathcal{B}}_{2}^{\mathrm{CN}}=\left[\begin{array}{llll}
\bar{B} & & & \\
& \ddots & & \\
& & \bar{B} & 0
\end{array}\right],
\end{array}
$$

and $\overline{\mathcal{M}}^{\mathrm{CN}}=\left(I_{n_{t}+1,1}+I_{n_{t}+1,3}\right) \otimes \overline{\mathbf{M}}^{\mathrm{CN}}, \overline{\mathcal{M}}_{\beta}^{\mathrm{CN}}=\left(I_{n_{t}+1,2}+I_{n_{t}+1,3}^{\top}\right) \otimes \overline{\mathbf{M}}_{\beta}^{\mathrm{CN}}$.
The system (5.24) is clearly not symmetric; however, we work as in [100] and in Chapter 3 in order to transform the linear system above and make it symmetric. In fact, eliminating the initial and final-time conditions on $\vec{v}$ and $\vec{\zeta}$, we can rewrite

$$
\left[\begin{array}{cccc}
\widetilde{\mathcal{M}}^{\mathrm{CN}} & \left(\widetilde{\mathcal{L}}^{\mathrm{CN}}\right)^{\top} & \left(\widetilde{\mathcal{B}}^{\mathrm{CN}}\right)^{\top} & 0 \\
\widetilde{\mathcal{L}}^{\mathrm{CN}} & -\widetilde{\mathcal{M}}_{\beta}^{\mathrm{CN}} & 0 & \left(\widetilde{\mathcal{B}}^{\mathrm{CN}}\right)^{\top} \\
\widetilde{\mathcal{B}}^{\mathrm{CN}} & 0 & 0 & 0 \\
0 & \widetilde{\mathcal{B}}^{\mathrm{CN}} & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{v} \\
\boldsymbol{\zeta} \\
\boldsymbol{\mu} \\
\boldsymbol{p}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{b}_{1} \\
\mathbf{b}_{2} \\
\mathbf{b}_{3} \\
\mathbf{b}_{4}
\end{array}\right]
$$

with $\boldsymbol{v}, \boldsymbol{\zeta}, \boldsymbol{\mu}, \boldsymbol{p}$ as well as the right-hand side modified accordingly. The matrices $\widetilde{\mathcal{M}}^{\mathrm{CN}}=I_{n_{t}, 4}^{\top} \otimes \overline{\mathbf{M}}^{\mathrm{CN}}, \widetilde{\mathcal{M}}_{\beta}^{\mathrm{CN}}=I_{n_{t}, 4} \otimes \overline{\mathbf{M}}_{\beta}^{\mathrm{CN}}, \widetilde{\mathcal{B}}^{\mathrm{CN}}=I_{n_{t}} \otimes \bar{B}$, and

$$
\widetilde{\mathcal{L}}^{\mathrm{CN}}=\left[\begin{array}{cccc}
\mathbf{L}^{+} & & & \\
\mathbf{L}^{-} & \mathbf{L}^{+} & & \\
& \ddots & \ddots & \\
& & \mathbf{L}^{-} & \mathbf{L}^{+}
\end{array}\right]
$$

Using blkdiag to define a block diagonal matrix, we consider the linear transformation

$$
\begin{equation*}
T=\operatorname{blkdiag}\left(T_{1}, T_{2}, T_{3}, T_{4}\right) \tag{5.25}
\end{equation*}
$$

where

$$
\begin{array}{ll}
T_{1}=I_{n_{t}, 4} \otimes I_{n_{v}}, & T_{2}=T_{1}^{\top}=I_{n_{t}, 4}^{\top} \otimes I_{n_{v}}  \tag{5.26}\\
T_{3}=I_{n_{t}, 4}^{\top} \otimes I_{n_{p}}, & T_{4}=T_{3}^{\top}=I_{n_{t}, 4} \otimes I_{n_{p}}
\end{array}
$$

Then, we may equivalently consider the following linear system:

$$
\underbrace{\left[\begin{array}{cc}
\Phi_{\mathrm{CN}} & \left(\Psi_{\mathrm{CN}}\right)^{\top}  \tag{5.27}\\
\Psi_{\mathrm{CN}} & -\Theta_{\mathrm{CN}}
\end{array}\right]}_{\mathcal{A}_{\mathrm{CN}}}\left[\begin{array}{l}
\boldsymbol{v} \\
\boldsymbol{\zeta} \\
\boldsymbol{\mu} \\
\boldsymbol{p}
\end{array}\right]=T\left[\begin{array}{l}
\mathbf{b}_{1} \\
\mathbf{b}_{2} \\
\mathbf{b}_{3} \\
\mathbf{b}_{4}
\end{array}\right] .
$$

Here, the matrix blocks are given by

$$
\Phi_{\mathrm{CN}}=\left[\begin{array}{cc}
\mathcal{M}^{\mathrm{CN}} & \left(\mathcal{L}^{\mathrm{CN}}\right)^{\top}  \tag{5.28}\\
\mathcal{L}^{\mathrm{CN}} & -\mathcal{M}_{\beta}^{\mathrm{CN}}
\end{array}\right], \quad \Psi_{\mathrm{CN}}=\left[\begin{array}{cc}
\mathcal{B}_{1}^{\mathrm{CN}} & 0 \\
0 & \mathcal{B}_{2}^{\mathrm{CN}}
\end{array}\right], \quad \Theta_{\mathrm{CN}}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]
$$

with

$$
\begin{array}{ll}
\mathcal{M}^{\mathrm{CN}}=T_{1} \widetilde{\mathcal{M}}^{\mathrm{CN}}=\left(I_{n_{t}, 4} I_{n_{t}, 4}^{\top}\right) \otimes \overline{\mathbf{M}}^{\mathrm{CN}}, & \mathcal{B}_{1}^{\mathrm{CN}}=T_{3} \widetilde{\mathcal{B}}^{\mathrm{CN}}=I_{n_{t}, 4}^{\top} \otimes \bar{B}, \\
\mathcal{M}_{\beta}^{\mathrm{CN}}=T_{2} \widetilde{\mathcal{M}}_{\beta}^{\mathrm{CN}}=\left(I_{n_{t}, 4}^{\top} I_{n_{t}, 4}\right) \otimes \overline{\mathbf{M}}_{\beta}^{\mathrm{CN}}, & \mathcal{B}_{2}^{\mathrm{CN}}=T_{4} \widetilde{\mathcal{B}}^{\mathrm{CN}}=I_{n_{t}, 4} \otimes \bar{B},
\end{array}
$$

and the matrix

$$
\begin{equation*}
\mathcal{L}^{\mathrm{CN}}=T_{1} \widetilde{\mathcal{L}}^{\mathrm{CN}} . \tag{5.29}
\end{equation*}
$$

We have thus transformed the system (5.27) into a symmetric one. We observe that the transformations $T_{i}, i=1,2,3,4$, as well as their inverse operations are easy and computationally cheap to apply, as they require only a sequence of block updates.

It is worth noting that the matrix $\Phi_{\mathrm{CN}}$ represents the symmetrized system for a (vector) heat control problem derived in Section 3.2.2. In particular, as done in Section 3.2.2 we may rewrite

$$
\begin{equation*}
\mathcal{M}^{\mathrm{CN}}=T_{1} \mathcal{M}_{D}^{\mathrm{CN}} T_{1}^{\top}, \quad \mathcal{M}_{\beta}^{\mathrm{CN}}=T_{2} \mathcal{M}_{D, \beta}^{\mathrm{CN}} T_{2}^{\top}, \tag{5.30}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{M}_{D}^{\mathrm{CN}}=I_{n_{t}} \otimes \overline{\mathbf{M}}^{\mathrm{CN}}, \quad \mathcal{M}_{D, \beta}^{\mathrm{CN}}=I_{n_{t}} \otimes \overline{\mathbf{M}}_{\beta}^{\mathrm{CN}} \tag{5.31}
\end{equation*}
$$

We may therefore work efficiently with $\mathcal{M}^{\mathrm{CN}}$ and $\mathcal{M}_{\beta}^{\mathrm{CN}}$, using $T_{1}, T_{2}, \mathcal{M}_{D}^{\mathrm{CN}}$, $\mathcal{M}_{D, \beta}^{\mathrm{CN}}$. Further, since both $\mathcal{M}_{D}^{\mathrm{CN}}$ and $\mathcal{M}_{D, \beta}^{\mathrm{CN}}$ are symmetric positive definite, the same holds for $\mathcal{M}^{\mathrm{CN}}$ and $\mathcal{M}_{\beta}^{\mathrm{CN}}$.

We point out that it is not straightforward to generalize the Crank-Nicolson discretization to the case where $\vec{v}_{0}$ is not incompressible. In fact, in this case we must also solve an appropriate solenoidal projection; however, the projection cannot be solved along with the other equations, as our approach requires the elimination of the initial and final conditions on $\vec{v}$ and $\vec{\zeta}$. Therefore, before applying our solver we must solve the projection, which is of the form (5.7).

### 5.5 Preconditioning Approach

As the discretizations (5.14), (5.22), and (5.27) of the optimality conditions for the problems under examination lead to matrices of the structure (2.3), we now devise preconditioners for each system by making use of saddle-point theory. Although the matrices considered are symmetric, it is worth noting that the $(1,1)$-block of each of them is not positive definite, but (clearly) indefinite. For this reason, we cannot employ the block diagonal preconditioner $\mathcal{P}_{3}$ defined in (2.28), as this is required to be positive definite, but rather employ the approximation $\widehat{\mathcal{P}}_{1}$ defined in (2.30) of the block triangular preconditioner $\mathcal{P}_{1}$. As we have to (approximately) apply the inverse of the corresponding ( 1,1 )-block of each matrix analysed, we again employ an approximation $\widehat{\mathcal{P}}_{1}$ defined in (2.30). In the following, subscripts
refer to the corresponding matrix we are considering.

### 5.5.1 Approximation of the (1, 1)-Block

We now describe suitable approximations of the inverses of the (1,1)-blocks for the systems (5.14), (5.22), and (5.27). As each of these matrices is symmetric, we employ two alternative strategies to approximate the inverse of the ( 1,1 )-block, accelerated with the preconditioners described below. The first strategy employs a fixed number of steps of the inexact preconditioned Uzawa iteration presented in Section 2.2.1 [43]; on the other hand, the second strategy makes use of a fixed number of GMRES iterations [157].

## Stationary Stokes Control

Consider the (1,1)-block $\Phi_{\mathrm{S}}$ defined in (5.15). As we mentioned above, this matrix can be considered as the discretization of the optimality conditions for a Poisson control problem in a vectorial sense. Using saddle-point theory, a suitable preconditioner is given by

$$
\mathcal{P}_{\Phi, S}=\left[\begin{array}{cc}
\mathbf{M} & 0 \\
\mathbf{K} & -\mathbf{S}_{\Phi, S}
\end{array}\right],
$$

with $\mathbf{S}_{\Phi, \mathrm{S}}=\mathbf{M}_{\beta}+\mathbf{K} \mathbf{M}^{-1} \mathbf{K}$ the corresponding Schur complement. As described in [140] and as we discussed in Section 2.11.1, an optimal preconditioner for $\mathcal{P}_{\Phi, S}$ is given by

$$
\widehat{\mathcal{P}}_{\Phi, \mathrm{S}}=\left[\begin{array}{cc}
\mathbf{M}_{c} & 0 \\
\mathbf{K} & -\widehat{\mathbf{S}}_{\Phi, S}
\end{array}\right] .
$$

Here, $\mathbf{M}_{c}$ represents a fixed number of steps of the Chebyshev semi-iterative method [63, 64, 181], and

$$
\widehat{\mathbf{S}}_{\Phi, \mathrm{S}}=\left(\mathbf{K}+\mathbf{M}_{\sqrt{\beta}}\right) \mathbf{M}^{-1}\left(\mathbf{K}+\mathbf{M}_{\sqrt{\beta}}\right)
$$

with $\mathbf{M}_{\sqrt{\beta}}=\frac{1}{\sqrt{\beta}} \mathbf{M}$ and the block $\mathbf{K}+\mathbf{M}_{\sqrt{\beta}}$ approximated by the action of a multigrid routine, for example. Following the work in [140] and Section 2.11.1, it can be proved that $\lambda\left(\widehat{\mathbf{S}}_{\Phi, \mathrm{S}}^{-1} \mathbf{S}_{\Phi, S}\right) \in\left[\frac{1}{2}, 1\right]$.

## Instationary Stokes Control with Backward Euler

We now derive a preconditioner for the matrix $\Phi_{\mathrm{BE}}$ defined in (5.23). It is worth noting the similarities between the matrix $\Phi_{\mathrm{BE}}$ and the saddle-point system obtained in Section 3.2.1 after discretizing the first-order optimality conditions for heat control with backward Euler in time. In fact, as for the stationary Stokes control problem, the matrix $\Phi_{\mathrm{BE}}$ can be considered as the discrete optimality conditions of a vector heat control problem. For this reason, we will employ the block triangular preconditioner $\widehat{\mathcal{P}}_{1}$ defined in (2.30), whose diagonal blocks are the approximations of the main blocks for the heat control problem derived in [139] and discussed in Section 3.3. Specifically, as the matrix $\mathcal{M}^{\mathrm{BE}}$ is not
invertible, we seek a preconditioner of the form:

$$
\widetilde{\mathcal{P}}_{\Phi, \mathrm{BE}}=\left[\begin{array}{cc}
\widetilde{\mathcal{M}}^{\mathrm{BE}} & 0 \\
\mathcal{L}^{\mathrm{BE}} & -\widetilde{\mathcal{S}}_{\Phi, \mathrm{BE}}
\end{array}\right],
$$

with $\widetilde{\mathcal{M}}^{\mathrm{BE}}$ an invertible approximation of $\mathcal{M}^{\mathrm{BE}}$, and the perturbed Schur complement $\widetilde{\mathcal{S}}_{\Phi, \mathrm{BE}}=\mathcal{M}_{\beta}^{\mathrm{BE}}+\mathcal{L}^{\mathrm{BE}}\left(\widetilde{\mathcal{M}}^{\mathrm{BE}}\right)^{-1}\left(\mathcal{L}^{\mathrm{BE}}\right)^{\top}$. Following the work in [139] and the discussion in Section 3.3, a suitable approximation of $\mathcal{M}^{\mathrm{BE}}$ is given by

$$
\widetilde{\mathcal{M}}^{\mathrm{BE}}=\operatorname{blkdiag}\left(\overline{\mathbf{M}}^{\mathrm{BE}}, \ldots, \overline{\mathbf{M}}^{\mathrm{BE}}, \xi \overline{\mathbf{M}}^{\mathrm{BE}}\right)
$$

with $0<\xi \ll 1$. In addition, a good approximation for $\widetilde{\mathcal{S}}_{\Phi, \mathrm{BE}}$ is the matrix

$$
\widehat{\mathcal{S}}_{\Phi, \mathrm{BE}}=\left(\mathcal{L}^{\mathrm{BE}}+\mathcal{M}_{\sqrt{\beta}}^{\mathrm{BE}}\right)\left(\widetilde{\mathcal{M}}^{\mathrm{BE}}\right)^{-1}\left(\mathcal{L}^{\mathrm{BE}}+\mathcal{M}_{\sqrt{\beta}}^{\mathrm{BE}}\right)
$$

with

$$
\mathcal{M}_{\sqrt{\beta}}^{\mathrm{BE}}=\frac{\tau}{\sqrt{\beta}} \operatorname{blkdiag}(0, \mathbf{M}, \ldots, \mathbf{M}, \sqrt{\xi} \mathbf{M}) .
$$

It is worth noting that the approximation $\widehat{\mathcal{S}}_{\Phi, \mathrm{BE}}$ of $\widetilde{\mathcal{S}}_{\Phi, \mathrm{BE}}$ is optimal, as it is possible to prove that $\lambda\left(\widehat{\mathcal{S}}_{\Phi, \mathrm{BE}}^{-1} \widetilde{\mathcal{S}}_{\Phi, \mathrm{BE}}\right) \in\left[\frac{1}{2}, 1\right]$, see [139]. As above, we do not apply the inverses of $\mathcal{L}^{\mathrm{BE}}+\mathcal{M}_{\sqrt{\beta}}^{\mathrm{BE}}$ and its transpose exactly, but rather we apply block substitution, with each block on the diagonal approximated by the action of a multigrid process, for instance. Thus, a suitable approximation of the matrix $\widetilde{\mathcal{P}}_{\Phi, B E}$ is given by

$$
\widehat{\mathcal{P}}_{\Phi, \mathrm{BE}}=\left[\begin{array}{cc}
\widehat{\mathcal{M}}_{c}^{\mathrm{BE}} & 0 \\
\mathcal{L}^{\mathrm{BE}} & -\widehat{\mathcal{S}}_{\Phi, \mathrm{BE}}
\end{array}\right], \quad \widehat{\mathcal{M}}_{c}^{\mathrm{BE}}=\tau \operatorname{blkdiag}\left(\mathbf{M}_{c}, \ldots, \mathbf{M}_{c}, \xi \mathbf{M}_{c}\right) .
$$

## Instationary Stokes Control with Crank-Nicolson

We focus now on devising a preconditioner for the matrix $\Phi_{\mathrm{CN}}$ defined in (5.28), arising from a Crank-Nicolson discretization. Similarly to the backward Euler case, this matrix can be considered as the (symmetrized) discretization of the optimality conditions for a vector heat control problem discretized using CrankNicolson in time. Again, we seek to use the block triangular matrix

$$
\mathcal{P}_{\Phi, \mathrm{CN}}=\left[\begin{array}{cc}
\mathcal{M}^{\mathrm{CN}} & 0 \\
\mathcal{L}^{\mathrm{CN}} & -S_{\Phi, \mathrm{CN}}
\end{array}\right]
$$

as a preconditioner, where $S_{\Phi, \mathrm{CN}}=\mathcal{M}_{\beta}^{\mathrm{CN}}+\mathcal{L}^{\mathrm{CN}}\left(\mathcal{M}^{\mathrm{CN}}\right)^{-1}\left(\mathcal{L}^{\mathrm{CN}}\right)^{\top}$. In order to find an approximation of $\mathcal{P}_{\Phi, \mathrm{CN}}$, we follow the work in [100] and the discussion in Section 3.3.

From (5.30)-(5.31), $\mathcal{M}^{\mathrm{CN}}$ can be written as $\mathcal{M}^{\mathrm{CN}}=T_{1} \mathcal{M}_{D}^{\mathrm{CN}} T_{1}^{\top}$, with $\mathcal{M}_{D}^{\mathrm{CN}}$ a block diagonal matrix with each diagonal block a multiple of $\mathbf{M}$. Therefore, a good approximation of $\mathcal{M}^{\mathrm{CN}}$ is given by

$$
\widehat{\mathcal{M}}^{\mathrm{CN}}=T_{1} \widehat{\mathcal{M}}_{D}^{\mathrm{CN}} T_{1}^{\top},
$$

with $\widehat{\mathcal{M}}_{D}^{\mathrm{CN}}=\frac{\tau}{2} I_{n_{t}} \otimes \mathbf{M}_{c}$.
Following the work in Section 3.3.2, we can use (5.30) together with (5.29) to rewrite

$$
\begin{equation*}
S_{\Phi, \mathrm{CN}}=T_{2} \underbrace{\left[\mathcal{M}_{D, \beta}^{\mathrm{CN}}+\widetilde{\mathcal{L}}^{\mathrm{CN}}\left(\mathcal{M}^{\mathrm{CN}}\right)^{-1}\left(\widetilde{\mathcal{L}}^{\mathrm{CN}}\right)^{\top}\right]}_{S_{\Phi, \mathrm{CN}}} T_{1}, \tag{5.32}
\end{equation*}
$$

recalling that $T_{1}=T_{2}^{\top}$. Then, we apply the matching strategy to $S_{\Phi, \mathrm{CN}}^{\mathrm{int}}$ as done in Section 3.3.2, and find that a suitable approximation of $S_{\Phi, \mathrm{CN}}^{\mathrm{int}}$ is given by

$$
\widehat{S}_{\Phi, \mathrm{CN}}^{\text {int }}=\left(\widetilde{\mathcal{L}}^{\mathrm{CN}}+\widehat{\mathcal{M}}\right) T_{2}^{-1}\left(\mathcal{M}_{D}^{\mathrm{CN}}\right)^{-1} T_{1}^{-1}\left(\widetilde{\mathcal{L}}^{\mathrm{CN}}+\widehat{\mathcal{M}}\right)^{\top}
$$

with $\widehat{\mathcal{M}}=\frac{\tau}{2 \sqrt{\beta}} I_{n t, 4}^{\top} \otimes \mathbf{M}$. Finally, substituting $\widehat{S}_{\Phi, \mathrm{CN}}^{\text {int }}$ into (5.32) and observing that $T_{1}$ commutes with both $\widetilde{\mathcal{L}}^{\mathrm{CN}}$ and $\widehat{\mathcal{M}}$, we obtain that our approximation of $S_{\Phi, \mathrm{CN}}$ is given by

$$
\widehat{S}_{\Phi, \mathrm{CN}}=\left(\widetilde{\mathcal{L}}^{\mathrm{CN}}+\widehat{\mathcal{M}}\right)\left(\mathcal{M}_{D}^{\mathrm{CN}}\right)^{-1}\left(\widetilde{\mathcal{L}}^{\mathrm{CN}}+\widehat{\mathcal{M}}\right)^{\top} .
$$

As for backward Euler, we approximate the blocks $\widetilde{\mathcal{L}}^{\mathrm{CN}}+\widehat{\mathcal{M}}$ and its transpose using block substitution, with the action of a multigrid process used to apply the inverse of each block diagonal entry inexactly.

It is worth noting that the preconditioner derived here reduces to that derived in [100] for the heat control problem, which was proved to be optimal, and such that the spectrum of the preconditioned Schur complement is contained in $\left[\frac{1}{2}, 1\right]$, see Theorem 5 in Section 3.3.2.

### 5.5.2 Approximation of Schur Complement

We now derive efficient approximations for each Schur complement of the systems (5.14), (5.22), and (5.27). Since the ( 2,1 )- and the ( 1,2 )-blocks of these systems can be considered as a (negative) vector-divergence matrix and its transpose, we make use of the block commutator argument presented in Section 5.3.

## Stationary Stokes Control

Let us consider the Schur complement $S_{\mathcal{A}, \mathrm{S}}=\Psi_{\mathrm{S}}\left(\Phi_{\mathrm{S}}\right)^{-1} \Psi_{\mathrm{S}}^{\top}$ of the system (5.14), with $\Phi_{\mathrm{S}}$ and $\Psi_{\mathrm{S}}$ defined as in (5.15). We apply the commutator argument to $\mathcal{E}_{\bar{m}}$ as defined in (5.9) with $\bar{m}=2$, with the differential operator on the velocity space defined as

$$
\mathcal{D}=\left[\begin{array}{cc}
\mathrm{Id} & -\nabla^{2} \\
-\nabla^{2} & -\frac{1}{\beta} \mathrm{Id}
\end{array}\right],
$$

and $\mathcal{D}_{p}$ the corresponding differential operator on the pressure space; here, Id represents the identity operator. Employing stable finite elements and working as in Section 5.3, we obtain the following expression for (5.11):

$$
\widehat{S}_{\mathcal{A}, \mathrm{S}}=\left[\begin{array}{cc}
K_{p} & 0  \tag{5.33}\\
0 & K_{p}
\end{array}\right]\left[\begin{array}{cc}
M_{p} & K_{p} \\
K_{p} & -M_{\beta, p}
\end{array}\right]^{-1}\left[\begin{array}{cc}
M_{p} & 0 \\
0 & M_{p}
\end{array}\right] \approx S_{\mathcal{A}, \mathrm{S}},
$$

where we set $M_{\beta, p}=\frac{1}{\beta} M_{p}$. We approximate the actions of $M_{p}^{-1}$ by a fixed number of Chebyshev semi-iteration, and of $K_{p}^{-1}$ by the action of a multigrid routine, for example.

Before moving to find an approximation to the Schur complements for the instationary case, we would like to show the effectiveness of our approach for the stationary problem. In Figure 5.1, we report the eigenvalues of the matrix $\widehat{S}_{\mathcal{A}, \mathrm{S}}^{-1} S_{\mathcal{A}, \mathrm{S}}$, for level of refinement $\mathrm{l}=5$, and for some range of $\beta$, where 1 represents a (spatial) uniform grid of mesh-size $h=2^{1-1}$ for $\mathbf{Q}_{1}$ basis functions, and $h=2^{-1}$ for $\mathbf{Q}_{2}$ elements, in each dimension. Here, the matrix $\widehat{S}_{\mathcal{A}, \mathrm{S}}$ denotes the Schur complement approximation derived above when "pinning" the value of one of the nodes of the matrix $K_{p}$, for each $K_{p}$ in $\operatorname{blkdiag}\left(K_{p}, K_{p}\right)$.

Figure 5.1: Commutator approximation for stationary Stokes control. Eigenvalues of $\widehat{S}_{\mathcal{A}, \mathrm{S}}^{-1} S_{\mathcal{A}, \mathrm{S}}$, with $\Omega=(-1,1)^{2}$, for $\beta=10^{-j}, j=0,2,4,6$, and $\mathrm{l}=5$.


We note that there is a strong cluster of eigenvalues around 0.5 and around 1 . In addition, we note that the real part of the (non-zero) eigenvalues of $\widehat{S}_{\mathcal{A}, \mathrm{S}}^{-1} S_{\mathcal{A}, \mathrm{S}}$ are all clustered between 0.2 and 1 , independently of the regularization parameter $\beta$. We would like to mention that in Figure 5.1 we have two zero eigenvalues in each plot, for the matrix $B^{\top}$ not being of full rank. Specifically, for enclosed flow we have $\operatorname{null}\left(B^{\top}\right)=\{\mathbf{1}\}$ for standard Lagrangian finite elements, where $\mathbf{1}$ is the vector of all ones, implying that the Schur complement $S_{\mathcal{A}, S}$ has exactly two zero eigenvalues. In addition, from here we expect the Schur complements arising from the instationary case to have a number of zero eigenvalues proportional to the number of time steps. Specifically, the number of zero eigenvalues of $S_{\mathcal{A}, \mathrm{BE}}$ is $2\left(n_{t}+1\right)$, whereas the ones of $S_{\mathcal{A}, \mathrm{CN}}$ are $2 n_{t}$, where $n_{t}$ is the number of time steps. Finally, we would like to note that, since both the Schur complement $S_{\mathcal{A}, \mathrm{S}}$
and its approximation $\widehat{S}_{\mathcal{A}, \mathrm{S}}$ are indefinite, we cannot expect the eigenvalues of $\widehat{S}_{\mathcal{A}, \mathrm{S}}^{-1} S_{\mathcal{A}, \mathrm{S}}$ to be real.

## Instationary Stokes Control with Backward Euler

We now derive an efficient approximation to the Schur complement $S_{\mathcal{A}, \mathrm{BE}}=$ $\Psi_{\mathrm{BE}}\left(\Phi_{\mathrm{BE}}\right)^{-1} \Psi_{\mathrm{BE}}^{\top}$ of (5.22). As above, we apply the commutator argument (5.9); however, we do not consider the heat equation as part of the differential operator $\mathcal{D}$, but rather employ an operator that "mimics" the blocks of $\Phi_{\mathrm{BE}}$ defined in (5.23). With this aim, we consider (5.9) with $\bar{m}=2\left(n_{t}+1\right)$ and the differential operator:

$$
\mathcal{D}=\left[\begin{array}{ll}
\mathcal{D}_{\mathrm{BE}}^{1,1} & \mathcal{D}_{\mathrm{BE}}^{1,2} \\
\mathcal{D}_{\mathrm{BE}}^{2,1} & \mathcal{D}_{\mathrm{BE}}^{2,2}
\end{array}\right],
$$

where $\mathcal{D}_{\mathrm{BE}}^{1,1}=\tau I_{n_{t}+1,1} \otimes \mathrm{Id}, \mathcal{D}_{\mathrm{BE}}^{2,2}=-\frac{\tau}{\beta} I_{n_{t}+1,2} \otimes \mathrm{Id}$, and

$$
\mathcal{D}_{\mathrm{BE}}^{1,2}=\left[\begin{array}{cccc}
\mathcal{D}_{\mathrm{BE}} & -\mathrm{Id} & & \\
& \ddots & \ddots & \\
& & \mathcal{D}_{\mathrm{BE}} & -\mathrm{Id} \\
& & & \mathcal{D}_{\mathrm{BE}}
\end{array}\right], \quad \mathcal{D}_{\mathrm{BE}}^{2,1}=\left[\begin{array}{cccc}
\mathcal{D}_{\mathrm{BE}} & & & \\
-\mathrm{Id} & \mathcal{D}_{\mathrm{BE}} & & \\
& \ddots & \ddots & \\
& & -\mathrm{Id} & \mathcal{D}_{\mathrm{BE}}
\end{array}\right],
$$

with $\mathcal{D}_{\mathrm{BE}}=-\tau \nabla^{2}+$ Id. As above, we define $\mathcal{D}_{p}$ as the corresponding differential operator on the pressure space. Discretizing (5.9) and observing that $S_{\mathcal{A}, \mathrm{BE}}=$ $\tau^{2} \vec{B} \mathbf{D}^{-1} \vec{B}^{\top}$, with $\mathbf{D}$ the discretization of the differential operator $\mathcal{D}$ and $\vec{B}=$ $I_{2\left(n_{t}+1\right)} \otimes B$, we obtain the following approximation:

$$
\widehat{S}_{\mathcal{A}, \mathrm{BE}}=\tau^{2} \mathcal{K}_{p}^{\mathrm{BE}}\left[\begin{array}{cc}
D_{p, \mathrm{BE}}^{1,1} & D_{p, \mathrm{BE}}^{1,2} \\
D_{p, \mathrm{BE}}^{2,1} & D_{p, \mathrm{BE}}^{2,2}
\end{array}\right]^{-1} \mathcal{M}_{p}^{\mathrm{BE}} \approx S_{\mathcal{A}, \mathrm{BE}}
$$

Here, we set

$$
\begin{array}{cl}
\mathcal{K}_{p}^{\mathrm{BE}}=I_{2\left(n_{t}+1\right)} \otimes K_{p}, & \mathcal{M}_{p}^{\mathrm{BE}}=I_{2\left(n_{t}+1\right)} \otimes M_{p}, \\
\mathcal{D}_{p, \mathrm{BE}}^{1,1}=\tau I_{n_{t}+1,1} \otimes M_{p}, & \mathcal{D}_{p, \mathrm{BE}}^{2,2}=-\frac{\tau}{\beta} I_{n_{t}+1,2} \otimes M_{p},
\end{array}
$$

and

$$
D_{p, \mathrm{BE}}^{1,2}=\left[\begin{array}{cccc}
L_{p}^{\mathrm{BE}}-M_{p} & & \\
& \ddots & \ddots & \\
& & L_{p}^{\mathrm{BE}} & -M_{p} \\
& & & L_{p}^{\mathrm{BE}}
\end{array}\right], \quad D_{p, \mathrm{BE}}^{2,1}=\left[\begin{array}{cccc}
L_{p}^{\mathrm{BE}} & & & \\
-M_{p} & L_{p}^{\mathrm{BE}} & & \\
& \ddots & \ddots & \\
& & -M_{p} & L_{p}^{\mathrm{BE}}
\end{array}\right]
$$

with $L_{p}^{\mathrm{BE}}=\tau K_{p}+M_{p}$. As above, $M_{p}^{-1}$ and $K_{p}^{-1}$ are approximated, for example, by a fixed number of Chebyshev semi-iteration and by the action of a multigrid routine, respectively.

Before moving to find an approximation to the Schur complement arising from the application of Crank-Nicolson in time, we would like to make some
remarks on the differential operator $\mathcal{D}$ employed in the commutator argument above. As we mentioned, rather than considering the heat equation as part of the differential operator, we have chosen $\mathcal{D}$ in such a way that mimics the blocks of $\Phi_{\mathrm{BE}}$. We made this choice to address two not obvious questions, both related to the time discretization. In fact, one may decide to employ a different scheme to discretize the time derivative (for instance, Crank-Nicolson), and this will lead to a linear system with different spectral properties to the one desired. Alternatively, one can choose to discretize the time interval into $\bar{n}_{t}$ subintervals, with $\bar{n}_{t} \neq n_{t}$, with a similar result on the approximation obtained. In practice, we have chosen $\mathcal{D}$ as a spatial differential operator that does not account for the time discretization used. In addition, our choice of $\mathcal{D}$ avoids us having to impose artificial initial and final time conditions on the pressure space. We would like to mention that those conditions would have been imposed only in the definition of the preconditioning operator, meaning that we would not have modified the right-hand side of the whole system. A similar argument can be made for the Crank-Nicolson discretization.

## Instationary Stokes Control with Crank-Nicolson

As we have done for the Schur complement arising from the backward Euler discretization, we apply the commutator argument (5.9), employing a differential operator $\mathcal{D}$ that mimics the blocks of a suitable matrix. Before presenting $\mathcal{D}$, we note that the Schur complement $S_{\mathcal{A}, \mathrm{CN}}=\Psi_{\mathrm{CN}}\left(\Phi_{\mathrm{CN}}\right)^{-1} \Psi_{\mathrm{CN}}^{\top}$ can be rewritten as

$$
S_{\mathcal{A}, \mathrm{CN}}=\left[\begin{array}{cc}
T_{3} & 0 \\
0 & T_{4}
\end{array}\right]\left[\begin{array}{cc}
\widetilde{\mathcal{B}}^{\mathrm{CN}} & 0 \\
0 & \widetilde{\mathcal{B}}^{\mathrm{CN}}
\end{array}\right]\left[\begin{array}{cc}
\widetilde{\mathcal{M}}^{\mathrm{CN}} & \left(\widetilde{\mathcal{L}}^{\mathrm{CN}}\right)^{\top} \\
\widetilde{\mathcal{L}}^{\mathrm{CN}} & -\widetilde{\mathcal{M}}_{\beta}^{\mathrm{CN}}
\end{array}\right]^{-1}\left[\begin{array}{cc}
\widetilde{\mathcal{B}}^{\mathrm{CN}} & 0 \\
0 & \widetilde{\mathcal{B}}^{\mathrm{CN}}
\end{array}\right]^{\top} .
$$

We now consider (5.9) with $\bar{m}=2 n_{t}$ and the differential operator

$$
\mathcal{D}=\left[\begin{array}{ll}
\mathcal{D}_{\mathrm{CN}}^{1,1} & \mathcal{D}_{\mathrm{CN}}^{1,2} \\
\mathcal{D}_{\mathrm{CN}}^{2,1} & \mathcal{D}_{\mathrm{CN}}^{2,2}
\end{array}\right],
$$

where $\mathcal{D}_{\mathrm{CN}}^{1,1}=\frac{\tau}{2} I_{n_{t}, 4}^{\top} \otimes \mathrm{Id}, \mathcal{D}_{\mathrm{CN}}^{2,2}=-\frac{\tau}{2 \beta} I_{n_{t}, 4} \otimes \mathrm{Id}$, and

$$
\mathcal{D}_{\mathrm{CN}}^{1,2}=\left[\begin{array}{cccc}
\mathcal{D}^{+} & \mathcal{D}^{-} & & \\
& \ddots & \ddots & \\
& & \mathcal{D}^{+} & \mathcal{D}^{-} \\
& & & \mathcal{D}^{+}
\end{array}\right], \quad \mathcal{D}_{\mathrm{CN}}^{2,1}=\left[\begin{array}{llll}
\mathcal{D}^{+} & & & \\
\mathcal{D}^{-} & \mathcal{D}^{+} & & \\
& \ddots & \ddots & \\
& & \mathcal{D}^{-} & \mathcal{D}^{+}
\end{array}\right]
$$

with $\mathcal{D}^{ \pm}=-\frac{\tau}{2} \nabla^{2} \pm$ Id. Again, we define $\mathcal{D}_{p}$ as the corresponding differential operator on the pressure space. Proceeding as above, we then derive the following approximation:

Here, we set

$$
\begin{aligned}
\mathcal{K}_{p}^{\mathrm{CN}}=I_{2 n_{t}} \otimes K_{p}, & \mathcal{M}_{p}^{\mathrm{CN}}=I_{2 n_{t}} \otimes M_{p}, \\
\mathcal{D}_{p, \mathrm{CN}}^{1,1}=\frac{\tau}{2} I_{n_{t}, 4}^{\top} \otimes M_{p}, & \mathcal{D}_{p, \mathrm{CN}}^{2,2}=-\frac{\tau}{2 \beta} I_{n_{t}, 4} \otimes M_{p}
\end{aligned}
$$

and

$$
D_{p, \mathrm{CN}}^{1,2}=\left[\begin{array}{cccc}
L_{p}^{+} & L_{p}^{-} & & \\
& \ddots & \ddots & \\
& & L_{p}^{+} & L_{p}^{-} \\
& & & L_{p}^{+}
\end{array}\right], \quad D_{p, \mathrm{CN}}^{2,1}=\left[\begin{array}{cccc}
L_{p}^{+} & & & \\
L_{p}^{-} & L_{p}^{+} & & \\
& \ddots & \ddots & \\
& & L_{p}^{-} & L_{p}^{+}
\end{array}\right]
$$

with $L_{p}^{ \pm}=\frac{\tau}{2} K_{p} \pm M_{p}$.
Remark 7. To summarize, aside from matrix-vector products, the main computational work for our Crank-Nicolson preconditioner involves $n_{t}$ applications of Chebyshev semi-iteration to $\mathbf{M}$ and $2 n_{t}$ multigrid processes per Uzawa or inner GMRES iteration, in addition to $2 n_{t}$ applications of Chebyshev semi-iteration to $M_{p}$ and $2 n_{t}$ multigrid processes for $K_{p}$ to approximate the Schur complement. This is a similar computational workload as for the backward Euler preconditioner, as the latter requires $n_{t}+1$ applications of Chebyshev semi-iteration and $2\left(n_{t}+1\right)$ applications of a multigrid process per Uzawa or inner GMRES iteration, and $2\left(n_{t}+1\right)$ approximations of $M_{p}$ and $K_{p}$ for the Schur complement approximation.

### 5.6 Numerical Results

We now demonstrate the effectiveness of our preconditioners by presenting numerical results. In all our tests, $d=2$ (that is, $x=\left[x_{1}, x_{2}\right]^{\top}$ ), and $\Omega=(-1,1)^{2}$. We employ inf-sup stable Taylor-Hood $\mathbf{Q}_{2}-\mathbf{Q}_{1}$ finite elements in the spatial dimensions, with level of refinement 1 representing a (spatial) uniform grid of mesh-size $h=2^{1-1}$ for $\mathbf{Q}_{1}$ basis functions, and $h=2^{-1}$ for $\mathbf{Q}_{2}$ elements, in each dimension.

As our preconditioners are non-symmetric and require an inner solve for the (1,1)-block, for the outer solver we apply flexible GMRES [155] restarted every 10 iterations, up to a tolerance $10^{-6}$ on the relative residual (unless otherwise stated). Our implementation is based on the flexible GMRES routine in the TT-Toolbox [127]. As we mentioned, we can approximately invert the ( 1,1 )block by employing a fixed number of Uzawa or GMRES iterations. Although the preconditioner derived above for the (1,1)-block of stationary Stokes control can be employed within an Uzawa iteration, we report only results when using GMRES, and apply both methods only in the instationary case. Specifically, to apply the approximate inverse of the $(1,1)$-block, we take 5 iterations of GMRES (or Uzawa when specified). We employ the GMRES routine implemented in MATLAB. We apply 20 steps of Chebyshev semi-iteration to mass matrices (on the velocity or pressure space); we use 4 V -cycles of the AGMG routine $[118,121$, $122,123]$ to approximate other matrices constructed on the velocity space, while
employing 2 V-cycles (with 2 symmetric Gauss-Seidel iterations for pre-/postsmoothing) of the HSL_MI20 solver [22] for stiffness matrices on the pressure space within our Schur complement approximation.

All tests are run on MATLAB R2018b, using a 1.70 GHz Intel quad-core i5 processor and 8 GB RAM on an Ubuntu 18.04.1 LTS operating system. All CPU times below are reported in seconds.

### 5.6.1 Stationary Stokes Control

We first test our solver on the stationary Stokes control problem (5.1)-(5.2). We set $\vec{f}=\overrightarrow{0}, \vec{v}_{d}=\overrightarrow{0}$, and

$$
\vec{g}= \begin{cases}{[1,0]^{\top}} & \text { on } \partial \Omega_{1}:=(-1,1) \times\{1\} \\ {[0,0]^{\top}} & \text { on } \partial \Omega \backslash \partial \Omega_{1} .\end{cases}
$$

In Table 5.1 we report the number of GMRES iterations and the elapsed CPU time, together with the degrees of freedom for the stationary Stokes control problem considered, for different levels of refinement 1 , and values of $\beta$.

Table 5.1: Degrees of freedom (DoF), GMRES iterations, and CPU times for stationary Stokes control problem, for a range of 1 and $\beta$.

| 1 | DoF | $\beta=10^{0}$ |  | $\beta=10^{-1}$ |  | $\beta=10^{-2}$ |  | $\beta=10^{-3}$ |  | $\beta=10^{-4}$ |  | $\beta=10^{-5}$ |  | $\beta=10^{-6}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU |
| 3 | 1062 | 15 | 0.34 | 18 | 0.41 | 17 | 0.32 | 16 | 0.31 | 15 | 0.27 | 13 | 0.09 | 10 | , |
| 4 | 4422 | 15 | 0.89 | 19 | 1.10 | 18 | 0.98 | 16 | 0.78 | 16 | 0.97 | 15 | 0.80 | 14 | 0.66 |
| 5 | 18,054 | 20 | 4.07 | 20 | 4.06 | 23 | 4.69 | 16 | 3.18 | 16 | 2.9 | 16 | 2.8 | 15 | 2. |
| 6 | 72,966 | 26 | 24.0 | 33 | 30.2 | 23 | 20.9 | 19 | 17.2 | 16 | 14.2 | 16 | 13.5 | 15 | 12.2 |
| 7 | 293,382 | 27 | 97.2 | 27 | 96.2 | 29 | 103 | 22 | 77.1 | 17 | 59.1 | 14 | 47.9 | 17 | 57 |
| 8 | 1,176,582 | 36 | 594 | 37 | 612 | 36 | 594 | 26 | 428 | 20 | 330 | 18 | 296 | 15 | 246 |

Table 5.1 demonstrates the robustness of our proposed preconditioner. The numbers of iterations are roughly constant, showing a slight increase only for large values of $\beta$. The CPU time scales approximately linearly with respect to the dimension of the systems, with a marginal increase for very fine grids; in this case we observe that the AGMG multigrid routine does not scale exactly linearly.

### 5.6.2 Instationary Stokes Control

We now test the robustness of our solver on the instationary Stokes control problem (5.3)-(5.4), where we set $t_{f}=2, \vec{f}(x, t)=\overrightarrow{0}$, the initial condition $\vec{v}_{0}(x)=\overrightarrow{0}$, and boundary conditions

$$
\vec{g}(x, t)= \begin{cases}{[t, 0]^{\top}} & \text { on } \partial \Omega_{1} \times(0,1), \\ {[1,0]^{\top}} & \text { on } \partial \Omega_{1} \times\left[1, t_{f}\right), \\ {[0,0]^{\top}} & \text { on }\left(\partial \Omega \backslash \partial \Omega_{1}\right) \times\left(0, t_{f}\right) .\end{cases}
$$

We present results obtained when employing backward Euler and Crank-Nicolson discretizations in time, when applying both Uzawa and GMRES for approximating the inverse of the ( 1,1 )-block of the corresponding matrices. Setting

$$
\begin{aligned}
& c_{1}=1-\sqrt{\left(\frac{100}{49}\left(x_{1}-\frac{1}{2}\right)\right)^{2}+\left(\frac{100}{99} x_{2}\right)^{2}}, \\
& c_{2}=1-\sqrt{\left(\frac{100}{49}\left(x_{1}+\frac{1}{2}\right)\right)^{2}+\left(\frac{100}{99} x_{2}\right)^{2}},
\end{aligned}
$$

we seek the (divergence-free) desired state:

$$
\vec{v}_{d}(x, t)= \begin{cases}c_{1} \cos \left(\frac{\pi t}{2}\right)\left[\left(\frac{100}{99}\right)^{2} x_{2},-\left(\frac{100}{49}\right)^{2}\left(x_{1}-\frac{1}{2}\right)\right]^{\top} & \text { if } c_{1} \geqslant 0, \\ c_{2} \cos \left(\frac{\pi t}{2}\right)\left[-\left(\frac{100}{99}\right)^{2} x_{2},\left(\frac{100}{49}\right)^{2}\left(x_{1}+\frac{1}{2}\right)\right]^{\top} & \text { if } c_{2} \geqslant 0, \\ {[0,0]^{\top}} & \text { otherwise. }\end{cases}
$$

## Backward Euler for Instationary Stokes Control

We first report the results obtained when employing the backward Euler scheme in time. In Table 5.2 we provide the number of GMRES iterations and the elapsed CPU time, together with the degrees of freedom for the instationary Stokes control problem with backward Euler in time, when GMRES is employed as the inner solver to approximately invert the $(1,1)$-block $\Phi_{\mathrm{BE}}$. For this test, we choose the time-step $\tau=0.05$ (that is, $n_{t}=40$ ), while the level of refinement 1 refers to a spatial uniform grid constructed as above. We report the results for different levels of refinement 1 and regularization parameters $\beta$. In Table 5.3 we provide the number of GMRES iterations and the elapsed CPU time, together with the degrees of freedom for the instationary Stokes control problem with backward Euler applied in time, when Uzawa iteration is employed as the inner solver for approximately inverting the (1,1)-block $\Phi_{\mathrm{BE}}$. Here, we fix the level of refinement $1=5$, and report the results for different values of $n_{t}$ and $\beta$.

Table 5.2: Degrees of freedom (DoF), GMRES iterations, and CPU times for instationary Stokes control problem with backward Euler in time, with GMRES as the inner solver for $\Phi_{\mathrm{BE}}$, and $n_{t}=40$, for a range of 1 and $\beta$.

| 1 | DoF | $\beta=10^{0}$ |  | $\beta=10^{-1}$ |  | $\beta=10^{-2}$ |  | $\beta=10^{-3}$ |  | $\beta=10^{-4}$ |  | $\beta=10^{-5}$ |  | $\beta=10^{-6}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU |
| 2 | 10,086 | 15 | 5.79 | 16 | 6.10 | 18 | 6.87 | 17 | 6.44 | 15 | 5.67 | 14 | 5.34 | 20 | 7.61 |
| 3 | 43,542 | 16 | 14.0 | 18 | 16.0 | 19 | 15.3 | 16 | 13.8 | 16 | 12.6 | 16 | 6.07 | 22 | 13.6 |
| 4 | 181,302 | 16 | 36.7 | 19 | 43.5 | 19 | 42.0 | 17 | 44.7 | 17 | 43.7 | 17 | 41.1 | 22 | 49.1 |
| 5 | 740,214 | 16 | 155 | 22 | 211 | 20 | 191 | 17 | 160 | 17 | 150 | 17 | 150 | 21 | 156 |
| 6 | 2,991,606 | 25 | 1123 | 24 | 1080 | 23 | 1027 | 17 | 754 | 16 | 709 | 17 | 725 | 22 | 932 |

From Tables 5.2-5.3 we observe that our solvers demonstrate mesh- and parameter-robustness, for wide variations of $n_{t}, 1$, and $\beta$. The CPU times scale approximately linearly with respect to degrees of freedom, except for very fine grids. In particular, from Table 5.2 we see that, as we refine the spatial grid,

Table 5.3: Degrees of freedom (DoF), GMRES iterations, and CPU times for instationary Stokes control problem with backward Euler in time, with Uzawa as the inner solver for $\Phi_{\mathrm{BE}}$, and $\mathrm{l}=5$, for a range of $n_{t}$ and $\beta$.

| $n_{t}$ | DoF | $\beta=10^{0}$ |  | $\beta=10^{-1}$ |  | $\beta=10^{-2}$ |  | $\beta=10^{-3}$ |  | $\beta=10^{-4}$ |  | $\beta=10^{-5}$ |  | $\beta=10^{-6}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | it | CPU | it | CPU | it | CPU | it | CP | it | CPU | it | CPU | it | CPU |
| 10 | 198,5 | 14 | 26.0 | 15 | 28.3 | 17 | 31 | 17 | 31 | 18 | 31.6 | 21 | 36.6 | 40 | 60.1 |
| 20 | 37 | 14 | 51. | 15 | 54. | 17 | 60. | 17 | 60 | 17 | 56 | 18 | 59 | 29 | 80.8 |
| 40 | 740,214 | 15 | 103 | 15 | 103 | 16 | 110 | 17 | 115 | 17 | 107 | 18 | 13 | 22 | 6 |
| 80 | 1,462,374 | 15 | 201 | 15 | 202 | 16 | 213 | 17 | 22 | 17 | 21 | 17 | 2 | 18 | 187 |
| 60 | 2,906,69 | 15 | 37 | 15 | 377 | 16 | 400 | 17 | 42 | 17 | 426 | 17 | 41 |  | 370 |

the number of degrees of freedom increases by a factor of 4, and so do the CPU times. In addition, from Table 5.3 we see that, as we double the number of time steps, the number of degrees of freedom is doubled, with a similar effect on the CPU times.

## Crank-Nicolson for Instationary Stokes Control

We now test our solver when applying Crank-Nicolson in time. Here, for level of refinement 1 we divide the time interval into subintervals of length $2^{1-1}$ and consider a spatial uniform grid of refinement level l. Before showing the robustness of our solver by solving the problem above, we test our solver on the instationary Stokes control problem (5.3)-(5.4), for an artificial problem with exact solution. This will allow us to verify the predicted order of convergence of the Crank-Nicolson method. We take $t_{f}=2$, the desired state

$$
\begin{aligned}
\vec{v}_{d}\left(x_{1}, x_{2}, t\right)= & 4 \beta[
\end{aligned} x_{2}\left(2\left(3 x_{1}^{2}-1\right)\left(x_{2}^{2}-1\right)+3\left(x_{1}^{2}-1\right)^{2}\right), ~ \begin{aligned}
& \\
&\left.\quad x_{1}\left(3\left(x_{2}^{2}-1\right)^{2}+2\left(x_{1}^{2}-1\right)\left(3 x_{2}^{2}-1\right)\right)\right]^{\top} \\
&+ e^{t_{f}-t}\left[20 x_{1} x_{2}^{3}+2 \beta x_{2}\left(\left(x_{1}^{2}-1\right)^{2}\left(x_{2}^{2}-7\right)-4\left(3 x_{1}^{2}-1\right)\left(x_{2}^{2}-1\right)+2\right),\right. \\
&\left.5\left(x_{1}^{4}-x_{2}^{4}\right)-2 \beta x_{1}\left(\left(x_{2}^{2}-1\right)^{2}\left(x_{1}^{2}-7\right)-4\left(x_{1}^{2}-1\right)\left(3 x_{2}^{2}-1\right)-2\right)\right]^{\top},
\end{aligned}
$$

and the force function

$$
\begin{aligned}
\vec{f}\left(x_{1}, x_{2}, t\right)= & e^{t_{f}-t}\left[-20 x_{1} x_{2}^{3}-2 x_{2}\left(x_{1}^{2}-1\right)^{2}\left(x_{2}^{2}-1\right),\right. \\
& \left.5\left(x_{2}^{4}-x_{1}^{4}\right)+2 x_{1}\left(x_{1}^{2}-1\right)\left(x_{2}^{2}-1\right)^{2}\right]^{\top} \\
& +\left[2 x_{2}\left(x_{1}^{2}-1\right)^{2}\left(x_{2}^{2}-1\right),-2 x_{1}\left(x_{1}^{2}-1\right)\left(x_{2}^{2}-1\right)^{2}\right]^{\top} .
\end{aligned}
$$

The analytic solutions for this problem are:

$$
\begin{aligned}
& \vec{v}\left(x_{1}, x_{2}, t\right)=e^{t_{f}-t}\left[20 x_{1} x_{2}^{3}, 5 x_{1}^{4}-5 x_{2}^{4}\right]^{\top}, \\
& p\left(x_{1}, x_{2}, t\right)=e^{t_{f}-t}\left(60 x_{1}^{2} x_{2}-20 x_{2}^{3}\right)+\text { constant }, \\
& \vec{\zeta}\left(x_{1}, x_{2}, t\right)=\beta\left(e^{t_{f}-t}-1\right)\left[2 x_{2}\left(x_{1}^{2}-1\right)^{2}\left(x_{2}^{2}-1\right),-2 x_{1}\left(x_{1}^{2}-1\right)\left(x_{2}^{2}-1\right)^{2}\right]^{\top}, \\
& \mu\left(x_{1}, x_{2}, t\right)=\beta e^{t_{f}-t}\left(4 x_{1} x_{2}\right)+\text { constant },
\end{aligned}
$$

with initial and boundary conditions obtained from this $\vec{v}$. Here, up to a timedependent function the state velocity and pressure are the solutions of the (forward) Stokes equations presented in [120, Section 3.1]. In Table 5.4 we report the level of refinement 1 , the number of GMRES iterations ${ }^{6}$, the CPU time, and the resulting errors for different values of $\beta$. The error is evaluated in the $L^{\infty}\left(L^{2}\right)$ norm, approximated for $\vec{v}$ as

$$
\vec{v}_{\mathrm{err}}=\max _{n}\left[\left(\boldsymbol{v}_{n}-\boldsymbol{v}_{\mathrm{sol}, n}\right)^{\top} \mathbf{M}\left(\boldsymbol{v}_{n}-\boldsymbol{v}_{\mathrm{sol}, n}\right)\right]^{1 / 2},
$$

where $\boldsymbol{v}_{\text {sol }, n}$ is the discretized exact solution for $\vec{v}$ at time $t_{n}$. In the same way we define the error for the adjoint velocity $\vec{\zeta}_{\text {err }}$. Finally, for the total size of the systems solved, we refer the reader to Table 5.5.

Table 5.4: GMRES iterations, CPU times, and errors for instationary Stokes control problem, solved using Crank-Nicolson, with GMRES as the inner solver for $\Phi_{\mathrm{CN}}$, for a range of 1 and $\beta$.

|  | $\beta=10^{0}$ |  |  |  | $\beta=10^{-2}$ |  |  |  | $\beta=10^{-4}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | it | CPU | $\vec{v}_{\text {err }}$ | $\vec{\zeta}_{\text {err }}$ | it | CPU | $\vec{v}_{\text {err }}$ | $\vec{\zeta}_{\text {err }}$ | it | CPU | $\vec{v}_{\text {err }}$ | $\vec{\zeta}_{\text {err }}$ |
| 2 | 22 | 0.85 | $4.76 \mathrm{e}-1$ | $2.49 \mathrm{e}-1$ | 22 | 0.79 | $5.66 \mathrm{e}-1$ | $1.16 \mathrm{e}-1$ | 16 | 0.73 | 8.63 e 0 | $5.45 \mathrm{e}-2$ |
| 3 | 22 | 4.28 | $3.34 \mathrm{e}-2$ | $5.68 \mathrm{e}-2$ | 22 | 4.24 | $7.07 \mathrm{e}-2$ | $3.42 \mathrm{e}-2$ | 19 | 3.39 | 2.47 e 0 | $2.67 \mathrm{e}-2$ |
| 4 | 23 | 23.9 | $2.25 \mathrm{e}-3$ | $1.15 \mathrm{e}-2$ | 24 | 24.1 | $7.35 \mathrm{e}-3$ | $7.79 \mathrm{e}-3$ | 20 | 23.2 | $3.73 \mathrm{e}-1$ | $7.30 \mathrm{e}-3$ |
| 5 | 23 | 200 | $1.74 \mathrm{e}-4$ | $2.15 \mathrm{e}-3$ | 27 | 232 | $6.70 \mathrm{e}-4$ | $1.59 \mathrm{e}-3$ | 20 | 162 | $3.84 \mathrm{e}-2$ | $1.55 \mathrm{e}-3$ |
| 6 | 26 | 2082 | $2.16 \mathrm{e}-5$ | $4.00 \mathrm{e}-4$ | 37 | 2960 | $5.97 \mathrm{e}-5$ | $3.02 \mathrm{e}-4$ | 23 | 1830 | $3.38 \mathrm{e}-3$ | $3.00 \mathrm{e}-4$ |

From the discretization errors reported in Table 5.4, we first note that the method is converging at second-order. We experienced similar convergence behaviour for the pressure variables, after shifting the numerical approximation of the pressures at each time step by the values of the corresponding numerical solution at the origin of the axis at the corresponding time step; we shifted the numerical approximation of the pressures as for enclosed flow the pressure solution is only unique up to an additive constant. Secondly, we note that the preconditioner behaves robustly with respect to the level of refinement 1 and the regularization parameter $\beta$, with the number of iterations slightly increasing for very fine grids. The elapsed CPU time scales almost exactly linearly, aside from the AGMG multigrid routine for very fine grids.

We now report the results obtained when applying Crank-Nicolson in time, showing the robustness of our approach by solving the problem defined at the beginning of Section 5.6.2. In Table 5.5 we provide the number of GMRES iterations and the elapsed CPU time, together with the degrees of freedom for the instationary Stokes control problem with Crank-Nicolson in time, when GMRES is employed as the inner solver for approximately inverting the ( 1,1 )-block $\Phi_{\mathrm{CN}}$.

[^5]In Table 5.6 we provide the number of GMRES iterations and the elapsed CPU time, for the instationary Stokes control problem solved using Crank-Nicolson in time, when Uzawa iteration is employed as the inner solver for approximately inverting the (1,1)-block $\Phi_{\mathrm{CN}}$. We again report the results for different levels of refinement 1 and regularization parameters $\beta$. In Figure 5.2 we show the numerical solutions of the state and adjoint velocities $\vec{v}$ and $\vec{\zeta}$, at time $t=1$, and of the pressure $p$, at time $t=1.0625$, for $\beta=10^{-1}$ and $l=4$.

Table 5.5: Degrees of freedom (DoF), GMRES iterations, and CPU times for instationary Stokes control problem, with Crank-Nicolson in time ( $\tau=h$ ), with GMRES as the inner solver for $\Phi_{\mathrm{CN}}$, for a range of 1 and $\beta$.

| 1 | DoF | \| $\beta=10^{0} \beta=10^{-1}$ |  |  |  | $\beta=10^{-2}$ |  | $\beta=10^{-3}$ |  | $\beta=10^{-4}$ |  | $\beta=10^{-5}$ |  | $\beta=10^{-6}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | i | CPU | it. | CPU | it | CPU | it | CPU | it | CPU | it | CPU | t | CPU |
| 2 | 984 | 14 | 0.54 | 15 | 0.68 | 16 | 0.67 | 15 | 0.62 | 12 | 0.50 | 10 | 0.42 | 9 | 0.3 |
| 3 | 8496 | 15 | 2.89 | 16 | 3.11 | 17 | 3.28 | 16 | 2.88 | 15 | 2.69 | 13 | 1.23 | 10 | 1.36 |
| 4 | 70,752 | 16 | 16.5 | 18 | 18.3 | 19 | 18.7 | 16 | 18.3 | 16 | 18.4 | 15 | 16.0 | 13 | 12.6 |
| 5 | 577,728 | 16 | 139 | 19 | 163 | 20 | 171 | 19 | 158 | 16 | 128 | 15 | 119 | 15 | 103 |
| 6 | 4,669,824 | 22 | 1758 | 24 | 1915 | 26 | 2087 | 18 | 1437 | 17 | 1344 | 15 | 1149 | 15 | 1155 |

Table 5.6: GMRES iterations, and CPU times for instationary Stokes control problem, with Crank-Nicolson in time $(\tau=h)$, with Uzawa as the inner solver for $\Phi_{\mathrm{CN}}$, for a range of 1 and $\beta$.

|  | $\beta=10^{0}$ |  |  | $\beta=10^{-2}$ |  | $\beta=10^{-4}$ |  | $\beta=10^{-6}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | it | CPU | it | CPU | it | CPU | it | CPU |  |
| 2 | 16 | 0.39 | 18 | 0.46 | 14 | 0.35 | 10 | 0.31 |  |
| 3 | 16 | 2.20 | 18 | 2.66 | 17 | 2.11 | 12 | 1.13 |  |
| 4 | 16 | 11.8 | 18 | 13.0 | 17 | 14.0 | 15 | 10.6 |  |
| 5 | 15 | 92.0 | 16 | 98.2 | 17 | 96.4 | 17 | 82.7 |  |
| 6 | 14 | 806 | 16 | 918 | 16 | 911 | 17 | 940 |  |

From Tables 5.5-5.6 we observe the mesh- and parameter-robustness of our solvers, with the CPU time scaling approximately linearly with the size of the system, except for very fine grids. Also in this case, we observe that the AGMG multigrid routine does not scale exactly linearly.

### 5.7 Summary and Comments

In this chapter, we presented mesh- and parameter-robust preconditioners for distributed Stokes control problems, of both stationary and instationary type. The preconditioners were based on a generalization of the pressure convectiondiffusion preconditioner, and were applied within the flexible GMRES algorithm,

Figure 5.2: Solution plots for the instationary Stokes control problem, for $\beta=$ $10^{-1}$ and $\mathrm{l}=4$. Top: velocity $\vec{v}$ at $t=1$. Bottom left: pressure $p$ at $t=1.0625$. Bottom right: adjoint velocity $\vec{\zeta}$ at $t=1$.

and in the instationary setting using backward Euler and Crank-Nicolson discretizations in time. Numerical results demonstrated the versatility and effectiveness of this approach when solving a range of huge-scale linear systems. In the following chapter, we will adapt the strategy presented here to the distributed Navier-Stokes control problems, in both the stationary and instationary settings.

Before moving on to next chapter, we would like to devote some discussion to the approach we have outlined above regarding the commutator (5.9), and try to link our work to the inspirational quote of this chapter. For ease of exposition, we will consider only the stationary Stokes control problem, although some of the following comments can also be applied to the instationary case.

Although we were not able to prove any spectral property of the matrix $\widehat{S}_{\mathcal{A}, \mathrm{S}}^{-1} S_{\mathcal{A}, \mathrm{S}}$ due to the indefiniteness of both matrices and hence the presence of complex eigenvalues, we showed (numerically) the robustness of our approach for a wide class of problems. In fact, the number of iterations required to reach a prescribed accuracy was roughly constant for the tests presented. In addition, in Figure 5.1 we reported the eigenvalues of the matrix $\widehat{S}_{\mathcal{A}, \mathrm{S}}^{-1} S_{\mathcal{A}, \mathrm{S}}$, for $1=5$, and for
some range of $\beta$. As we observed, the real part of the (non-zero) eigenvalues of $\widehat{S}_{\mathcal{A}, \mathrm{S}}^{-1} S_{\mathcal{A}, \mathrm{S}}$ are all clustered between 0.2 and 1 , independently of the regularization parameter $\beta$. We want to mention that we obtained similar results also for different level of grid refinement l. For a diligent eye, the eigenvalue distributions shown in Figure 5.1 are even more interesting: it seems that the real part of the non-zero eigenvalues of $\widehat{S}_{\mathcal{A}, \mathrm{S}}^{-1} S_{\mathcal{A}, \mathrm{S}}$ lie in an interval whose endpoints depend on an inf-sup constant and on a boundedness constant (as for the forward Stokes equations). For this reason, in Figure 5.3 we report the eigenvalues of the matrix $\widehat{S}_{\mathcal{A}, \mathrm{S}}^{-1} S_{\mathcal{A}, \mathrm{S}}$, for $\beta=10^{-2}$, together with the eigenvalues of $M_{p}^{-1}\left(B \mathbf{K}^{-1} B^{\top}\right)$, for level of refinement $1=5$. From Figure 5.3, we do believe that further investigation would be of interest in order to understand the effectiveness of the approach devised in this chapter, specifically if it is possible to prove some bounds on the real parts of the eigenvalues of $\widehat{S}_{\mathcal{A}, \mathrm{S}}^{-1} S_{\mathcal{A}, \mathrm{S}}$.

Figure 5.3: Commutator approximations for stationary Stokes control and stationary Stokes equations, with $\Omega=(-1,1)^{2}$. In blue, eigenvalues of $\widehat{S}_{\mathcal{A}, \mathrm{S}}^{-1} S_{\mathcal{A}, \mathrm{S}}$, for $\beta=10^{-2}$, and $\mathbf{l}=5$. In red, eigenvalues of $M_{p}^{-1}\left(B \mathbf{K}^{-1} B^{\top}\right)$, for $1=5$.


Finally, we have a last comment on the preconditioners derived in this chapter. As we mentioned above, we have employed GMRES as the Krylov solver due to the preconditioners not being symmetric. However, it is worth noting that we did so only to obtain more flexibility within the preconditioners. In fact, what we really lost in our commutator-based approach is not the symmetry of the preconditioners, but their positive definiteness. In order to show this, we consider again the stationary Stokes control problem.

Let us consider the discrete optimality conditions (5.14) of the stationary Stokes control problem. The starting point of our preconditioner was the (ideal) block triangular matrix

$$
\mathcal{P}_{1}=\left[\begin{array}{cc}
\Phi_{\mathrm{S}} & 0 \\
\Psi_{\mathrm{S}} & -S_{\mathcal{A}, \mathrm{S}}
\end{array}\right] .
$$

We then derived approximation of the (1,1)-block $\Phi_{\mathrm{S}}$ and the Schur complement $S_{\mathcal{A}, \mathrm{S}}$. The latter lead to the approximation $\widehat{S}_{\mathcal{A}, \mathrm{S}}$ defined in (5.33). We know that the matrix $K_{p}$ may be not invertible in its classical form, as it represents a discrete (negative) Laplacian when Neumann boundary conditions are imposed.

Again, we suppose that $K_{p}$ is invertible, for example by "pinning" the value of one of the nodes. Then, we may write the inverse of $\widehat{S}_{\mathcal{A}, \mathrm{S}}$ as follows:

$$
\begin{aligned}
\widehat{S}_{\mathcal{A}, \mathrm{S}}^{-1} & =\left[\begin{array}{cc}
M_{p} & 0 \\
0 & M_{p}
\end{array}\right]^{-1}\left[\begin{array}{cc}
M_{p} & K_{p} \\
K_{p} & -M_{\beta, p}
\end{array}\right]\left[\begin{array}{cc}
K_{p} & 0 \\
0 & K_{p}
\end{array}\right]^{-1} \\
& =\left[\begin{array}{cc}
K_{p}^{-1} & M_{p}^{-1} \\
M_{p}^{-1} & -K_{\beta, p}^{-1}
\end{array}\right],
\end{aligned}
$$

where we set $K_{\beta, p}^{-1}=\frac{1}{\beta} K_{p}^{-1}$. From here, it is clear that the Schur complement approximation $\widehat{S}_{\mathcal{A}, \mathrm{S}}$ we found is symmetric indefinite, as it is the "inverse" of a symmetric indefinite matrix. Recalling that also the $(1,1)$-block $\Phi_{\mathrm{S}}$ is symmetric indefinite, we may conclude that the block diagonal preconditioner $\widehat{\mathcal{P}}_{3}$ defined as

$$
\hat{\mathcal{P}}_{3}=\left[\begin{array}{cc}
\Phi_{\mathrm{S}} & 0 \\
0 & \widehat{S}_{\mathcal{A}, \mathrm{S}}
\end{array}\right]
$$

is symmetric indefinite in this setting. A similar discussion also holds for the instationary case. In practice, in order to obtain a more flexible solver, we had to "give in return" some other property: the positive definiteness of our preconditioners.

## Chapter 6

## Preconditioning Stationary and Instationary Navier-Stokes Control Problems


#### Abstract

"Tu saresti capace di piantare tutto e ricominciare la vita da capo? E scegliere una cosa, una cosa sola e di essere fedele a quella? Riuscire a farla diventare la ragione della tua vita, una cosa che raccolga tutto, che diventi tutto proprio perché è la tua fedeltà che la fa diventare infinita. Saresti capace?" ["Would you be able to give up everything, to start life all over again... to choose one thing, just one thing, and be faithful to it... to make it the thing that gives meaning to your life... something that contains everything else... that becomes everything else just because of your boundless faith in it? Could you do that?"]


- Federico Fellini, $8^{1 ⁄ 2} 2$

The solution strategies that we have devised so far required only a linear solver for the discrete optimality conditions of the problem under examination, until a specified tolerance on the relative residual is reached. We were able to use this condition because all the problems treated in the previous chapters were characterized by linear PDEs as constraints with no additional algebraic constraints on the state and/or the control variables. As opposed to those problems, the ones we tackle in the following two chapters will require us to run a non-linear process, either due to the PDEs considered being non-linear, or due to additional constraints being imposed on the variables.

In this chapter we will deal with the distributed control of the incompressible Navier-Stokes equations, in both the stationary and time-dependent settings. The incompressible Navier-Stokes equations are non-linear PDEs that describe the motion of an incompressible, viscous Newtonian fluid flow, in case the convection of the fluid plays a non-negligible role in the physics. Due to the nonlinearity involved, to find a solution linearizations of the constrained problem need to be repeatedly solved until a sufficient reduction on the non-linear residual is achieved [82, 84, 145]. This has motivated researchers to devise solvers for
this type of problem which exhibit robustness with respect to all the parameters involved; see [84] for a robust multigrid method applied to Newton iteration for instationary Navier-Stokes control, for instance. Despite the recent development of parameter-robust preconditioners for the control of the (stationary and instationary time-periodic) Stokes equations [8, 96, 153, 190], to our knowledge no such preconditioner has proved to be completely robust when applied to the Navier-Stokes control problem considered below. We also point out [77] for a preconditioned iterative solver for Stokes and Navier-Stokes boundary control problems, and [147] for an efficient and robust preconditioning technique for indomain Navier-Stokes control.

A popular preconditioner for the Oseen linearization of the forward stationary Navier-Stokes equations combines saddle-point theory with a commutator argument for approximating the Schur complement [92]. This type of preconditioner shows only a mild dependence on the viscosity parameter, and is robust with respect to the discretization parameter. In [132] the combination of saddle-point theory with a commutator argument has been adapted to the control of the stationary Navier-Stokes equations; we note that a commutator argument of this type was previously introduced in $[131,170]$ for the control of the stationary and time-dependent Stokes equations.

In the following, we will employ an Oseen linearization of the Navier-Stokes equations. The preconditioners employed for solving the discretized optimality conditions will make use of most of the techniques presented in the previous chapters. Specifically, we will make use of saddle-point theory in conjunction with the block commutator argument presented in the previous chapter for approximating the Schur complement of the corresponding systems, with the commutator including also a convection term in the differential operator. In addition, the inverses of the ( 1,1 )-blocks will be applied inexactly by employing an inner preconditioned GMRES solver accelerated by a block triangular preconditioner. Again, we will employ the matching strategy described in Section 2.11, and generalize the approximations of the Schur complements of each $(1,1)$-block arising from the Stokes control problems. In practice, the preconditioners derived here can be constructed from the preconditioners for the Stokes control problems described in the previous chapter and (suitable) block matrices that include convection terms.

This chapter is structured as follows. In Section 6.1, we define the problems that we examine, that is the stationary and instationary Navier-Stokes control problems; we then present the linearization adopted in this work, and outline the linear systems arising upon discretization of the forward problem. In Section 6.2, we introduce a preconditioner for the forward stationary Navier-Stokes equation in combination with the commutator argument presented in [92]. In Section 6.3, we derive the first-order optimality conditions of the control problems and their discretization. In Section 6.4, we generalize the preconditioners derived in the previous chapter for Stokes control problems to the corresponding NavierStokes control problems, again applying a commutator argument to the Schur complements of the linear systems being solved. Then, in Section 6.5 we provide numerical results that show the robustness and efficiency of our approach. This chapter is based on some of the work in [101].

### 6.1 Problem Formulation

In this chapter we derive fast and robust preconditioned iterative methods for the distributed control of incompressible viscous fluid flow, in case of non-negligible convection; here, the physics is described by the (stationary or instationary) incompressible Navier-Stokes equations. The corresponding distributed control problem is defined as a minimization of a least-squares cost functional subject to the PDEs.

Specifically, given a spatial domain $\Omega \subset \mathbb{R}^{d}, d \in\{2,3\}$, the stationary NavierStokes control problem we consider is

$$
\begin{equation*}
\min _{\vec{v}, \vec{u}} J_{\mathrm{S}}(\vec{v}, \vec{u})=\frac{1}{2} \int_{\Omega}\left|\vec{v}(x)-\vec{v}_{d}(x)\right|^{2} \mathrm{~d} \Omega+\frac{\beta}{2} \int_{\Omega}|\vec{u}(x)|^{2} \mathrm{~d} \Omega \tag{6.1}
\end{equation*}
$$

subject to

$$
\left\{\begin{align*}
-\nu \nabla^{2} \vec{v}+\vec{v} \cdot \nabla \vec{v}+\nabla p=\vec{u}+\vec{f}(x) & \text { in } \Omega,  \tag{6.2}\\
-\nabla \cdot \vec{v}(x)=0 & \text { in } \Omega \\
\vec{v}(x)=\vec{g}(x) & \text { on } \partial \Omega .
\end{align*}\right.
$$

As for the stationary Stokes control problem, $\vec{v}$ and $p$ denote the (state) velocity and the (state) pressure respectively, $\vec{u}$ is the control variable, $\vec{v}_{d}$ is the desired state (velocity), and $\beta>0$ is a regularization parameter. Further, the parameter $\nu>0$ denotes the viscosity of the fluid. Finally, the functions $\vec{f}$ and $\vec{g}$ are given.

Similarly, the control of the instationary Navier-Stokes equations is defined as

$$
\begin{equation*}
\min _{\vec{v}, \vec{u}} J_{\mathrm{I}}(\vec{v}, \vec{u})=\frac{1}{2} \int_{0}^{t_{f}} \int_{\Omega}\left|\vec{v}(x, t)-\vec{v}_{d}(x, t)\right|^{2} \mathrm{~d} \Omega \mathrm{~d} t+\frac{\beta}{2} \int_{0}^{t_{f}} \int_{\Omega}|\vec{u}(x, t)|^{2} \mathrm{~d} \Omega \mathrm{~d} t \tag{6.3}
\end{equation*}
$$

given also a final time $t_{f}>0$, subject to

$$
\left\{\begin{align*}
\frac{\partial \vec{v}}{\partial t}-\nu \nabla^{2} \vec{v}+\vec{v} \cdot \nabla \vec{v}+\nabla p=\vec{u}+\vec{f}(x, t) & \text { in } \Omega \times\left(0, t_{f}\right),  \tag{6.4}\\
-\nabla \cdot \vec{v}(x, t)=0 & \text { in } \Omega \times\left(0, t_{f}\right), \\
\vec{v}(x, t)=\vec{g}(x, t) & \text { on } \partial \Omega \times\left(0, t_{f}\right), \\
\vec{v}(x, 0)=\vec{v}_{0}(x) & \text { in } \Omega,
\end{align*}\right.
$$

using the same notation as above. The functions $\vec{f}$ and $\vec{g}$ as well as the initial condition $\vec{v}_{0}$ are known. In the following, we employ the same strategy devised for the time-dependent Stokes control problems described in the previous chapter. For this reason, we assume that $\nabla \cdot \vec{v}_{0}=0$, while generalizing our strategy to the case of $\vec{v}_{0}$ compressible when possible.

The constraints (6.2) and (6.4) are a system of non-linear (stationary or instationary) PDEs. In order to obtain a solution of the corresponding control problem, we make use of the Oseen linearization of the non-linear term $\vec{v} \cdot \nabla \vec{v}$, as in [145]. Note that, if the non-linear term $\vec{v} \cdot \nabla \vec{v}$ is dropped in (6.2) or (6.4), with $\nu=1$, we obtain the corresponding distributed Stokes control problem defined in Section 5.1.

### 6.1.1 Non-Linear Iteration and Discretization Matrices

To introduce the linearization adopted for the control case as well as the discretization matrices, we consider the stationary Navier-Stokes equations:

$$
\left\{\begin{align*}
-\nu \nabla^{2} \vec{v}+\vec{v} \cdot \nabla \vec{v}+\nabla p=\vec{u}+\vec{f}(x) & \text { in } \Omega,  \tag{6.5}\\
-\nabla \cdot \vec{v}(x)=0 & \text { in } \Omega,
\end{align*}\right.
$$

with $\vec{v}=\vec{g}$ on $\partial \Omega$. First, we introduce the weak formulation of (6.5) as follows. Let $V:=\left\{\vec{v} \in \mathcal{H}^{1}(\Omega)^{d} \mid \vec{v}=\vec{g}\right.$ on $\left.\partial \Omega\right\}, V_{0}:=\left\{\vec{v} \in \mathcal{H}^{1}(\Omega)^{d} \mid \vec{v}=\overrightarrow{0}\right.$ on $\left.\partial \Omega\right\}$, and $Q:=L^{2}(\Omega)$, with $\mathcal{H}^{1}(\Omega)^{d}$ the Sobolev space of square-integrable functions in $\mathbb{R}^{d}$ with square-integrable weak derivatives; then, the weak formulation reads as:

Find $\vec{v} \in V$ and $p \in Q$ such that
$\left\{\begin{aligned} & \nu(\nabla \vec{v}, \nabla \vec{w})+(\vec{v} \cdot \nabla \vec{v}, \vec{w})-(p, \nabla \cdot \vec{w})=(\vec{u}, \vec{w})+(\vec{f}, \vec{w}) \text { for all } \vec{w} \in V_{0}, \\ &-(q, \nabla \cdot \vec{v})=0 \\ & \text { for all } q \in Q,\end{aligned}\right.$
where $(\cdot, \cdot)$ is the $L^{2}$-inner product on $\Omega$. The main issue in (6.6) is how to deal with the non-linear term $(\vec{v} \cdot \nabla \vec{v}, \vec{w})$. A common strategy employs the Picard iteration, which is described as follows. Given the approximations $\vec{v}^{(k)} \in V$ and $p^{(k)} \in Q$ to $\vec{v}$ and $p$ respectively, we consider the non-linear residuals:
$\left\{\begin{array}{r}\vec{R}^{(k)}=(\vec{u}, \vec{w})+(\vec{f}, \vec{w})-\nu\left(\nabla \vec{v}^{(k)}, \nabla \vec{w}\right)-\left(\vec{v}^{(k)} \cdot \nabla \vec{v}^{(k)}, \vec{w}\right)+\left(p^{(k)}, \nabla \cdot \vec{w}\right), \\ r^{(k)}=\left(q, \nabla \cdot \vec{v}^{(k)}\right),\end{array}\right.$
for any $\vec{w} \in V_{0}$ and $q \in Q$. Then, the Picard iteration is defined as [44, pp. 345346]:

$$
\begin{equation*}
\vec{v}^{(k+1)}=\vec{v}^{(k)}+\overrightarrow{\delta v}^{(k)}, \quad p^{(k+1)}=p^{(k)}+\delta p^{(k)} \tag{6.8}
\end{equation*}
$$

where $\overrightarrow{\delta v}^{(k)}$ and $\delta p^{(k)}$ are the solutions of

$$
\left\{\begin{array}{r}
\nu\left(\nabla \overrightarrow{\delta v}^{(k)}, \nabla \vec{w}\right)+\left(\vec{v}^{(k)} \cdot \nabla \overrightarrow{\delta v}^{(k)}, \vec{w}\right)-\left(\delta p^{(k)}, \nabla \cdot \vec{w}\right)=\vec{R}^{(k)},  \tag{6.9}\\
-\left(q, \nabla \cdot \overrightarrow{\delta v}^{(k)}\right)=r^{(k)},
\end{array}\right.
$$

for any $\vec{w} \in V_{0}$ and $q \in Q$. Equations (6.9) are the Oseen equations for the forward stationary Navier-Stokes equations. These are posed on the continuous level, so in order to find a solution to (6.5) we now discretize them. Before doing so, we note that (6.9) represents an incompressible convection-diffusion equation, with wind vector defined by $\vec{v}^{(k)}$. Then, defining the Reynolds number as $R e=\frac{L e V e}{\nu}$, where $L e$ and $V e$ denote the characteristic length and velocity scale of the flow respectively, it is clear that, for $R e \gg 1$, the problem is convection-dominated. This requires us to make use of a stabilization procedure.

Letting $\left\{\vec{\phi}_{i}\right\}_{i=1}^{n_{v}}$ and $\left\{\psi_{i}\right\}_{i=1}^{n_{p}}$ be inf-sup stable finite element basis functions, we seek approximations $\vec{v}(x) \approx \sum_{i=1}^{n_{v}} \boldsymbol{v}_{i}^{(k)} \vec{\phi}_{i}, \vec{u}(x) \approx \sum_{i=1}^{n_{v}} \boldsymbol{u}_{i} \vec{\phi}_{i}, p(x) \approx \sum_{i=1}^{n_{p}} p_{i}^{(k)} \psi_{i}$. Denoting the vectors $\boldsymbol{v}^{(k)}=\left\{\boldsymbol{v}_{i}^{(k)}\right\}_{i=1}^{n_{v}}, \boldsymbol{u}=\left\{\boldsymbol{u}_{i}\right\}_{i=1}^{n_{v}}, \boldsymbol{p}^{(k)}=\left\{p_{i}^{(k)}\right\}_{i=1}^{n_{p}}$, a discretized
version of (6.7) is:

$$
\left\{\begin{aligned}
\boldsymbol{R}^{(k)} & =\mathbf{M} \boldsymbol{u}+\boldsymbol{f}-\mathbf{L}^{(k)} \boldsymbol{v}^{(k)}-B^{\top} \boldsymbol{p}^{(k)}, \\
\boldsymbol{r}^{(k)} & =-B \boldsymbol{v}^{(k)},
\end{aligned}\right.
$$

where we set $\mathbf{L}^{(k)}=\nu \mathbf{K}+\mathbf{N}^{(k)}+\mathbf{W}^{(k)}$, with

$$
\begin{gathered}
\mathbf{N}^{(k)}=\left\{n_{i l}^{(k)}\right\}_{i, l=1}^{n_{v}}, \quad n_{i l}^{(k)}=\int_{\Omega}\left(\vec{v}^{(k)} \cdot \nabla \vec{\phi}_{l}\right) \cdot \vec{\phi}_{i}, \\
\boldsymbol{f}=\left\{f_{i}\right\}_{i=1}^{n_{v}}, \quad f_{i}=\int_{\Omega} \vec{f} \cdot \vec{\phi}_{i},
\end{gathered}
$$

and the matrix $\mathbf{W}^{(k)}$ denotes a possible stabilization matrix for the convection operator. Here, the matrices $\mathbf{K}$ and $\mathbf{M}$ are the vector-stiffness and vector-mass matrices, respectively, and the matrix $B$ is the negative divergence matrix. The matrix $\mathbf{N}^{(k)}$ is referred to as a (vector-)convection matrix, and is skew-symmetric (i.e. $\mathbf{N}^{(k)}+\left(\mathbf{N}^{(k)}\right)^{\top}=0$ ) in the artificial case that the $\nabla \cdot \vec{v}^{(k)}=0$. We would like to note that this is never achieved in practice: even if one imposes the incompressibility constraints $-\left(\psi_{i}, \nabla \cdot \vec{v}\right)$ equal to zero for all $i=1,2, \ldots, n_{p}$, the velocity $\vec{v}^{(k)}$ is not exactly incompressible, but will be nearly so, see for instance [70, Section 2.2.3].

Then, the Picard iterate (6.8) may be written in discrete form as

$$
\boldsymbol{v}^{(k+1)}=\boldsymbol{v}^{(k)}+\boldsymbol{\delta} \boldsymbol{v}^{(k)}, \quad \boldsymbol{p}^{(k+1)}=\boldsymbol{p}^{(k)}+\boldsymbol{\delta} \boldsymbol{p}^{(k)},
$$

with $\boldsymbol{\delta} \boldsymbol{v}^{(k)}$ and $\boldsymbol{\delta} \boldsymbol{p}^{(k)}$ solutions of

$$
\left\{\begin{align*}
\mathbf{L}^{(k)} \boldsymbol{\delta} \boldsymbol{v}^{(k)}+B^{\top} \boldsymbol{\delta} \boldsymbol{p}^{(k)} & =\boldsymbol{R}^{(k)},  \tag{6.10}\\
B \boldsymbol{\delta} \boldsymbol{v}^{(k)} & =\boldsymbol{r}^{(k)} .
\end{align*}\right.
$$

Regarding the stabilization procedure applied, we note that the matrix $\mathbf{W}^{(k)}$ represents a differential operator that is not physical, and is introduced only to enhance coercivity (that is, increase the positivity of the real part of the eigenvalues) of the discretization, thereby allowing it to be stable. For the reasons discussed in $[100,141]$, in the following we employ the Local Projection Stabilization (LPS) approach described in [11, 12, 23]. We point out [110], where the authors derive the order of convergence of one- and two-level LPS applied to the Oseen problem. For other possible stabilizations applied to the Oseen problem, see $[28,53,58,91,173]$.

In the LPS formulation, the stabilization matrix $\mathbf{W}^{(k)}$ is defined as

$$
\begin{equation*}
\mathbf{W}^{(k)}=\left\{w_{i l}^{(k)}\right\}_{i, l=1}^{n_{v}}, \quad w_{i l}^{(k)}=\delta^{(k)} \int_{\Omega} \kappa_{h}\left(\vec{v}^{(k)} \cdot \nabla \vec{\phi}_{i}\right) \cdot \kappa_{h}\left(\vec{v}^{(k)} \cdot \nabla \vec{\phi}_{l}\right) \tag{6.11}
\end{equation*}
$$

Here, $\delta^{(k)}>0$ denotes a stabilization parameter, and $\kappa_{h}=\mathrm{Id}-\pi_{h}$ is the fluctuation operator, with Id the identity operator and $\pi_{h}$ an $L^{2}$-orthogonal (discontinuous) projection operator defined on patches of $\Omega$, where by a patch we mean a union of elements of our finite element discretization. In our implementation, the
domain is divided into patches consisting of two elements in each dimension. Approximation and stability properties for convergence of the method are discussed in [12, Section 3]. We define the projection $\pi_{h}$ and the stabilization parameter $\delta^{(k)}$ locally on each patch $\mathrm{P}_{m}$. Specifically, as in [11] the projection is defined as

$$
\left.\pi_{h}(q)\right|_{\mathrm{P}_{m}}=\frac{1}{\left|\mathrm{P}_{m}\right|} \int_{\mathrm{P}_{m}} q \mathrm{dP}_{m}, \quad \forall q \in L^{2}(\Omega),
$$

where $\left|\mathrm{P}_{m}\right|$ is the (Lebesgue) measure of the patch, and as in [44, p. 253] the stabilization parameter is taken to be

$$
\delta_{m}^{(k)}= \begin{cases}\frac{h_{m}}{2\left\|\vec{v}_{m}^{(k)}\right\|}\left(1-\frac{1}{P e_{m}}\right) & \text { if } P e_{m}>1, \\ 0 & \text { if } P e_{m} \leqslant 1,\end{cases}
$$

where $\left\|\vec{v}_{m}^{(k)}\right\|$ is the Euclidean norm of $\vec{v}^{(k)}$ at the patch centroid, $h_{m}$ is a measure of the patch length in the direction of the wind, and $P e_{m}=\left\|\vec{v}_{m}^{(k)}\right\| h_{m} /(2 \nu)$ is the patch Péclet number.

### 6.2 Preconditioning Forward Stationary NavierStokes Equations

In this section we introduce a widely used preconditioner for solving the forward stationary Navier-Stokes equations; this preconditioner makes use of saddle-point theory in conjunction with the commutator argument derived in [92]. These will be the main ingredients for devising our preconditioners.

As discussed in Section 2.10, since the matrix arising from (6.10) is nonsymmetric, an optimal preconditioner is given by the matrix $\mathcal{P}_{1}$ defined in (2.26), with $\Phi=\mathbf{L}^{(k)}, \Psi_{2}=B$, and $S=B\left(\mathbf{L}^{(k)}\right)^{-1} B^{\top}$. Again, we look for approximations of $\mathbf{L}^{(k)}$ and $S$. As for the forward Stokes equation, the ( 1,1 )-block $\mathbf{L}^{(k)}$ can be efficiently approximated by employing a multigrid routine, for example. On the other hand, an approximation $\widehat{S}$ for the Schur complement $S$ is the so called pressure convection-diffusion preconditioner [44, pp. 365-370] (first derived in [92]) for $S$. The latter is derived by mean of a commutator argument as follows. Consider the convection-diffusion operator $\mathcal{D}=-\nu \nabla^{2}+\vec{v}^{(k)} \cdot \nabla$ defined on the velocity space as in (6.9), and suppose the analogous operator $\mathcal{D}_{p}=\left(-\nu \nabla^{2}+\vec{v}^{(k)} \cdot \nabla\right)_{p}$ on the pressure space is well defined. Suppose also that the commutator defined in (5.8) is small in some sense. Then, discretizing (5.8) with stable finite elements leads to

$$
\left(\mathbf{M}^{-1} \mathbf{L}^{(k)}\right) \mathbf{M}^{-1} B^{\top}-\mathbf{M}^{-1} B^{\top}\left(M_{p}^{-1} L_{p}^{(k)}\right) \approx 0
$$

where $L_{p}^{(k)}=\nu K_{p}+N_{p}^{(k)}+W_{p}^{(k)}$ is the discretization of $\mathcal{D}_{p}$ in the finite element
basis for the pressure, with

$$
\begin{aligned}
N_{p}^{(k)} & =\left[\left(\vec{v}^{(k)} \cdot \nabla \psi_{l}, \psi_{i}\right)\right], \\
W_{p}^{(k)} & =\left[\delta^{(k)}\left(\kappa_{h}\left(\vec{v}^{(k)} \cdot \nabla \psi_{i}\right), \kappa_{h}\left(\vec{v}^{(k)} \cdot \nabla \psi_{l}\right)\right)\right]
\end{aligned}
$$

the (scalar) convection and stabilization matrices, respectively, in the pressure finite element space. As above, $\kappa_{h}=\operatorname{Id}-\pi_{h}$, and $\delta^{(k)}$ as well as $\pi_{h}$ are defined as in (6.11). Here, $K_{p}$ and $M_{p}$ are the (scalar) mass and stiffness matrices, respectively, in the pressure finite element space. Then, given invertibility of $\mathbf{L}^{(k)}$ and $L_{p}^{(k)}$, pre- and post-multiplying by $B\left(\mathbf{L}^{(k)}\right)^{-1} \mathbf{M}$ and $\left(L_{p}^{(k)}\right)^{-1} M_{p}$, the previous expression then gives

$$
B \mathbf{M}^{-1} B^{\top}\left(L_{p}^{(k)}\right)^{-1} M_{p} \approx B\left(\mathbf{L}^{(k)}\right)^{-1} B^{\top} .
$$

The approximation above is still not practical due to presence of the matrix $B \mathrm{M}^{-1} B^{\top}$; however, as mentioned in Section 5.2, it can be proved that $K_{p} \approx$ $B \mathrm{M}^{-1} B^{\top}$ for problems with enclosed flow [44, pp. 176-177]. Finally, a good approximation of the Schur complement $S=B\left(\mathbf{L}^{(k)}\right)^{-1} B^{\top}$ is

$$
\widehat{S}=K_{p}\left(L_{p}^{(k)}\right)^{-1} M_{p} \approx S
$$

Note that in our derivation we have also included the stabilization matrices on the velocity and the pressure space, which was not done in [92].

In the following we are going to use the generalization of the commutator argument presented in Section 5.3 for deriving our efficient preconditioners.

### 6.3 First-Order Optimality Conditions and Discretization in Time

In this section, we derive the first-order optimality conditions that have to be satisfied at a critical point of (6.1)-(6.2) and of (6.3)-(6.4). We make use of an optimize-then-discretize scheme, and introduce the adjoint variables $\vec{\zeta}$ and $\mu$. We then derive the corresponding Oseen linearized problems, for both stationary and instationary Navier-Stokes control problems, and discretize the conditions so obtained. As for instationary Stokes control problems, we consider employing both backward Euler and Crank-Nicolson schemes in time. In addition, if the initial condition $\vec{v}_{0}$ is not solenoidal, we can generalize the discretization presented here for backward Euler, while we require a pre-processing in order to write the Oseen iteration for the Crank-Nicolson scheme.

Remark 8. It is worth noting that, since the problems considered here are nonlinear, first-order optimality conditions are not sufficient on their own for a critical point to be a global minimizer, and indeed second-order optimality conditions should also be tested (see [145, Proposition 2.3] and [175, Sections 4.10 \& 5.7]). However, as we are interested in deriving optimal preconditioners for NavierStokes control problems, in the following we will only address the numerical solu-
tion of the first-order optimality conditions, and we will refer to such a solution as a numerical solution of the problem.

### 6.3.1 Stationary Navier-Stokes Control

Introducing the adjoint velocity $\vec{\zeta}$ and the adjoint pressure $\mu$, we may consider the Lagrangian associated with (6.1)-(6.2) as in [145], and write the Karush-Kuhn-Tucker conditions as:

$$
\left.\left\{\begin{align*}
-\nu \nabla^{2} \vec{v}+\vec{v} \cdot \nabla \vec{v}+\nabla p=\frac{1}{3} \vec{\zeta}+\vec{f} & \text { in } \Omega  \tag{6.12}\\
-\nabla \cdot \vec{v}(x)=0 & \text { in } \Omega \\
\vec{v}(x)=\vec{g}(x) & \text { on } \partial \Omega
\end{align*}\right\} \begin{array}{cl}
\text { state } \\
\text { equations } \\
-\nu \nabla^{2} \vec{\zeta}-\vec{v} \cdot \nabla \vec{\zeta}+(\nabla \vec{v})^{\top} \vec{\zeta}+\nabla \mu=\vec{v}_{d}-\vec{v} & \text { in } \Omega \\
-\nabla \cdot \vec{\zeta}(x)=0 & \text { in } \Omega \\
\vec{\zeta}(x)=\overrightarrow{0} & \text { on } \partial \Omega
\end{array}\right\} \begin{gathered}
\\
\text { adjoint } \\
\text { equations }
\end{gathered}
$$

where we have substituted the gradient equation $\beta \vec{u}-\vec{\zeta}=0$ into the state equation.

Problem (6.12) is a coupled system of non-linear, stationary PDEs. In order to find a numerical solution of (6.12), we need to solve a sequence of linearizations of the system. As in [145], we solve at each step the Oseen approximation as follows. Letting $\vec{v}^{(k)} \in V, p^{(k)} \in Q, \vec{\zeta}^{(k)} \in V_{0}, \mu^{(k)} \in Q$ be the current approximations to $\vec{v}, p, \vec{\zeta}$, and $\mu$, respectively, with $V, V_{0}, Q$ defined as in Section 6.1.1, the Oseen iterate is defined as

$$
\begin{array}{ll}
\vec{v}^{(k+1)}=\vec{v}^{(k)}+\overrightarrow{\delta v}^{(k)}, & p^{(k+1)}=p^{(k)}+\delta p^{(k)} \\
\vec{\zeta}^{(k+1)}=\vec{\zeta}^{(k)}+\overrightarrow{\delta \zeta}^{(k)}, & \mu^{(k+1)}=\mu^{(k)}+\delta \mu^{(k)} \tag{6.13}
\end{array}
$$

with $\overrightarrow{\delta v}^{(k)}, \delta p^{(k)}, \overrightarrow{\delta \zeta}^{(k)}, \delta \mu^{(k)}$ the solutions of the following Oseen problem:

$$
\left\{\begin{align*}
\nu\left(\nabla \overrightarrow{\delta v}^{(k)}, \nabla \vec{w}\right)+\left(\vec{v}^{(k)} \cdot \nabla \overrightarrow{\delta v}^{(k)}, \vec{w}\right)-\left(\delta p^{(k)}, \nabla \cdot \vec{w}\right)-\frac{1}{\beta}\left(\overrightarrow{\delta \zeta}^{(k)}, \vec{w}\right)=\vec{R}_{1}^{(k)},  \tag{6.14}\\
-\left(q, \nabla \cdot \overrightarrow{\delta v}^{(k)}\right)=r_{1}^{(k)}, \\
\left(\overrightarrow{\delta v}^{(k)}, \vec{w}\right)+\nu\left(\nabla \overrightarrow{\delta \zeta}^{(k)}, \nabla \vec{w}\right)-\left(\vec{v}^{(k)} \cdot \nabla \overrightarrow{\delta \zeta}^{(k)}, \vec{w}\right)-\left(\delta \mu^{(k)}, \nabla \cdot \vec{w}\right)=\vec{R}_{2}^{(k)}, \\
-\left(q, \nabla \cdot \overrightarrow{\delta \zeta}^{(k)}\right)=r_{2}^{(k)},
\end{align*}\right.
$$

for any $\vec{w} \in V_{0}$ and $q \in Q$. The residuals $\vec{R}_{1}^{(k)}, r_{1}^{(k)}, \vec{R}_{2}^{(k)}, r_{2}^{(k)}$ are given by

$$
\left\{\begin{aligned}
\vec{R}_{1}^{(k)}= & (\vec{f}, \vec{w})-\nu\left(\nabla \vec{v}^{(k)}, \nabla \vec{w}\right)-\left(\vec{v}^{(k)} \cdot \nabla \vec{v}^{(k)}, \vec{w}\right)+\left(p^{(k)}, \nabla \cdot \vec{w}\right)+\frac{1}{\beta}\left(\vec{\zeta}^{(k)}, \vec{w}\right), \\
r_{1}^{(k)}= & \left(q, \nabla \cdot \vec{v}^{(k)}\right), \\
\vec{R}_{2}^{(k)}= & \left(\vec{v}_{d}, \vec{w}\right)-\left(\vec{v}^{(k)}, \vec{w}\right)-\nu\left(\nabla \vec{\zeta}^{(k)}, \nabla \vec{w}\right)+\left(\vec{v}^{(k)} \cdot \nabla \vec{\zeta}^{(k)}, \vec{w}\right) \\
& -\left(\left(\nabla \vec{v}^{(k)}\right)^{\top} \vec{\zeta}^{(k)}, \vec{w}\right)+\left(\mu^{(k)}, \nabla \cdot \vec{w}\right), \\
r_{2}^{(k)}= & \left(q, \nabla \cdot \vec{\zeta}^{(k)}\right) .
\end{aligned}\right.
$$

The Oseen problem (6.14) is posed on the continuous level, so we need to
discretize it in order to obtain a numerical solution of (6.1)-(6.2). Let $\boldsymbol{v}^{(k)}=$ $\left\{\boldsymbol{v}_{i}^{(k)}\right\}_{i=1}^{n_{v}}, \boldsymbol{p}^{(k)}=\left\{p_{i}^{(k)}\right\}_{i=1}^{n_{p}}, \boldsymbol{\zeta}^{(k)}=\left\{\boldsymbol{\zeta}_{i}^{(k)}\right\}_{i=1}^{n_{v}}, \boldsymbol{\mu}^{(k)}=\left\{\mu_{i}^{(k)}\right\}_{i=1}^{n_{p}}$ be the vectors containing the numerical solutions at the $k$-th iteration for $\vec{v}^{(k)}, p^{(k)}, \vec{\zeta}^{(k)}$, and $\mu^{(k)}$, respectively, that is, $\vec{v}^{(k)} \approx \sum_{i=1}^{n_{v}} \boldsymbol{v}_{i}^{(k)} \vec{\phi}_{i}, p^{(k)} \approx \sum_{i=1}^{n_{p}} p_{i}^{(k)} \psi_{i}, \vec{\zeta}^{(k)} \approx \sum_{i=1}^{n_{v}} \boldsymbol{\zeta}_{i}^{(k)} \vec{\phi}_{i}$, $\mu^{(k)} \approx \sum_{i=1}^{n_{p}} \mu_{i}^{(k)} \psi_{i}$. Then, the (discrete) Oseen iterate is defined as

$$
\begin{array}{lr}
\boldsymbol{v}^{(k+1)}=\boldsymbol{v}^{(k)}+\boldsymbol{\delta} \boldsymbol{v}^{(k)}, & \boldsymbol{p}^{(k+1)}=\boldsymbol{p}^{(k)}+\boldsymbol{\delta} \boldsymbol{p}^{(k)} \\
\boldsymbol{\zeta}^{(k+1)}=\boldsymbol{\zeta}^{(k)}+\boldsymbol{\delta} \boldsymbol{\zeta}^{(k)}, & \boldsymbol{\mu}^{(k+1)}=\boldsymbol{\mu}^{(k)}+\boldsymbol{\delta} \boldsymbol{\mu}^{(k)}
\end{array}
$$

where

$$
\left\{\begin{align*}
\mathbf{L}^{(k)} \boldsymbol{\delta} \boldsymbol{v}^{(k)}+B^{\top} \boldsymbol{\delta} \boldsymbol{p}^{(k)}-\mathbf{M}_{\beta} \boldsymbol{\delta} \boldsymbol{\zeta}^{(k)} & =\boldsymbol{R}_{(k)}^{(k)},  \tag{6.15}\\
B \boldsymbol{\delta} \boldsymbol{v}^{(k)} & =\boldsymbol{r}_{1}^{(k)}, \\
\mathbf{M} \boldsymbol{\delta} \boldsymbol{v}^{(k)}+\mathbf{L}_{\mathrm{adj}}^{(k)} \boldsymbol{\delta} \boldsymbol{\zeta}^{(k)}+B^{\top} \boldsymbol{\delta} \boldsymbol{\mu}^{(k)} & =\boldsymbol{R}_{2}^{(k)}, \\
B \boldsymbol{\delta} \boldsymbol{\zeta}^{(k)} & =\boldsymbol{r}_{2}^{(k)},
\end{align*}\right.
$$

with $\mathbf{M}_{\beta}=\frac{1}{\beta} \mathbf{M}, \mathbf{L}_{\text {adj }}^{(k)}=\nu \mathbf{K}-\mathbf{N}^{(k)}+\mathbf{W}^{(k)}$, and the discrete residuals given by

$$
\left\{\begin{aligned}
\boldsymbol{R}_{1}^{(k)} & =\boldsymbol{f}-\mathbf{L}^{(k)} \boldsymbol{v}^{(k)}-B^{\top} \boldsymbol{p}^{(k)}+\mathbf{M}_{\beta} \boldsymbol{\zeta}^{(k)}, \\
\boldsymbol{r}_{1}^{(k)} & =-B \boldsymbol{v}^{(k)}, \\
\boldsymbol{R}_{2}^{(k)} & =\mathbf{M} \boldsymbol{v}_{d}-\mathbf{M} \boldsymbol{v}^{(k)}-\mathbf{L}_{\mathrm{adj}}^{(k)} \boldsymbol{\zeta}^{(k)}-B^{\top} \boldsymbol{\mu}^{(k)}-\boldsymbol{\omega}^{(k)}, \\
\boldsymbol{r}_{2}^{(k)} & =-B \boldsymbol{\zeta}^{(k)} .
\end{aligned}\right.
$$

Here $\boldsymbol{v}_{d}$ is the vector corresponding to the discretized desired state $\vec{v}_{d}$, and $\boldsymbol{\omega}^{(k)}=$ $\left\{\left(\left(\nabla \vec{v}^{(k)}\right)^{\top} \vec{\zeta}^{(k)}, \vec{\phi}_{i}\right)\right\}_{i=1}^{n_{v}}$. In our tests, the initial guesses $\boldsymbol{v}^{(1)}$ and $\boldsymbol{\zeta}^{(1)}$ for the nonlinear process are the state and adjoint velocity solutions of the KKT conditions for the corresponding stationary Stokes control problem, with discretization given by (6.15) with $\mathbf{L}^{(k)}=\mathbf{L}_{\text {adj }}^{(k)}=\mathbf{K}$, and residuals $\boldsymbol{R}_{1}^{(k)}=\boldsymbol{f}, \boldsymbol{R}_{2}^{(k)}=\mathbf{M} \boldsymbol{v}_{d}, \boldsymbol{r}_{1}^{(k)}=$ $\boldsymbol{r}_{2}^{(k)}=\mathbf{0}$. Note that the right-hand side may also take into account boundary conditions (as done in our implementation).

In matrix form, we rewrite system (6.15) as

$$
\underbrace{\left[\begin{array}{cc}
\Phi_{\mathrm{S}}^{(k)} & \Psi_{\mathrm{S}}^{\top}  \tag{6.16}\\
\Psi_{\mathrm{S}} & -\Theta_{\mathrm{S}}
\end{array}\right]}_{\mathcal{A}_{\mathrm{S}}^{(k)}}\left[\begin{array}{c}
\boldsymbol{\delta} \boldsymbol{v}^{(k)} \\
\boldsymbol{\delta} \boldsymbol{\zeta}^{(k)} \\
\boldsymbol{\delta} \boldsymbol{\mu}^{(k)} \\
\boldsymbol{\delta} \boldsymbol{p}^{(k)}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{R}_{2}^{(k)} \\
\boldsymbol{R}_{1}^{(k)} \\
\boldsymbol{r}_{1}^{(k)} \\
\boldsymbol{r}_{2}^{(k)}
\end{array}\right],
$$

where

$$
\Phi_{\mathrm{S}}^{(k)}=\left[\begin{array}{cc}
\mathbf{M} & \mathbf{L}_{\text {adj }}^{(k)}  \tag{6.17}\\
\mathbf{L}^{(k)} & -\mathbf{M}_{\beta}
\end{array}\right], \quad \Psi_{\mathrm{S}}=\left[\begin{array}{cc}
B & 0 \\
0 & B
\end{array}\right], \quad \Theta_{\mathrm{S}}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] .
$$

The matrix $\mathcal{A}_{\mathrm{S}}^{(k)}$ is of saddle-point type; however, since the incompressibility constraints $\nabla \cdot \vec{v}=0$ are not solved exactly, $\Phi_{\mathrm{S}}^{(k)}$ is not symmetric in general. It is worth noting that the matrix $\Phi_{\mathrm{S}}^{(k)}$ represents the discrete optimality conditions for a stationary (vector) convection-diffusion control problem. This observation
will be used when deriving our preconditioners.

### 6.3.2 Instationary Navier-Stokes Control

We now state the KKT conditions for the instationary problem (6.3)-(6.4). As before, introducing the adjoint variables $\vec{\zeta}$ and $\mu$, we consider the Lagrangian associated to (6.3)-(6.4) as in [175, p. 318]. Then, by deriving the KKT conditions and substituting the gradient equation $\beta \vec{u}-\vec{\zeta}=0$ into the state equation, the solution of (6.3)-(6.4) satisfies:

$$
\left\{\begin{align*}
\frac{\partial \vec{v}}{\partial t}-\nu \nabla^{2} \vec{v}+\vec{v} \cdot \nabla \vec{v}+\nabla p=\frac{1}{\beta} \vec{\zeta}+\vec{f} & \text { in } \Omega \times\left(0, t_{f}\right),  \tag{6.18}\\
-\nabla \cdot \vec{v}(x, t)=0 & \text { in } \Omega \times\left(0, t_{f}\right), \\
\vec{v}(x, t)=\vec{g}(x, t) & \text { on } \partial \Omega \times\left(0, t_{f}\right), \\
\vec{v}(x, 0)=\vec{v}_{0}(x) & \text { in } \Omega, \\
-\frac{\partial \vec{\zeta}}{\partial t}-\nu \nabla^{2} \vec{\zeta}-\vec{v} \cdot \nabla \vec{\zeta}+(\nabla \vec{v})^{\top} \vec{\zeta}+\nabla \mu=\vec{v}_{d}-\vec{v} & \text { in } \Omega \times\left(0, t_{f}\right), \\
-\nabla \cdot \vec{\zeta}(x, t)=0 & \text { in } \Omega \times\left(0, t_{f}\right), \\
\vec{\zeta}(x, t)=\overrightarrow{0} & \text { on } \partial \Omega \times\left(0, t_{f}\right), \\
\vec{\zeta}\left(x, t_{f}\right)=\overrightarrow{0} & \text { in } \Omega .
\end{align*}\right.
$$

Problem (6.18) is a coupled system of non-linear, instationary PDEs. In order to find a numerical solution of (6.18), as for the stationary case we take an Oseen linearization. Before showing the linearization adopted, we would like to show how to derive the optimality conditions above, observing that the optimality conditions for stationary Navier-Stokes control problem can be derived from those by neglecting the time derivative. Similarly, we can recover the first-order optimality conditions for Stokes control by neglecting the non-linear term $\vec{v} \cdot \nabla \vec{v}$. We will follow the work in [175, p. 318], and consider only the case of $d=2$ (that is, $\Omega \subset \mathbb{R}^{2}$ ).

We introduce an adjoint variable for each constraint in (6.4), and consider the Lagrangian associated to (6.3)-(6.4)

$$
\begin{aligned}
\mathcal{L}\left(\vec{v}, p, \vec{u}, \vec{\zeta}_{\Omega}, \vec{\zeta}_{\partial \Omega}, \vec{\zeta}_{0}, \mu\right)= & J_{\mathrm{I}}(\vec{v}, \vec{u}) \\
& +\int_{0}^{t_{f}} \int_{\Omega}\left(\frac{\partial \vec{v}}{\partial t}-\nu \nabla^{2} \vec{v}+\vec{v} \cdot \nabla \vec{v}+\nabla p-\vec{u}-\vec{f}\right) \cdot \vec{\zeta}_{\Omega} \mathrm{d} \Omega \mathrm{~d} t \\
& -\int_{0}^{t_{f}} \int_{\Omega}(\mu, \nabla \cdot \vec{v}) \mathrm{d} \Omega \mathrm{~d} t+\int_{0}^{t_{f}} \int_{\Omega}(\vec{v}-\vec{g}) \cdot \vec{\zeta}_{\partial \Omega} \mathrm{d} \Omega \mathrm{~d} t \\
& +\int_{\Omega}\left(\vec{v}-\vec{v}_{0}\right) \cdot \vec{\zeta}_{0} \mathrm{~d} \Omega .
\end{aligned}
$$

Following the work in Section 1.3.1, we may easily derive that the Fréchet derivative of $\mathcal{L}\left(\vec{v}, p, \vec{u}, \vec{\zeta}_{\Omega}, \vec{\zeta}_{\partial \Omega}, \vec{\zeta}_{0}, \mu\right)$ with respect to $u$ leads to the gradient equation $\beta \vec{u}-\vec{\zeta}_{\Omega}=0$, while the Fréchet derivatives of $\mathcal{L}\left(\vec{v}, p, \vec{u}, \vec{\zeta}_{\Omega}, \vec{\zeta}_{\partial \Omega}, \vec{\zeta}_{0}, \mu\right)$ with
respect to $\vec{\zeta}_{\Omega}, \mu, \vec{\zeta}_{\partial \Omega}$, and $\vec{\zeta}_{0}$ lead to the state equations

$$
\left\{\begin{aligned}
\frac{\partial \vec{v}}{\partial t}-\nu \nabla^{2} \vec{v}+\vec{v} \cdot \nabla \vec{v}+\nabla p=\vec{u}+\vec{f} & \text { in } \Omega \times\left(0, t_{f}\right), \\
-\nabla \cdot \vec{v}(x, t)=0 & \text { in } \Omega \times\left(0, t_{f}\right), \\
\vec{v}(x, t)=\vec{g}(x, t) & \text { on } \partial \Omega \times\left(0, t_{f}\right), \\
\vec{v}(x, 0)=\vec{v}_{0}(x) & \text { in } \Omega
\end{aligned}\right.
$$

Let us now consider the Fréchet derivative of $\mathcal{L}\left(\vec{v}, p, \vec{u}, \vec{\zeta}_{\Omega}, \vec{\zeta}_{\partial \Omega}, \vec{\zeta}_{0}, \mu\right)$ with respect to $p$. We take a generic direction $q$ in an appropriate Hilbert space, and then write the Fréchet derivative of the term

$$
\int_{0}^{t_{f}} \int_{\Omega} \nabla(p+q) \cdot \vec{\zeta}_{\Omega} \mathrm{d} \Omega \mathrm{~d} t=\int_{0}^{t_{f}} \int_{\Omega} \nabla p \cdot \vec{\zeta}_{\Omega} \mathrm{d} \Omega \mathrm{~d} t+\int_{0}^{t_{f}} \int_{\Omega} \nabla q \cdot \vec{\zeta}_{\Omega} \mathrm{d} \Omega \mathrm{~d} t .
$$

Applying the Divergence Theorem to the term $\int_{0}^{t_{f}} \int_{\Omega} \nabla q \cdot \vec{\zeta}_{\Omega} \mathrm{d} \Omega \mathrm{d} t$, we can write

$$
\int_{0}^{t_{f}} \int_{\Omega} \nabla q \cdot \vec{\zeta}_{\Omega} \mathrm{d} \Omega \mathrm{~d} t=-\int_{0}^{t_{f}} \int_{\Omega} q \nabla \cdot \vec{\zeta}_{\Omega} \mathrm{d} \Omega \mathrm{~d} t+\int_{0}^{t_{f}} \int_{\partial \Omega} q \vec{\zeta}_{\Omega} \cdot \boldsymbol{n} \mathrm{d} s \mathrm{~d} t,
$$

where $\boldsymbol{n}$ denotes the (outer) unit normal vector. Then, one can easily derive that the Fréchet derivative of $\mathcal{L}\left(\vec{v}, p, \vec{u}, \vec{\zeta}_{\Omega}, \vec{\zeta}_{\partial \Omega}, \vec{\zeta}_{0}, \mu\right)$ with respect to $p$ is given by

$$
\mathrm{d}_{p} \mathcal{L}\left(\vec{v}, p, \vec{u}, \vec{\zeta}_{\Omega}, \vec{\zeta}_{\partial \Omega}, \vec{\zeta}_{0}, \mu\right) q=-\int_{0}^{t_{f}} \int_{\Omega} q \nabla \cdot \vec{\zeta}_{\Omega} \mathrm{d} \Omega \mathrm{~d} t+\int_{0}^{t_{f}} \int_{\partial \Omega} q \vec{\zeta}_{\Omega} \cdot \boldsymbol{n} \mathrm{d} s \mathrm{~d} t .
$$

As we wish that $\mathrm{d}_{p} \mathcal{L}\left(\vec{v}, p, \vec{u}, \vec{\zeta}_{\Omega}, \vec{\zeta}_{\partial \Omega}, \vec{\zeta}_{0}, \mu\right) q=0$ for any appropriate choice of $q$, in particular by choosing $q$ in $C_{0}^{\infty}\left(0, t_{f} ; \Omega\right)$ we can infer that

$$
-\int_{0}^{t_{f}} \int_{\Omega} q \nabla \cdot \vec{\zeta}_{\Omega} \mathrm{d} \Omega \mathrm{~d} t=0
$$

where $C_{0}^{\infty}\left(0, t_{f} ; \Omega\right)$ is the class of infinitely differentiable functions on $\left(0, t_{f}\right) \times \Omega$ that are equal to 0 on the boundary $\partial \Omega$. From the latter expression we recover the incompressibility constraint on the adjoint variable $\vec{\zeta}$ in (6.18). In addition, since the previous expression has to be equal to 0 for any $q$ in the appropriate Hilbert space, from $\mathrm{d}_{p} \mathcal{L}\left(\vec{v}, p, \vec{u}, \vec{\zeta}_{\Omega}, \vec{\zeta}_{\partial \Omega}, \vec{\zeta}_{0}, \mu\right) q=0$ we may also infer that $\vec{\zeta}_{\Omega} \cdot \boldsymbol{n}=0$. However, we do not include the latter condition in (6.18), since as we will see (and as we may expect from the control problems described in the previous chapters) the adjoint variable $\vec{\zeta}_{\Omega}$ has to be 0 on $\partial \Omega$, for all times $t \in\left(0, t_{f}\right)$.

We now have to derive the Fréchet derivative of $\mathcal{L}\left(\vec{v}, p, \vec{u}, \vec{\zeta}_{\Omega}, \vec{\zeta}_{\partial \Omega}, \vec{\zeta}_{0}, \mu\right)$ with respect to $\vec{v}$, and we will analyse only two terms, as we have already derived the Fréchet derivatives of the remaining ones in Section 3.2. We will start with finding the Fréchet derivative of the term

$$
\int_{0}^{t_{f}} \int_{\Omega}(\mu, \nabla \cdot \vec{v}) \mathrm{d} \Omega \mathrm{~d} t .
$$

We take a generic direction $\vec{w}$ in an appropriate Hilbert space, and then consider the quantity

$$
\int_{0}^{t_{f}} \int_{\Omega}(\mu, \nabla \cdot(\vec{v}+\vec{w})) \mathrm{d} \Omega \mathrm{~d} t .
$$

Then, by working as in Section 1.3.1 it is easy to prove that the Fréchet derivative of $\int_{0}^{t_{f}} \int_{\Omega}(\mu, \nabla \cdot \vec{v}) \mathrm{d} \Omega \mathrm{d} t$ with respect to $\vec{v}$ is given by

$$
\int_{0}^{t_{f}} \int_{\Omega}(\mu, \nabla \cdot \vec{w}) \mathrm{d} \Omega \mathrm{~d} t .
$$

We now focus on the non-linear term

$$
\int_{0}^{t_{f}} \int_{\Omega}(\vec{v} \cdot \nabla \vec{v}) \cdot \vec{\zeta}_{\Omega} \mathrm{d} \Omega \mathrm{~d} t .
$$

As above, we consider a generic direction $\vec{w}$ in an appropriate Hilbert space, and then consider the following quantity:

$$
\int_{0}^{t_{f}} \int_{\Omega}((\vec{v}+\vec{w}) \cdot \nabla(\vec{v}+\vec{w})) \cdot \vec{\zeta}_{\Omega} \mathrm{d} \Omega \mathrm{~d} t
$$

Then, by expanding the previous quantity and working as in Section 1.3.1, we can derive that the Fréchet derivatives of $\int_{0}^{t_{f}} \int_{\Omega}(\vec{v} \cdot \nabla \vec{v}) \cdot \vec{\zeta}_{\Omega} \mathrm{d} \Omega \mathrm{d} t$ with respect to $\vec{v}$ is given by

$$
\int_{0}^{t_{f}} \int_{\Omega}(\vec{v} \cdot \nabla \vec{w}) \cdot \vec{\zeta}_{\Omega} \mathrm{d} \Omega \mathrm{~d} t+\int_{0}^{t_{f}} \int_{\Omega}(\vec{w} \cdot \nabla \vec{v}) \cdot \vec{\zeta}_{\Omega} \mathrm{d} \Omega \mathrm{~d} t .
$$

In order to derive the optimality conditions (6.18), we observe that

$$
\vec{w} \cdot \nabla \vec{v}=\left[w_{1} \frac{\partial v_{1}}{\partial x_{1}}+w_{2} \frac{\partial v_{1}}{\partial x_{2}}, \quad w_{1} \frac{\partial v_{2}}{\partial x_{1}}+w_{2} \frac{\partial v_{2}}{\partial x_{2}}\right],
$$

and therefore we have that

$$
\begin{aligned}
\int_{0}^{t_{f}} \int_{\Omega}(\vec{w} \cdot \nabla \vec{v}) \cdot \vec{\zeta}_{\Omega} \mathrm{d} \Omega \mathrm{~d} t & =\int_{0}^{t_{f}} \int_{\Omega} \sum_{i, l=1}^{2} w_{i} \frac{\partial v_{l}}{\partial x_{i}} \zeta_{\Omega, l} \mathrm{~d} \Omega \mathrm{~d} t \\
& =\int_{0}^{t_{f}} \int_{\Omega}\left(\left[\begin{array}{ll}
\nabla v_{1} & \nabla v_{2}
\end{array}\right] \zeta_{\Omega}\right) \cdot \vec{w} \mathrm{~d} \Omega \mathrm{~d} t .
\end{aligned}
$$

In addition, we use the fact that the trilinear form

$$
c\left(\vec{v}, \vec{w}, \vec{\zeta}_{\Omega}\right):=\int_{0}^{t_{f}} \int_{\Omega}(\vec{v} \cdot \nabla \vec{w}) \cdot \vec{\zeta}_{\Omega} \mathrm{d} \Omega \mathrm{~d} t
$$

is skew-symmetric if $\vec{\zeta}_{\Omega}=\overrightarrow{0}$ on $\partial \Omega^{7}$. Specifically, for this $\vec{\zeta}_{\Omega}$ we have

$$
c\left(\vec{v}, \vec{w}, \vec{\zeta}_{\Omega}\right)=-c\left(\vec{v}, \vec{\zeta}_{\Omega}, \vec{w}\right) .
$$

From here, we can rewrite the Fréchet derivatives of $\int_{0}^{t_{f}} \int_{\Omega}(\vec{v} \cdot \nabla \vec{v}) \cdot \vec{\zeta}_{\Omega} \mathrm{d} \Omega \mathrm{d} t$ with respect to $\vec{v}$ as follows:

$$
-\int_{0}^{t_{f}} \int_{\Omega}\left(\vec{v} \cdot \nabla \vec{\zeta}_{\Omega}\right) \cdot \vec{w} \mathrm{~d} \Omega \mathrm{~d} t+\int_{0}^{t_{f}} \int_{\Omega}\left((\nabla \vec{v})^{\top} \vec{\zeta}_{\Omega}\right) \cdot \vec{w} \mathrm{~d} \Omega \mathrm{~d} t
$$

where $\nabla \vec{v}=\left[\begin{array}{ll}\nabla v_{1} & \nabla v_{2}\end{array}\right]^{\top}$. We have thus recovered the convection and the "mixed" terms of the adjoint equation in (6.18).

Finally, we can employ the same strategy as in Section 3.2 for all the other terms, and find out that the Fréchet derivatives of $\mathcal{L}\left(\vec{v}, p, \vec{u}, \vec{\zeta}_{\Omega}, \vec{\zeta}_{\partial \Omega}, \vec{\zeta}_{0}, \mu\right)$ with respect to $\vec{v}$ is given by

$$
\begin{aligned}
\mathrm{d}_{\vec{v}} \mathcal{L}\left(\vec{v}, p, \vec{u}, \vec{\zeta}_{\Omega}, \vec{\zeta}_{\partial \Omega}, \vec{\zeta}_{0}, \mu\right)= & \int_{0}^{t_{f}} \int_{\Omega}\left(\vec{v}-\vec{v}_{d}-\frac{\partial \vec{\zeta}_{\Omega}}{\partial t}-\nu \nabla^{2} \vec{\zeta}_{\Omega}-\vec{v} \cdot \nabla \vec{\zeta}_{\Omega}\right) \cdot \vec{w} \mathrm{~d} \Omega \mathrm{~d} t \\
& +\int_{0}^{t_{f}} \int_{\Omega}\left((\nabla \vec{v})^{\top} \vec{\zeta}_{\Omega}+\nabla \mu\right) \cdot \vec{w} \mathrm{~d} \Omega \mathrm{~d} t+\int_{0}^{t_{f}} \int_{\partial \Omega} \vec{\zeta}_{\partial \Omega} \cdot \vec{w} \mathrm{~d} s \mathrm{~d} t \\
& -\int_{0}^{t_{f}} \int_{\partial \Omega} \vec{\zeta}_{\Omega} \frac{\partial \vec{w}}{\partial \vec{n}} \mathrm{~d} s \mathrm{~d} t+\int_{0}^{t_{f}} \int_{\partial \Omega} \frac{\partial \vec{\zeta}_{\Omega}}{\partial \vec{n}} \overrightarrow{\mathrm{w}} \mathrm{~d} s \mathrm{~d} t \\
& +\left(\vec{\zeta}_{\Omega}\left(x, t_{f}\right), \vec{w}\left(x, t_{f}\right)\right)-\left(\vec{\zeta}_{\Omega}(x, 0), \vec{w}(x, 0)\right)+\left(\vec{\zeta}_{0}, \vec{w}\right) .
\end{aligned}
$$

Then, we can derive the optimality conditions (6.18) by setting the previous expression equal to zero and choosing $\vec{w}$ appropriately, as done in Section 1.3.1 and in Section 3.2.

We can now derive the Oseen linearization for the system (6.18). Let $\vec{v}^{(k)} \in$ $\bar{V}, p^{(k)} \in \bar{Q}, \vec{\zeta}^{(k)} \in \bar{V}_{0}, \mu^{(k)} \in \bar{Q}$ be the current approximation to $\vec{v}, p, \vec{\zeta}, \mu$, with

$$
\begin{aligned}
\bar{V}:= & \left\{\vec{v} \in L^{2}\left(0, t_{f} ; \mathcal{H}^{1}(\Omega)^{d}\right) \left\lvert\, \frac{\partial \vec{v}}{\partial t}(\cdot, t) \in L^{2}\left(0, t_{f} ; \mathcal{H}^{-1}(\Omega)^{d}\right)\right. \text { for a.e. } t \in\left(0, t_{f}\right),\right. \\
& \left.\quad \vec{v}=\vec{g} \text { on } \partial \Omega, \vec{v}(x, 0)=\vec{v}_{0}(x)\right\}, \\
\bar{Q}:= & L^{2}\left(0, t_{f} ; L^{2}(\Omega)\right),
\end{aligned}
$$

and $\bar{V}_{0}$ the corresponding space for the adjoint velocity (see [175, pp. 315-321] and [86, pp. 88-95], for instance, for the case $d=2$ ). Then, the Oseen iterate is of the form (6.13), with $\overrightarrow{\delta v}^{(k)}, \delta p^{(k)}, \overrightarrow{\delta \zeta}^{(k)}, \delta \mu^{(k)}$ the solution of:

$$
\left\{\begin{align*}
\left(\frac{\partial}{\partial t} \overrightarrow{\delta v}^{(k)}, \vec{w}\right)+\nu\left(\nabla \overrightarrow{\delta v}^{(k)}, \nabla \vec{w}\right)+\left(\vec{v}^{(k)} \cdot \nabla \overrightarrow{\delta v}^{(k)}, \vec{w}\right)-\left(\delta p^{(k)}, \nabla \cdot \vec{w}\right)-\frac{1}{\beta}\left(\overrightarrow{\delta \zeta}^{(k)}, \vec{w}\right) & =\vec{R}_{1}^{(k)},  \tag{6.19}\\
-\left(q, \nabla \cdot \overrightarrow{\delta v}^{(k)}\right) & =r_{1}^{(k)}, \\
-\left(\frac{\partial}{\partial t} \overrightarrow{\delta \zeta}^{(k)}, \vec{w}\right)+\nu\left(\nabla \overrightarrow{\delta \zeta}^{(k)}, \nabla \vec{w}\right)-\left(\vec{v}^{(k)} \cdot \nabla \overrightarrow{\delta \zeta}^{(k)}, \vec{w}\right)-\left(\delta \mu^{(k)}, \nabla \cdot \vec{w}\right)+\left(\overrightarrow{\delta v}^{(k)}, \vec{w}\right) & =\vec{R}_{2}^{(k)}, \\
-\left(q, \nabla \cdot \overrightarrow{\delta \zeta}^{(k)}\right) & =r_{2}^{(k)},
\end{align*}\right.
$$

[^6]for any $\vec{w} \in V_{0}$ and $q \in Q$. The residuals $\vec{R}_{1}^{(k)}, r_{1}^{(k)}, \vec{R}_{2}^{(k)}, r_{2}^{(k)}$ are given by
\[

\left\{$$
\begin{align*}
\vec{R}_{1}^{(k)}= & (\vec{f}, \vec{w})-\left(\frac{\partial}{\partial t} \vec{v}^{(k)}, \vec{w}\right)-\nu\left(\nabla \vec{v}^{(k)}, \nabla \vec{w}\right)-\left(\vec{v}^{(k)} \cdot \nabla \vec{v}^{(k)}, \vec{w}\right)  \tag{6.20}\\
& +\left(p^{(k)}, \nabla \cdot \vec{w}\right)+\frac{1}{\beta}\left(\vec{\zeta}^{(k)}, \vec{w}\right), \\
r_{1}^{(k)}= & \left(q, \nabla \cdot \vec{v}^{(k)}\right), \\
\vec{R}_{2}^{(k)}= & \left(\vec{v}_{d}, \vec{w}\right)-\left(\vec{v}^{(k)}, \vec{w}\right)+\left(\frac{\partial}{\partial t} \vec{\zeta}^{(k)}, \vec{w}\right)-\nu\left(\nabla \vec{\zeta}^{(k)}, \nabla \vec{w}\right) \\
& +\left(\vec{v}^{(k)} \cdot \nabla \vec{\zeta}^{(k)}, \vec{w}\right)-\left(\left(\nabla \vec{v}^{(k)}\right)^{\top} \vec{\zeta}^{(k)}, \vec{w}\right)+\left(\mu^{(k)}, \nabla \cdot \vec{w}\right), \\
r_{2}^{(k)}= & \left(q, \nabla \cdot \vec{\zeta}^{(k)}\right) .
\end{align*}
$$\right.
\]

Note that with this notation $\overrightarrow{\delta v}^{(k)}(x, 0)=\overrightarrow{\delta \zeta}^{(k)}\left(x, t_{f}\right)=\overrightarrow{0}$ in $\Omega$, and $\overrightarrow{\delta v}^{(k)}(x, t)=$ $\overrightarrow{\delta \zeta}^{(k)}(x, t)=\overrightarrow{0}$ on $\partial \Omega \times\left(0, t_{f}\right)$.

Equations (6.19) constitute an Oseen approximation for instationary NavierStokes control, involving a coupled system of instationary convection-diffusion equations and divergence-free conditions. In order to discretize them, we employ either backward Euler or Crank-Nicolson in time. Further, in order to solve (6.19) we need to choose an initial guess $\boldsymbol{v}^{(1)}$ and $\boldsymbol{\zeta}^{(1)}$ for the state and the adjoint velocities and then iteratively solve a sequence of linearized problems. In our tests, $\boldsymbol{v}^{(1)}$ and $\boldsymbol{\zeta}^{(1)}$ are again the (velocity) solutions of the KKT conditions for the corresponding Stokes control problem.

We now derive the linear systems resulting from the time-stepping schemes. In order to simplify the notations, we will employ the $\bar{n} \times \bar{n}$ matrices $I_{\bar{n}, 1}, I_{\bar{n}, 2}$, $I_{\bar{n}, 3}$, and $I_{\bar{n}, 4}$ defined in (5.18).

## Backward Euler for Instationary Navier-Stokes Control

In this section we introduce the backward Euler scheme for approximating (6.19)(6.20), and then derive the resulting linear system. We discretize the interval $\left(0, t_{f}\right)$ into $n_{t}$ subintervals of length $\tau=\frac{t_{f}}{n_{t}}$, denoting the grid points as $t_{n}=n \tau$, for $n=0,1, \ldots, n_{t}$, and approximate all the functions as for instationary Stokes control with backward Euler in time. Specifically, our approximations of the solutions at the $k$-th step of the non-linear solver are given by $\boldsymbol{v}_{n}^{(k)} \approx \vec{v}\left(x, t_{n}\right)$, $\boldsymbol{\zeta}_{n}^{(k)} \approx \vec{\zeta}\left(x, t_{n}\right)$, for $n=0,1, \ldots, n_{t}$, and $\boldsymbol{p}_{n+1}^{(k)} \approx p\left(x, t_{n+1}\right), \boldsymbol{\mu}_{n}^{(k)} \approx \mu\left(x, t_{n}\right)$, for $n=0,1, \ldots, n_{t}-1$, for all $x \in \Omega$. We also introduce the following finite element matrices:

$$
\begin{gathered}
\mathbf{L}_{n}^{(k)}=\tau\left(\nu \mathbf{K}+\mathbf{N}_{n}^{(k)}+\mathbf{W}_{n}^{(k)}\right)+\mathbf{M}, \quad \mathbf{T}_{n}^{(k)}=\tau\left(\nu \mathbf{K}-\mathbf{N}_{n}^{(k)}+\mathbf{W}_{n}^{(k)}\right)+\mathbf{M}, \\
\overline{\mathbf{M}}^{\mathrm{BE}}=\tau \mathbf{M}, \quad \overline{\mathbf{M}}_{\beta}^{\mathrm{BE}}=\frac{\tau}{\beta} \mathbf{M}, \quad \bar{B}=\tau B,
\end{gathered}
$$

where $\mathbf{W}_{n}^{(k)}$ is the stabilization matrix related to $\vec{v}_{n}^{(k)}$, and $\mathbf{N}_{n}^{(k)}=\left[\left(\vec{v}_{n}^{(k)} \cdot \nabla \vec{\phi}_{l}, \vec{\phi}_{i}\right)\right]$, with $\vec{v}_{n}^{(k)}$ the approximation to $\vec{v}$ at time $t_{n}$, at the $k$-th Oseen iteration. Note that the superscripts of $\mathbf{L}_{0}^{(k)}, \mathbf{T}_{0}^{(k)}$ are superfluous, as the initial condition on $\vec{v}$ is fixed; however we keep them for consistency. We then write the discrete Oseen iterate as

$$
\begin{array}{lll}
\boldsymbol{v}_{n}^{(k+1)}=\boldsymbol{v}_{n}^{(k)}+\boldsymbol{\delta} \boldsymbol{v}_{n}^{(k)}, & \boldsymbol{\zeta}_{n}^{(k+1)}=\boldsymbol{\zeta}_{n}^{(k)}+\boldsymbol{\delta} \boldsymbol{\zeta}_{n}^{(k)}, & \\
\boldsymbol{p}_{n+1}^{(k+1)}=\boldsymbol{p}_{n+1}^{(k)}+\boldsymbol{\delta} \boldsymbol{p}_{n+1}^{(k)}, & \boldsymbol{\mu}_{n}^{(k+1)}=\boldsymbol{\mu}_{n}^{(k)}+\boldsymbol{\delta} \boldsymbol{\mu}_{n}^{(k)}, & \\
n=0,1, \ldots, n_{t}, \\
\boldsymbol{n}_{n}, \ldots, n_{t}-1,
\end{array}
$$

with $\boldsymbol{\delta} \boldsymbol{v}_{n}^{(k)}, \boldsymbol{\delta} \boldsymbol{\zeta}_{n}^{(k)}, \boldsymbol{\delta} \boldsymbol{p}_{n}^{(k)}, \boldsymbol{\delta} \boldsymbol{\mu}_{n}^{(k)}$ the solutions of the following discretization of (6.19):

$$
\left\{\begin{align*}
\overline{\mathbf{M}}^{\mathrm{BE}} \boldsymbol{\delta} \boldsymbol{v}_{n}^{(k)}+\mathbf{T}_{n}^{(k)} \boldsymbol{\delta} \boldsymbol{\zeta}_{n}^{(k)}-\mathbf{M} \boldsymbol{\delta} \boldsymbol{\zeta}_{n+1}^{(k)}+\bar{B}^{\top} \boldsymbol{\delta} \boldsymbol{\mu}_{n}^{(k)} & =\boldsymbol{R}_{2, n}^{(k)},  \tag{6.21}\\
-\mathbf{M} \boldsymbol{\delta} \boldsymbol{v}_{n}^{(k)}+\mathbf{L}_{n+1}^{(k)} \boldsymbol{\delta} \boldsymbol{v}_{n+1}^{(k)}+\bar{B}^{\top} \boldsymbol{\delta} \boldsymbol{p}_{n+1}^{(k)}-\overline{\mathbf{M}}_{\beta}^{\mathrm{BE}} \boldsymbol{\delta} \boldsymbol{\zeta}_{n+1}^{k)} & =\boldsymbol{R}_{1, n}^{(k)}, \\
B \boldsymbol{\delta} \boldsymbol{v}_{n+1}^{(k)} & =\boldsymbol{r}_{1, n+1}^{(k)}, \\
B \boldsymbol{\delta} \boldsymbol{\zeta}_{n}^{(k)} & =\boldsymbol{r}_{2, n}^{(k)},
\end{align*}\right.
$$

for $n=0,1, \ldots, n_{t}-1$, with $\boldsymbol{\delta} \boldsymbol{v}_{0}^{(k)}=\mathbf{0}, \boldsymbol{\delta} \boldsymbol{\zeta}_{n_{t}}^{(k)}=\mathbf{0}$. The discretized residuals are given by

$$
\left\{\begin{align*}
\boldsymbol{R}_{1, n}^{(k)} & =\tau \boldsymbol{f}^{n+1}+\mathbf{M} \boldsymbol{v}_{n}^{(k)}-\mathbf{L}_{n+1}^{(k)} \boldsymbol{v}_{n+1}^{(k)}-\bar{B}^{\top} \boldsymbol{p}_{n+1}^{(k)}+\overline{\mathbf{M}}_{\beta}^{\mathrm{BE}} \boldsymbol{\zeta}_{n+1}^{(k)},  \tag{6.22}\\
\boldsymbol{r}_{1, n+1}^{(k)} & =-B \boldsymbol{v}_{n+1}^{(k)}, \\
\boldsymbol{R}_{2, n}^{(k)} & =\overline{\mathbf{M}}^{\mathrm{BE}} \boldsymbol{v}_{d}^{n}-\overline{\mathbf{M}}^{\mathrm{BE}} \boldsymbol{v}_{n}^{(k)}-\mathbf{T}_{n}^{(k)} \boldsymbol{\zeta}_{n}^{(k)}+\mathbf{M} \boldsymbol{\zeta}_{n+1}^{(k)}-\bar{B}^{\top} \boldsymbol{\mu}_{n}^{(k)}-\tau \boldsymbol{\omega}_{n}^{(k)}, \\
\boldsymbol{r}_{2, n}^{(k)} & =-B \boldsymbol{\zeta}_{n}^{(k)},
\end{align*}\right.
$$

where $\boldsymbol{f}^{n+1}=\left\{\left(\vec{f}\left(x, t_{n+1}\right), \vec{\phi}_{i}\right)\right\}_{i=1}^{n_{v}}$, and $\boldsymbol{\omega}_{n}^{(k)}=\left\{\left(\left(\nabla \vec{v}_{n}^{(k)}\right)^{\top} \vec{\zeta}_{n}^{(k)}, \vec{\phi}_{i}\right)\right\}_{i=1}^{n_{v}}$, for $n=$ $0,1, \ldots, n_{t}-1$. Note that the non-linear residuals $\boldsymbol{R}_{1,0}^{(k)}, \boldsymbol{R}_{1, n_{t}-1}^{(k)}, \boldsymbol{R}_{2,0}^{(k)}, \boldsymbol{R}_{2, n_{t}-1}^{(k)}$ in (6.22) take into account the initial and the final conditions on $\vec{v}$ and $\vec{\zeta}$.

Even if the incompressibility constraints $B \boldsymbol{\delta} \boldsymbol{v}_{n+1}^{(k)}=\mathbf{0}$ are solved exactly, for $n=0,1, \ldots, n_{t}-1$, at each Oseen iteration the system described in (6.21) is not symmetric, due the conditions $\boldsymbol{\delta} \boldsymbol{v}_{0}^{(k)}=\mathbf{0}$ and $\boldsymbol{\delta} \boldsymbol{\zeta}_{n_{t}}^{(k)}=\mathbf{0}$. However, we work as for instationary Stokes control problems solved with backward Euler in time, and employ a solenoidal projection of the form (5.20). However, within the projection we include also a convection and a stabilization matrix. Specifically, given a vector $\overline{\boldsymbol{b}}$, we define its solenoidal projection at time $t=0$ as $\boldsymbol{b}$, with

$$
\left\{\begin{align*}
\mathbf{L}_{0}^{(k)} \boldsymbol{b}+\bar{B}^{\top} \overline{\boldsymbol{p}} & =\mathbf{L}_{\overline{\boldsymbol{b}}} \overline{\boldsymbol{b}},  \tag{6.23}\\
B \boldsymbol{b} & =\mathbf{0},
\end{align*}\right.
$$

with $\mathbf{L}_{\bar{b}}=\tau\left(\nu \mathbf{K}+\mathbf{N}_{\bar{b}}+\mathbf{W}_{\bar{b}}\right)+\mathbf{M}, \mathbf{N}_{\bar{b}}$ and $\mathbf{W}_{\bar{b}}$ being the vector-convection and stabilization matrices related to $\overline{\boldsymbol{b}}$. Similarly, we define the solenoidal projection of a vector $\overline{\boldsymbol{b}}$ at time $t=t_{f}$ as the vector $\boldsymbol{b}$ solution of (6.23), with the matrix $\mathbf{L}_{0}^{(k)}$ replaced by $\mathbf{T}_{n_{t}}^{(k)}$.

We apply the previous projections to the initial and final time conditions $\boldsymbol{\delta} \boldsymbol{v}_{0}^{(k)}=\mathbf{0}$ and $\boldsymbol{\delta} \boldsymbol{\zeta}_{n_{t}}^{(k)}=\mathbf{0}$. Then, by multiplying the incompressibility conditions by $\tau$, the linear system of (6.21) can be rewritten as

$$
\underbrace{\left[\begin{array}{cc}
\Phi_{\mathrm{BE}}^{(k)} & \left(\Psi_{\mathrm{BE}}\right)^{\top}  \tag{6.24}\\
\Psi_{\mathrm{BE}} & -\Theta_{\mathrm{BE}}
\end{array}\right]}_{\mathcal{A}_{\mathrm{BE}}^{(k)}}\left[\begin{array}{c}
\boldsymbol{\delta} \boldsymbol{v}^{(k)} \\
\boldsymbol{\delta} \boldsymbol{\zeta}^{(k)} \\
\boldsymbol{\delta} \boldsymbol{\mu}^{(k)} \\
\boldsymbol{\delta} \boldsymbol{p}^{(k)}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{b}_{1}^{(k)} \\
\mathbf{b}_{2}^{(k)} \\
\mathbf{b}_{3}^{(k)} \\
\mathbf{b}_{4}^{(k)}
\end{array}\right],
$$

where the right-hand side accounts for the non-linear residual. Further,

$$
\Phi_{\mathrm{BE}}^{(k)}=\left[\begin{array}{cc}
\mathcal{M}^{\mathrm{BE}} & \mathcal{L}_{1}^{\mathrm{BE},(k)}  \tag{6.25}\\
\mathcal{L}_{2}^{\mathrm{BE},(k)} & -\mathcal{M}_{\beta}^{\mathrm{BE}}
\end{array}\right], \quad \Psi_{\mathrm{BE}}=\left[\begin{array}{cc}
\mathcal{B}^{\mathrm{BE}} & 0 \\
0 & \mathcal{B}^{\mathrm{BE}}
\end{array}\right], \quad \Theta_{\mathrm{BE}}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right],
$$

with $\mathcal{M}^{\mathrm{BE}}=I_{n_{t}+1,1} \otimes \overline{\mathbf{M}}^{\mathrm{BE}}, \mathcal{M}_{\beta}^{\mathrm{BE}}=I_{n_{t}+1,2} \otimes \overline{\mathbf{M}}_{\beta}^{\mathrm{BE}}, \mathcal{B}^{\mathrm{BE}}=I_{n_{t}+1} \otimes \bar{B}$, and

$$
\mathcal{L}_{1}^{\mathrm{BE},(k)}=\left[\begin{array}{cccc}
\mathbf{T}_{0}^{(k)} & -\mathbf{M} & & \\
& \ddots & \ddots & \\
& & \mathbf{T}_{n_{t}-1}^{(k)} & -\mathbf{M} \\
& & & \mathbf{T}_{n t}^{(k)}
\end{array}\right], \quad \mathcal{L}_{2}^{\mathrm{BE},(k)}=\left[\begin{array}{cccc}
\mathbf{L}_{0}^{(k)} & & & \\
-\mathbf{M} & \mathbf{L}_{1}^{(k)} & & \\
& \ddots & \ddots & \\
& & -\mathbf{M} & \mathbf{L}_{n_{t}}^{(k)}
\end{array}\right] .
$$

Note that, in the case of the incompressibility conditions not being solved exactly, $\mathcal{L}_{1}^{\mathrm{BE},(k)} \neq\left(\mathcal{L}_{2}^{\mathrm{BE},(k)}\right)^{\top}$; however, the system is symmetric if they are solved exactly.

We note that we can relax the incompressibility assumptions on $\vec{v}_{0}$ and modify the discretization of the Oseen problem (6.19)-(6.20) as follows. Suppose that $\vec{v}_{0}$ is not solenoidal. Then, for the first backward Euler step in (6.21) we can rewrite (6.23) as

$$
\left\{\begin{aligned}
\mathbf{L}_{0}^{(k)} \boldsymbol{\delta} \boldsymbol{v}_{0}^{(k)}+\bar{B}^{\top} \boldsymbol{\delta} \boldsymbol{p}_{0}^{(k)} & =\boldsymbol{R}_{1,-1}^{(k)}, \\
B \boldsymbol{\delta} \boldsymbol{v}_{0}^{(k)} & =\boldsymbol{r}_{1,0}^{(k)}
\end{aligned}\right.
$$

where, given $\overline{\boldsymbol{v}}_{0}$ as an appropriate discretization of $\vec{v}_{0}$,

$$
\left\{\begin{aligned}
\boldsymbol{R}_{1,-1}^{(k)} & =\overline{\mathbf{L}}_{0} \overline{\boldsymbol{v}}_{0}-\mathbf{L}_{0}^{(k)} \boldsymbol{v}_{0}^{(k)}-\bar{B}^{\top} \boldsymbol{p}_{0}^{(k)}, \\
\boldsymbol{r}_{1,0}^{(k)} & =-B \boldsymbol{v}_{0}^{(k)} .
\end{aligned}\right.
$$

Here, $\overline{\mathbf{L}}_{0}=\tau\left(\nu \mathbf{K}+\overline{\mathbf{N}}_{0}+\overline{\mathbf{W}}_{0}\right)+\mathbf{M}$, where $\overline{\mathbf{N}}_{0}$ and $\overline{\mathbf{W}}_{0}$ are the vector-convection and stabilization matrices related to $\overline{\boldsymbol{v}}_{0}$, and the rest of the non-linear residuals are defined as in (6.22). Note that in this case we cannot substitute $\mathbf{M} \boldsymbol{v}_{0}^{(k)}=\mathbf{M} \overline{\boldsymbol{v}}_{0}$ into the non-linear residuals as $\overline{\boldsymbol{v}}_{0}$ is not incompressible. We note also that for $k=0$ (meaning $\boldsymbol{v}_{0}^{(0)}=\mathbf{0}$ ) and with $\nu=1$ from the above step, with $\overline{\mathbf{L}}_{0}=\mathbf{L}_{0}^{(0)}=$ $\tau \mathbf{K}+\mathbf{M}$, we recover the solenoidal projection (5.21) for the instationary Stokes control problem.

## Crank-Nicolson for Instationary Navier-Stokes Control

In this short section we present the linear system arising upon employing CrankNicolson in time when solving (6.19)-(6.20). The starting point will again be the discretized optimality conditions for instationary Stokes control with CrankNicolson applied in time. We discretize the interval $\left(0, t_{f}\right)$ into $n_{t}$ subintervals of length $\tau=\frac{t_{f}}{n_{t}}$, and approximate $\vec{v}$ and $\vec{\zeta}$ at the time points $t_{n}=n \tau, n=$ $0,1, \ldots, n_{t}$, employing a staggered grid for $p$ and $\mu$, as in [13]. Specifically, our approximations of the solutions at the $k$-th non-linear iteration are given by $\boldsymbol{v}_{n}^{(k)} \approx \vec{v}\left(x, t_{n}\right), \boldsymbol{\zeta}_{n}^{(k)} \approx \vec{\zeta}\left(x, t_{n}\right)$, for $n=0,1, \ldots, n_{t}$, and $\boldsymbol{p}_{n+\frac{1}{2}}^{(k)} \approx p\left(x, t_{n}+\frac{1}{2} \tau\right)$, $\boldsymbol{\mu}_{n+\frac{1}{2}}^{(k)} \approx \mu\left(x, t_{n}+\frac{1}{2} \tau\right)$, for $n=0,1, \ldots, n_{t}-1$, for all $x \in \Omega$. In addition, we
introduce the following finite element matrices:

$$
\begin{gathered}
\mathbf{L}_{n}^{ \pm,(k)}=\frac{\tau}{2}\left(\nu \mathbf{K}+\mathbf{N}_{n}^{(k)}+\mathbf{W}_{n}^{(k)}\right) \pm \mathbf{M}, \\
\overline{\mathbf{M}}^{\mathrm{CN}}=\frac{\tau}{2} \mathbf{M}, \quad \overline{\mathbf{M}}_{\beta}^{ \pm,(k)}=\frac{\tau}{2 \beta}\left(\nu \mathbf{K}-\mathbf{N}_{n}^{(k)}+\mathbf{W}_{n}^{(k)}\right) \pm \mathbf{M},
\end{gathered}
$$

with $\mathbf{W}_{n}^{(k)}, \mathbf{N}_{n}^{(k)}$ defined as for backward Euler. Then the discrete Oseen iterate is

$$
\begin{array}{lll}
\boldsymbol{v}_{n}^{(k+1)}=\boldsymbol{v}_{n}^{(k)}+\boldsymbol{\delta} \boldsymbol{v}_{n}^{(k)}, & \boldsymbol{\zeta}_{n}^{(k+1)}=\boldsymbol{\zeta}_{n}^{(k)}+\boldsymbol{\delta} \boldsymbol{\zeta}_{n}^{(k)}, & \\
\boldsymbol{p}_{n+\frac{1}{2}}^{(k+1)}=\boldsymbol{p}_{n+\frac{1}{2}}^{(k)}+\boldsymbol{\delta} \boldsymbol{p}_{n+\frac{1}{2}}^{(k)}, & \boldsymbol{\mu}_{n+\frac{1}{2}}^{(k+1)}=\boldsymbol{\mu}_{n+\frac{1}{2}}^{(k)}+\boldsymbol{\delta} \boldsymbol{\mu}_{n+\frac{1}{2}}^{(k)}, & \\
n=0,1, \ldots, n_{t}, \\
\text { n }, \ldots, n_{t}-1,
\end{array}
$$

with $\boldsymbol{\delta} \boldsymbol{v}_{n}^{(k)}, \boldsymbol{\delta} \boldsymbol{\zeta}_{n}^{(k)}, \boldsymbol{\delta} \boldsymbol{p}_{n+\frac{1}{2}}^{(k)}, \boldsymbol{\delta} \boldsymbol{\mu}_{n+\frac{1}{2}}^{(k)}$ solutions of the following discretized version of (6.19):

$$
\left\{\begin{aligned}
\overline{\mathbf{M}}^{\mathrm{CN}}\left(\boldsymbol{\delta} \boldsymbol{v}_{n}^{(k)}+\boldsymbol{\delta} \boldsymbol{v}_{n+1}^{(k)}\right)+\mathbf{T}_{n}^{+,(k)} \boldsymbol{\delta} \boldsymbol{\zeta}_{n}^{(k)}+\mathbf{T}_{n+1}^{-,(k)} \boldsymbol{\delta} \boldsymbol{\zeta}_{n+1}^{(k)}+\bar{B}^{\top} \boldsymbol{\delta} \boldsymbol{\mu}_{n+\frac{1}{2}}^{(k)} & =\boldsymbol{R}_{2, n}^{(k)}, \\
\mathbf{L}_{n}^{-,(k)} \boldsymbol{\delta} \boldsymbol{v}_{n}^{(k)}+\mathbf{L}_{n+1}^{+,(k)} \boldsymbol{\delta} \boldsymbol{v}_{n+1}^{(k)}+\bar{B}^{\top} \boldsymbol{\delta} \boldsymbol{p}_{n+\frac{1}{2}}^{(k)}-\overline{\mathbf{M}}_{\beta}^{\mathrm{CN}}\left(\boldsymbol{\delta} \boldsymbol{\zeta}_{n}^{(k)}+\boldsymbol{\delta} \boldsymbol{\zeta}_{n+1}^{(k)}\right) & =\boldsymbol{R}_{1, n}^{(k)}, \\
B \boldsymbol{\delta} \boldsymbol{v}_{n+1}^{(k)} & =\boldsymbol{r}_{1, n+1}^{(k)}, \\
B \boldsymbol{\delta} \boldsymbol{\zeta}_{n}^{(k)} & =\boldsymbol{r}_{2, n}^{(k)},
\end{aligned}\right.
$$

for $n=0,1, \ldots, n_{t}-1$, with $\boldsymbol{\delta} \boldsymbol{v}_{0}^{(k)}=\mathbf{0}, \boldsymbol{\delta} \boldsymbol{\zeta}_{n_{t}}^{(k)}=\mathbf{0}$. The discretized residuals are given by

$$
\left\{\begin{align*}
\boldsymbol{R}_{1, n}^{(k)}= & \frac{\tau}{2}\left(\boldsymbol{f}^{n}+\boldsymbol{f}^{n+1}\right)-\mathbf{L}_{n}^{-,(k)} \boldsymbol{v}_{n}^{(k)}-\mathbf{L}_{n+1}^{+,(k)} \boldsymbol{v}_{n+1}^{(k)}-\bar{B}^{\top} \boldsymbol{p}_{n+\frac{1}{2}}^{(k)}  \tag{6.26}\\
& +\overline{\mathbf{M}}_{\beta}^{\mathrm{CN}}\left(\boldsymbol{\zeta}_{n}^{(k)}+\boldsymbol{\zeta}_{n+1}^{(k)}\right), \\
\boldsymbol{r}_{1, n+1}^{(k)}=- & -B \boldsymbol{v}_{n+1}^{(k)}, \\
\boldsymbol{R}_{2, n}^{(k)}= & \overline{\mathbf{M}}^{\mathrm{CN}}\left(\boldsymbol{v}_{d}^{n}+\boldsymbol{v}_{d}^{n+1}\right)-\overline{\mathbf{M}}^{\mathrm{CN}}\left(\boldsymbol{v}_{n}^{(k)}+\boldsymbol{v}_{n+1}^{(k)}\right)-\mathbf{T}_{n}^{+,(k)} \boldsymbol{\zeta}_{n}^{(k)} \\
& -\mathbf{T}_{n+1}^{-(k)} \boldsymbol{\zeta}_{n+1}^{(k)}-\bar{B}^{\top} \boldsymbol{\mu}_{n+\frac{1}{2}}^{(k)}-\frac{\tau}{2}\left(\boldsymbol{\omega}_{n}^{(k)}+\boldsymbol{\omega}_{n+1}^{(k)}\right), \\
\boldsymbol{r}_{2, n}^{(k)}= & -B \boldsymbol{\zeta}_{n}^{(k)},
\end{align*}\right.
$$

for $n=0,1, \ldots, n_{t}-1$. Here, $\boldsymbol{f}^{n}$ and $\boldsymbol{\omega}_{n}^{(k)}$ are defined as for backward Euler, for $n=0,1, \ldots, n_{t}$. Note also that here the non-linear residuals $\boldsymbol{R}_{1,0}^{(k)}, \boldsymbol{R}_{1, n_{t}-1}^{(k)}, \boldsymbol{R}_{2,0}^{(k)}$, and $\boldsymbol{R}_{2, n_{t}-1}^{(k)}$ in (6.26) take into account the initial and final conditions on $\vec{v}$ and $\vec{\zeta}$.

In matrix form, after multipling the incompressibility constraints by $\tau$, we write

$$
\left[\begin{array}{cccc}
\overline{\mathcal{M}}^{\mathrm{CN}} & \overline{\mathcal{L}}_{1}^{\mathrm{CN},(k)} & \left(\overline{\mathcal{B}}_{2}^{\mathrm{CN}}\right)^{\top} & 0  \tag{6.27}\\
\overline{\mathcal{L}}_{2}^{\mathrm{CN},(k)} & -\overline{\mathcal{M}}_{\beta}^{\mathrm{CN}} & 0 & \left(\overline{\mathcal{B}}_{1}^{\mathrm{CN}}\right)^{\top} \\
\overline{\mathcal{B}}_{1}^{\mathrm{CN}} & 0 & 0 & 0 \\
0 & \overline{\mathcal{B}}_{2}^{\mathrm{CN}} & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\overline{\boldsymbol{\delta} \boldsymbol{v}} \\
\bar{\delta}^{(k)} \\
\overline{\boldsymbol{\zeta}} \\
\overline{\boldsymbol{\mu}}^{(k)} \\
\overline{\boldsymbol{\delta} \boldsymbol{p}} \\
(k)
\end{array}\right]=\left[\begin{array}{c}
\overline{\mathbf{b}}_{1}^{(k)} \\
\overline{\mathbf{b}}_{2}^{(k)} \\
\overline{\mathbf{b}}_{3}^{(k)} \\
\overline{\mathbf{b}}_{4}^{(k)}
\end{array}\right],
$$

where $\overline{\boldsymbol{\delta} \boldsymbol{v}}{ }^{(k)}, \overline{\boldsymbol{\delta}}^{(k)}, \overline{\boldsymbol{\delta}}^{(k)}, \overline{\boldsymbol{\delta}}^{(k)}$ are the $k$-th Oseen corrections, and the right-hand side accounts for the non-linear residual. The blocks in the previous matrix are
given by
and $\overline{\mathcal{M}}^{\mathrm{CN}}=\left(I_{n_{t}+1,1}+I_{n_{t}+1,3}\right) \otimes \overline{\mathrm{M}}^{\mathrm{CN}}, \overline{\mathcal{M}}_{\beta}^{\mathrm{CN}}=\left(I_{n_{t}+1,2}+I_{n_{t}+1,3}^{\top}\right) \otimes \overline{\mathbf{M}}_{\beta}^{\mathrm{CN}}$.
As for instationary Stokes control with Crank-Nicolson in time, the system (6.27) is not symmetric; however, we work as in [100] and in the previous chapter in order to transform the linear system above and make it as close to symmetric as possible. In fact, eliminating the initial and final-time conditions on $\vec{v}$ and $\vec{\zeta}$, we can rewrite

$$
\left[\begin{array}{cccc}
\widetilde{\mathcal{M}}^{\mathrm{CN}} & \widetilde{\mathcal{L}}_{1}^{\mathrm{CN},(k)}\left(\widetilde{\mathcal{B}}^{\mathrm{CN}}\right)^{\top} & 0 \\
\widetilde{\mathcal{L}}_{2}\left(\underline{\mathcal{B}^{\mathrm{CN}}}\right. & -\widetilde{\mathcal{M}}_{\beta}^{\mathrm{CN}} & 0 & \left(\widetilde{\mathcal{B}}^{\mathrm{CN}}\right)^{\top} \\
0 & \widetilde{\mathcal{B}}^{\mathrm{CN}} & 0 & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{\delta} \boldsymbol{v}^{(k)} \\
\boldsymbol{\delta} \boldsymbol{\zeta}^{(k)} \\
\boldsymbol{\delta} \boldsymbol{\mu}^{(k)} \\
\boldsymbol{\delta} \boldsymbol{p}^{(k)}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{b}_{1}^{(k)} \\
\mathbf{b}_{2}^{(k)} \\
\mathbf{b}_{3}^{(k)} \\
\mathbf{b}_{4}^{(k)}
\end{array}\right],
$$

with $\boldsymbol{\delta} \boldsymbol{v}^{(k)}, \boldsymbol{\delta} \boldsymbol{\zeta}^{(k)}, \boldsymbol{\delta} \boldsymbol{\mu}^{(k)}, \boldsymbol{\delta} \boldsymbol{p}^{(k)}$ as well as the right-hand side modified accordingly. The matrices $\widetilde{\mathcal{M}}^{\mathrm{CN}}=I_{n_{t}, 4}^{\top} \otimes \overline{\mathbf{M}}^{\mathrm{CN}}, \widetilde{\mathcal{M}}_{\beta}^{\mathrm{CN}}=I_{n_{t}, 4} \otimes \overline{\mathbf{M}}_{\beta}^{\mathrm{CN}}, \widetilde{\mathcal{B}}^{\mathrm{CN}}=I_{n_{t}} \otimes \bar{B}$, and

$$
\widetilde{\mathcal{L}}_{1}^{\mathrm{CN},(k)}=\left[\begin{array}{cccc}
\mathbf{T}_{0}^{+,(k)} & \mathbf{T}_{1}^{-,(k)} & & \\
& \ddots & \ddots & \\
& & \mathbf{T}_{n_{t}-2}^{+,(k)} & \mathbf{T}_{n_{t-1}}^{-,(k)} \\
& & & \mathbf{T}_{n_{t}-1}^{+,(k)}
\end{array}\right], \widetilde{\mathcal{L}}_{2}^{\mathrm{CN},(k)}=\left[\begin{array}{lll}
\mathbf{L}_{1}^{+,(k)} & & \\
\mathbf{L}_{1}^{-,(k)} & \mathbf{L}_{2}^{+,(k)} & \\
& \ddots & \ddots \\
& & \mathbf{L}_{n_{t}-1}^{-,(k)} \mathbf{L}_{n_{t}}^{+,(k)}
\end{array}\right] .
$$

We now consider the linear transformation $T$ defined as in (5.25), with $T_{1}, T_{2}$, $T_{3}$, and $T_{4}$ defined as in (5.26). Then, the previous system is equivalent to the following:

$$
\underbrace{\left[\begin{array}{cc}
\Phi_{\mathrm{CN}}^{(k)} & \left(\Psi_{\mathrm{CN}}\right)^{\top}  \tag{6.28}\\
\Psi_{\mathrm{CN}} & -\Theta_{\mathrm{CN}}
\end{array}\right]}_{\mathcal{A}_{\mathrm{CN}}^{(k)}}\left[\begin{array}{l}
\boldsymbol{\delta} \boldsymbol{v}^{(k)} \\
\boldsymbol{\delta} \boldsymbol{\zeta}^{(k)} \\
\boldsymbol{\delta} \boldsymbol{\mu}^{(k)} \\
\boldsymbol{\delta} \boldsymbol{p}^{(k)}
\end{array}\right]=T\left[\begin{array}{l}
\mathbf{b}_{1}^{(k)} \\
\mathbf{b}_{2}^{(k)} \\
\mathbf{b}_{3}^{(k)} \\
\mathbf{b}_{4}^{(k)}
\end{array}\right] .
$$

Here the matrix blocks are given by

$$
\Phi_{\mathrm{CN}}^{(k)}=\left[\begin{array}{cc}
\mathcal{M}^{\mathrm{CN}} & \mathcal{L}_{1}^{\mathrm{CN},(k)}  \tag{6.29}\\
\mathcal{L}_{2}^{\mathrm{CN},(k)} & -\mathcal{M}_{\beta}^{\mathrm{CN}}
\end{array}\right], \Psi_{\mathrm{CN}}=\left[\begin{array}{cc}
\mathcal{B}_{1}^{\mathrm{CN}} & 0 \\
0 & \mathcal{B}_{2}^{\mathrm{CN}}
\end{array}\right], \quad \Theta_{\mathrm{CN}}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right],
$$

with

$$
\begin{array}{lr}
\mathcal{M}^{\mathrm{CN}}=T_{1} \widetilde{\mathcal{M}}^{\mathrm{CN}}=\left(I_{n_{t}, 4} I_{n_{t}, 4}^{\top}\right) \otimes \overline{\mathbf{M}}^{\mathrm{CN}}, & \mathcal{B}_{1}^{\mathrm{CN}}=T_{3} \widetilde{\mathcal{B}}^{\mathrm{CN}}=I_{n_{t}, 4}^{\top} \otimes \bar{B}, \\
\mathcal{M}_{\beta}^{\mathrm{CN}}=T_{2} \widetilde{\mathcal{M}}_{\beta}^{\mathrm{CN}}=\left(I_{n_{t}, 4}^{\top} I_{n_{t}, 4}\right) \otimes \overline{\mathbf{M}}_{\beta}^{\mathrm{CN}}, & \mathcal{B}_{2}^{\mathrm{CN}}=T_{4} \widetilde{\mathcal{B}}^{\mathrm{CN}}=I_{n_{t}, 4} \otimes \bar{B}, \\
\mathcal{L}_{1}^{\mathrm{CN},(k)}=T_{1} \widetilde{\mathcal{L}}_{1}^{\mathrm{CN},(k)}, & \mathcal{L}_{2}^{\mathrm{CN},(k)}=T_{2} \widetilde{\mathcal{L}}_{2}^{\mathrm{CN},(k)} . \tag{6.30}
\end{array}
$$

System (6.28) is still not symmetric in general, as $\mathcal{L}_{1}^{\mathrm{CN},(k)} \neq\left(\mathcal{L}_{2}^{\mathrm{CN},(k)}\right)^{\top}$ due to the mismatch of the indices for the convection terms. We recall that the transformations $T_{i}, i=1,2,3,4$, as well as their inverse operations are easy and cheap to apply, as they require only a sequence of block updates. In addition, the matrices $\mathcal{M}^{\mathrm{CN}}$ and $\mathcal{M}_{\beta}^{\mathrm{CN}}$ can be rewritten as in (5.30), with $\mathcal{M}_{D}^{\mathrm{CN}}$ and $\mathcal{M}_{D, \beta}^{\mathrm{CN}}$ defined as in (5.31). Finally, we recall that we may work efficiently with $\mathcal{M}^{\mathrm{CN}}$ and $\mathcal{M}_{\beta}^{\mathrm{CN}}$, by employing $T_{1}, T_{2}, \mathcal{M}_{D}^{\mathrm{CN}}, \mathcal{M}_{D, \beta}^{\mathrm{CN}}$, and that $\mathcal{M}^{\mathrm{CN}}$ and $\mathcal{M}_{\beta}^{\mathrm{CN}}$ are symmetric positive definite, since the same holds for $\mathcal{M}_{D}^{\mathrm{CN}}$ and $\mathcal{M}_{D, \beta}^{\mathrm{CN}}$.

As for instationary Stokes control with Crank-Nicolson applied in time, it is not straightforward to generalize the strategy presented here to the case where $\vec{v}_{0}$ is not incompressible, as in this case we must also solve an appropriate solenoidal projection. However, as we mentioned above, the projection cannot be solved along with the other equations, as our approach requires the elimination of the initial and final conditions on $\vec{v}$ and $\vec{\zeta}$. Therefore, before applying our solver we must solve the projection to a stricter tolerance than that required for the control problem.

### 6.4 Preconditioning Approach

We now devise preconditioners for the systems (6.16), (6.24), and (6.28) arising upon discretization of the optimality conditions for the problems under examination by making use of saddle-point theory. We will generalize the preconditioners derived in Section 5.5 for Stokes control problems. Each of the preconditioner below is of the form $\widehat{\mathcal{P}}_{1}$ as defined in (2.30): this requires us to (approximately) apply the inverse of the corresponding (1,1)-block of each matrix analysed; we accelerate this process by again employing an approximation of the form $\widehat{\mathcal{P}}_{1}$ as defined in (2.30). In the following, subscripts refer to the corresponding matrix we are considering; to simplify the notation, we drop the superscript referring to the non-linear iterate $k$.

### 6.4.1 Approximation of the $(1,1)$-Block

We now describe suitable approximations of the inverses of the $(1,1)$-blocks for the systems (6.16), (6.24), and (6.28). As noted after the discretization of the optimality conditions, each of these matrices is not symmetric if we solve the incompressibility constraints inexactly (for a Crank-Nicolson discretization the block is not symmetric even if those constraints are solved exactly). We thus use a fixed number of GMRES iterations to approximate the (1, 1)-block, accelerated with the preconditioners described below, as opposed to Uzawa iteration for ex-
ample (see [43]) which may be symmetrized, and so has utility within a MINRES solver, for instance.

## Stationary Navier-Stokes Control

Consider the (1, 1)-block $\Phi_{\mathrm{S}}^{(k)}$ defined in (6.17). This matrix can be considered as the discretization of the optimality conditions for a stationary convectiondiffusion control problem. Using saddle-point theory, a suitable preconditioner is given by

$$
\mathcal{P}_{\Phi, \mathrm{S}}=\left[\begin{array}{cc}
\mathbf{M} & 0 \\
\mathbf{L}^{(k)} & -\mathbf{S}_{\Phi, \mathrm{S}}
\end{array}\right],
$$

with $\mathbf{S}_{\Phi, \mathrm{S}}=\mathbf{M}_{\beta}+\mathbf{L}^{(k)} \mathbf{M}^{-1} \mathbf{L}_{\text {adj }}^{(k)}$ the corresponding Schur complement. As described in [141], a potent preconditioner for $\mathcal{P}_{\Phi, \mathrm{S}}$ (optimal in the symmetric case) is given by

$$
\hat{\mathcal{P}}_{\Phi, \mathrm{S}}=\left[\begin{array}{cc}
\mathbf{M}_{c} & 0 \\
\mathbf{L}^{(k)} & -\widehat{\mathbf{S}}_{\Phi, S}
\end{array}\right] .
$$

Here, $\mathbf{M}_{c}$ represents a fixed number of steps of the Chebyshev semi-iterative method [63, 64, 181], and

$$
\widehat{\mathbf{S}}_{\Phi, S}=\left(\mathbf{L}^{(k)}+\mathbf{M}_{\sqrt{\beta}}\right) \mathbf{M}^{-1}\left(\mathbf{L}_{\mathrm{adj}}^{(k)}+\mathbf{M}_{\sqrt{\beta}}\right),
$$

with $\mathbf{M}_{\sqrt{\beta}}=\frac{1}{\sqrt{\beta}} \mathbf{M}$ and the blocks $\mathbf{L}^{(k)}+\mathbf{M}_{\sqrt{\beta}}$ and $\mathbf{L}_{\text {adj }}^{(k)}+\mathbf{M}_{\sqrt{\beta}}$ approximated by the action of a multigrid routine, for example. It is worth noting that, if the incompressibility constraints are solved exactly, $\Phi_{\mathrm{S}}^{(k)}$ is symmetric and the approximation $\widehat{\mathbf{S}}_{\Phi, S}$ of the Schur complement $\mathbf{S}_{\Phi, S}$ is optimal; in fact, it can be proved that $\lambda\left(\widehat{\mathbf{S}}_{\Phi, \mathrm{S}}^{-1} \mathbf{S}_{\Phi, S}\right) \in\left[\frac{1}{2}, 1\right][141]$.

## Instationary Navier-Stokes Control with Backward Euler

We now derive a preconditioner for the matrix $\Phi_{\mathrm{BE}}^{(k)}$ defined in (6.25). As in the stationary case, the matrix can be considered as the discretization of the optimality conditions for an instationary convection-diffusion control problem with backward Euler in time. As the matrix $\mathcal{M}^{\mathrm{BE}}$ is not invertible, we seek a preconditioner of the form:

$$
\widetilde{\mathcal{P}}_{\Phi, \mathrm{BE}}=\left[\begin{array}{cc}
\widetilde{\mathcal{M}}^{\mathrm{BE}} & 0 \\
\mathcal{L}_{2}^{\mathrm{BE},(k)} & -\widetilde{\mathcal{S}}_{\Phi, \mathrm{BE}}
\end{array}\right],
$$

with $\widetilde{\mathcal{M}}^{\mathrm{BE}}$ an invertible approximation of $\mathcal{M}^{\mathrm{BE}}$, and the perturbed Schur complement $\widetilde{\mathcal{S}}_{\Phi, \mathrm{BE}}=\mathcal{M}_{\beta}^{\mathrm{BE}}+\mathcal{L}_{2}^{\mathrm{BE},(k)}\left(\widetilde{\mathcal{M}}^{\mathrm{BE}}\right)^{-1} \mathcal{L}_{1}^{\mathrm{BE},(k)}$. Since the $(1,1)$-block is the same as for instationary Stokes control with backward Euler in time, here we employ the same approximation $\widetilde{\mathcal{M}}^{\mathrm{BE}}$ of $\mathcal{M}^{\mathrm{BE}}$. Specifically, a suitable approximation of $\mathcal{M}^{\mathrm{BE}}$ is given by

$$
\widetilde{\mathcal{M}}^{\mathrm{BE}}=\operatorname{blkdiag}\left(\overline{\mathbf{M}}^{\mathrm{BE}}, \ldots, \overline{\mathbf{M}}^{\mathrm{BE}}, \xi \overline{\mathbf{M}}^{\mathrm{BE}}\right)
$$

with $0<\xi \ll 1$. In addition, following the work in [139], we can derive that a good approximation for $\widetilde{\mathcal{S}}_{\Phi, \mathrm{BE}}$ is the matrix

$$
\widehat{\mathcal{S}}_{\Phi, \mathrm{BE}}=\left(\mathcal{L}_{2}^{\mathrm{BE},(k)}+\mathcal{M}_{\sqrt{\beta}}^{\mathrm{BE}}\right)\left(\widetilde{\mathcal{M}}^{\mathrm{BE}}\right)^{-1}\left(\mathcal{L}_{1}^{\mathrm{BE},(k)}+\mathcal{M}_{\sqrt{\beta}}^{\mathrm{BE}}\right),
$$

with

$$
\mathcal{M}_{\sqrt{\beta}}^{\mathrm{BE}}=\frac{\tau}{\sqrt{\beta}} \operatorname{blkdiag}(0, \mathbf{M}, \ldots, \mathbf{M}, \sqrt{\xi} \mathbf{M}) .
$$

As for the stationary case, the blocks $\mathcal{L}_{2}^{\mathrm{BE},(k)}+\mathcal{M}_{\sqrt{\beta}}^{\mathrm{BE}}$ and $\mathcal{L}_{1}^{\mathrm{BE},(k)}+\mathcal{M}_{\sqrt{\beta}}^{\mathrm{BE}}$ are not inverted exactly, but rather we apply block-forward and block-backward substitution respectively, with each block on the diagonal approximated by the action of a multigrid process, for instance. Finally, a suitable approximation of the matrix $\widetilde{\mathcal{P}}_{\Phi, B E}$ is given by

$$
\widehat{\mathcal{P}}_{\Phi, \mathrm{BE}}=\left[\begin{array}{cc}
\widehat{\mathcal{M}}_{c}^{\mathrm{BE}} & 0 \\
\mathcal{L}_{2}^{\mathrm{BE},(k)} & -\widehat{\mathcal{S}}_{\Phi, \mathrm{BE}}
\end{array}\right], \quad \widehat{\mathcal{M}}_{c}^{\mathrm{BE}}=\tau \mathrm{blkdiag}\left(\mathbf{M}_{c}, \ldots, \mathbf{M}_{c}, \xi \mathbf{M}_{c}\right) .
$$

It is worth noting that, if the incompressibility constraints are solved exactly, the Schur complement approximation $\widehat{\mathcal{S}}_{\Phi, \mathrm{BE}}$ of $\widetilde{\mathcal{S}}_{\Phi, \mathrm{BE}}$ derived here is optimal. In fact, following the work in Chapter 3 and in Chapter 4, it is possible to prove that $\lambda\left(\widehat{\mathcal{S}}_{\Phi, \mathrm{BE}}^{-1} \widetilde{\mathcal{S}}_{\Phi, \mathrm{BE}}\right) \in\left[\frac{1}{2}, 1\right]$, as follows. Suppose that the incompressibility constraints are solved exactly. We first observe that $\left(\mathbf{N}_{n}^{(k)}\right)^{\top}=-\mathbf{N}_{n}^{(k)}$, which implies $\mathcal{L}_{1}^{\mathrm{BE},(k)}=\left(\mathcal{L}_{2}^{\mathrm{BE},(k)}\right)^{\top}$. Then, since both the matrices $\widetilde{\mathcal{M}}^{\mathrm{BE}}$ and $\mathcal{M}_{\beta}^{\mathrm{BE}}$ are symmetric positive definite, from Theorem 1 we derive that $\frac{1}{2}$ is a lower bound for the eigenvalues of the matrix $\widehat{\mathcal{S}}_{\Phi, \mathrm{BE}}^{-1} \widetilde{\mathcal{S}}_{\Phi, \mathrm{BE}}$. In addition, we employ Theorem 2 in order to prove that 1 is an upper bound for the eigenvalues of $\widehat{\mathcal{S}}_{\Phi, \mathrm{BE}}^{-1} \widetilde{\mathcal{S}}_{\Phi, \mathrm{BE}}$. For this to hold, it is enough to prove that the matrix

$$
\mathcal{X}^{(k)}=\mathcal{L}_{2}^{\mathrm{BE},(k)}\left(\widetilde{\mathcal{M}}^{\mathrm{BE}}\right)^{-1} \mathcal{M}_{\sqrt{\beta}}^{\mathrm{BE}}+\mathcal{M}_{\sqrt{\beta}}^{\mathrm{BE}}\left(\widetilde{\mathcal{M}}^{\mathrm{BE}}\right)^{-1}\left(\mathcal{L}_{2}^{\mathrm{BE},(k)}\right)^{\top}
$$

is positive semi-definite. Recalling that $\overline{\mathbf{M}}^{\mathrm{BE}}=\tau \mathbf{M}$, it is easy to derive that

$$
\left(\widetilde{\mathcal{M}}^{\mathrm{BE}}\right)^{-1} \mathcal{M}_{\sqrt{\beta}}^{\mathrm{BE}}=\mathcal{M}_{\sqrt{\beta}}^{\mathrm{BE}}\left(\widetilde{\mathcal{M}}^{\mathrm{BE}}\right)^{-1}=\frac{1}{\sqrt{\beta}} \operatorname{blkdiag}\left(0, I_{n_{v}}, \ldots, I_{n_{v}},(\sqrt{\xi})^{-1} I_{n_{v}}\right),
$$

which implies that

$$
\mathcal{X}^{(k)}=\frac{1}{\sqrt{\beta}}\left(\mathcal{X}_{1}^{(k)}+\mathcal{X}_{2}\right),
$$

with $\mathcal{X}_{1}^{(k)}=2 \tau \operatorname{blkdiag}\left(0, \widetilde{\mathbf{L}}_{1}^{(k)}, \ldots, \widetilde{\mathbf{L}}_{n_{t}-1}^{(k)},(\sqrt{\xi})^{-1} \widetilde{\mathbf{L}}_{n_{t}}^{(k)}\right)$, where $\widetilde{\mathbf{L}}_{n}^{(k)}=\nu \mathbf{K}+\mathbf{W}_{n}^{(k)}$,
for $n=1,2, \ldots, n_{t}$, and

$$
\mathcal{X}_{2}=\underbrace{\left[\begin{array}{ccccc}
0 & 0 & & & \\
0 & 2 & -1 & & \\
& -1 & \ddots & \ddots & \\
& & \ddots & 2 & -1 \\
& & & -1 & \frac{2}{\sqrt{\xi}}
\end{array}\right]}_{\mathcal{T}} \otimes \mathbf{M}
$$

We observe that the matrix $\mathcal{T}$ can be rewritten as follows:

$$
\mathcal{T}=\mathcal{T}_{1}^{\top} \mathcal{T}_{1}+\left[\begin{array}{llll}
0 & & & \\
& 0 & & \\
& & \ddots & \\
& & & 0 \\
\\
& & & \frac{2}{\sqrt{\xi}}-1
\end{array}\right]
$$

where

$$
\mathcal{T}_{1}=\left[\begin{array}{ccccc}
0 & & & & \\
0 & 1 & & & \\
& -1 & \ddots & & \\
& & \ddots & 1 & \\
& & & -1 & 1
\end{array}\right]
$$

From here, we derive that the matrix $\mathcal{T}$ is positive semi-definite, as it is the sum of two symmetric positive semi-definite matrices. Recalling that also $\mathbf{M}$ is positive definite and employing Theorem 3, we can infer that the matrix $\mathcal{X}_{2}$ is positive semi-definite. Similarly, since each $\widetilde{\mathbf{L}}_{n}^{(k)}$ is positive definite, for $n=1,2, \ldots, n_{t}$, we can also infer that the matrix $\mathcal{X}_{1}^{(k)}$ is positive semi-definite. Then, due to $\mathcal{X}_{1}^{(k)}$ and $\mathcal{X}_{2}$ being positive semi-definite we derive that the same holds for the matrix $\mathcal{X}$. Finally, the latter together with Theorem 2 implies that 1 is an upper bound for the eigenvalues of the matrix $\widehat{\mathcal{S}}_{\Phi, \mathrm{BE}}^{-1} \widetilde{\mathcal{S}}_{\Phi, \mathrm{BE}}$.

## Instationary Navier-Stokes Control with Crank-Nicolson

Let us consider the linear system $\Phi_{\mathrm{CN}}^{(k)}$ defined in (6.29), arising from a CrankNicolson discretization. In order to devise a preconditioner for this system, as for the backward Euler case, we observe that this matrix can be considered as the (symmetrized) discretization of the optimality conditions for the control of the instationary convection-diffusion equation discretized when employing CrankNicolson in time. Again, a suitable preconditioner is the block triangular matrix

$$
\mathcal{P}_{\Phi, \mathrm{CN}}=\left[\begin{array}{cc}
\mathcal{M}^{\mathrm{CN}} & 0 \\
\mathcal{L}_{2}^{\mathrm{CN},(k)} & -S_{\Phi, \mathrm{CN}}
\end{array}\right]
$$

where $S_{\Phi, \mathrm{CN}}=\mathcal{M}_{\beta}^{\mathrm{CN}}+\mathcal{L}_{2}^{\mathrm{CN},(k)}\left(\mathcal{M}^{\mathrm{CN}}\right)^{-1} \mathcal{L}_{1}^{\mathrm{CN},(k)}$. In order to find an approximation of $\mathcal{P}_{\Phi, \mathrm{CN}}$, we adapt the strategy used in [100] and discussed in Section 4.3.1 as
follows.
The $(1,1)$-block $\mathcal{M}^{\mathrm{CN}}$ is the same as that arising upon discretization of the optimality conditions for instationary Stokes control with Crank-Nicolson in time. Therefore, we may find an approximation by working as in the previous chapter. In fact, from (5.30)-(5.31), we can rewrite $\mathcal{M}^{\mathrm{CN}}$ as $\mathcal{M}^{\mathrm{CN}}=T_{1} \mathcal{M}_{D}^{\mathrm{CN}} T_{1}^{\top}$, with $\mathcal{M}_{D}^{\mathrm{CN}}$ a block diagonal matrix with each diagonal block a multiple of $\mathbf{M}$. Therefore, a good approximation of $\mathcal{M}^{\mathrm{CN}}$ is given by $\widehat{\mathcal{M}}^{\mathrm{CN}}=T_{1} \widehat{\mathcal{M}}_{D}^{\mathrm{CN}} T_{1}^{\top}$, with $\widehat{\mathcal{M}}_{D}^{\mathrm{CN}}=$ $\frac{\tau}{2} I_{n_{t}} \otimes \mathbf{M}_{c}$.

To derive an approximation of $S_{\Phi, \mathrm{CN}}$, we use (5.30) together with (6.30) to rewrite

$$
\begin{equation*}
S_{\Phi, \mathrm{CN}}=T_{2} \underbrace{\left[\mathcal{M}_{D, \beta}^{\mathrm{CN}}+\left(\widetilde{\mathcal{L}}_{2}^{\mathrm{CN},(k)}\right)\left(\mathcal{M}^{\mathrm{CN}}\right)^{-1}\left(T_{1} \widetilde{\mathcal{L}}_{1}^{\mathrm{CN},(k)} T_{1}^{-1}\right)\right]}_{S_{\Phi, \mathrm{CN}}} T_{1}, \tag{6.31}
\end{equation*}
$$

recalling that $T_{1}=T_{2}^{\top}$. We first seek an approximation $\widehat{S}_{\Phi, \mathrm{CN}}^{\text {int }}$ for $S_{\Phi, \mathrm{CN}}^{\mathrm{int}}$ of the form

$$
\widehat{S}_{\Phi, \mathrm{CN}}^{\mathrm{int}}=\left(\widetilde{\mathcal{L}}_{2}^{\mathrm{CN},(k)}+\widehat{\mathcal{M}}_{2}\right)\left(\mathcal{M}^{\mathrm{CN}}\right)^{-1}\left(T_{1} \widetilde{\mathcal{L}}_{1}^{\mathrm{CN},(k)} T_{1}^{-1}+\widehat{\mathcal{M}}_{1}\right),
$$

such that

$$
\widehat{\mathcal{M}}_{2}\left(\mathcal{M}^{\mathrm{CN}}\right)^{-1} \widehat{\mathcal{M}}_{1}=\left(\widehat{\mathcal{M}}_{2} T_{2}^{-1}\right)\left(\mathcal{M}_{D}^{\mathrm{CN}}\right)^{-1}\left(T_{1}^{-1} \widehat{\mathcal{M}}_{1}\right)=\mathcal{M}_{D, \beta}^{\mathrm{CN}}
$$

The previous expression is clearly satisfied with the choice

$$
\widehat{\mathcal{M}}_{2} T_{2}^{-1}=T_{1}^{-1} \widehat{\mathcal{M}}_{1}=\frac{\tau}{2 \sqrt{\beta}} I_{n_{t}} \otimes \mathbf{M}
$$

Then, our approximation of $S_{\Phi, \mathrm{CN}}^{\text {int }}$ is given by

$$
\begin{aligned}
\widehat{S}_{\Phi, \mathrm{CN}}^{\mathrm{int}} & =\left(\widetilde{\mathcal{L}}_{2}^{\mathrm{CN},(k)}+\widehat{\mathcal{M}}\right)\left(\mathcal{M}^{\mathrm{CN}}\right)^{-1}\left(T_{1} \widetilde{\mathcal{L}}_{1}^{\mathrm{CN},(k)} T_{1}^{-1}+\widehat{\mathcal{M}}^{\top}\right) \\
& =\left(\widetilde{\mathcal{L}}_{2}^{\mathrm{CN},(k)}+\widehat{\mathcal{M}}\right) T_{2}^{-1}\left(\mathcal{M}_{D}^{\mathrm{CN}}\right)^{-1}\left(\widetilde{\mathcal{L}}_{1}^{\mathrm{CN},(k)} T_{1}^{-1}+T_{1}^{-1} \widehat{\mathcal{M}}^{\top}\right),
\end{aligned}
$$

with $\widehat{\mathcal{M}}=\frac{\tau}{2 \sqrt{\beta}} I_{n_{t}, 4}^{\top} \otimes \mathbf{M}$. Finally, substituting $\widehat{S}_{\Phi, \mathrm{CN}}^{\text {int }}$ into (6.31) and observing that $\widehat{\mathcal{M}}$ and $T_{1}$ commute, we obtain that our approximation of $S_{\Phi, \mathrm{CN}}$ is given by

$$
\widehat{S}_{\Phi, \mathrm{CN}}=T_{2}\left(\widetilde{\mathcal{L}}_{2}^{\mathrm{CN},(k)}+\widehat{\mathcal{M}}\right) T_{2}^{-1}\left(\mathcal{M}_{D}^{\mathrm{CN}}\right)^{-1}\left(\widetilde{\mathcal{L}}_{1}^{\mathrm{CN},(k)}+\widehat{\mathcal{M}}^{\top}\right)
$$

As for the backward Euler method, we apply the inverse operators of the matrices $\widetilde{\mathcal{L}}^{\mathrm{CN},(k)}+\widehat{\mathcal{M}}$ and $\widetilde{\mathcal{L}}_{1}^{\mathrm{CN},(k)}+\widehat{\mathcal{M}}^{\top}$ inexactly by employing a block-forward and blockbackward substitution respectively, with the action of a multigrid process used to approximately apply the inverse of each block diagonal entry.

As opposed to the previous cases, it is not possible in general to prove bounds on eigenvalues for this preconditioner, derived for instationary Navier-Stokes control with Crank-Nicolson in time, as the Schur complement approximation $\widehat{S}_{\Phi, \mathrm{CN}}$ is in general non-symmetric. However, if we suppose that the velocity $\vec{v}$ is constant in time, then the matrix $T_{2}$ commutes with $\widetilde{\mathcal{L}}_{2}^{\mathrm{CN},(k)}+\widehat{\mathcal{M}}$, and the Schur complement approximation derived here reduces to the one we derived in Section
4.3.1 for time-dependent convection-diffusion control problems when the CrankNicolson method is applied in time. The last observation implies that the Schur complement approximation derived here is optimal in the simplified setting of the velocity $\vec{v}$ being constant in time, due to Assumption 1 trivially holding, since we are considering enclosed flow.

### 6.4.2 Approximation of Schur Complement

We now derive efficient approximations for each Schur complement of the systems (6.16), (6.24), and (6.28). As for the Stokes control problems, the $(2,1)$ - and the (1,2)-blocks of these systems can be considered as a (negative) vector-divergence matrix and its transpose. Therefore, the starting points for our approximations are the commutator arguments employed for Stokes control problems described in Section 5.5.2. In addition to the Laplacian $-\nabla^{2}$, all the differential operators considered below will take into account also for a convection term. The discretization of the latter will include also a stabilization matrix, aside from the convection matrix. The latter will be quite an important component of our preconditioners, as it will allow more robustness with respect to the viscosity $\nu$.

## Stationary Navier-Stokes Control

Let us consider the Schur complement $S_{\mathcal{A}, \mathrm{S}}=\Psi_{\mathrm{S}}\left(\Phi_{\mathrm{S}}^{(k)}\right)^{-1} \Psi_{\mathrm{S}}^{\top}$ of the system (6.16), with $\Phi_{\mathrm{S}}^{(k)}$ and $\Psi_{\mathrm{S}}$ defined as in (6.17). As for stationary Stokes control, we apply the commutator argument to $\mathcal{E}_{\bar{m}}$ as defined in (5.9) with $\bar{m}=2$, with the differential operator on the velocity space taking also into account a convection term. Specifically, the differential operator on the velocity space is defined as

$$
\mathcal{D}=\left[\begin{array}{cc}
\mathrm{Id} & -\nu \nabla^{2}-\vec{v}^{(k)} \cdot \nabla \\
-\nu \nabla^{2}+\vec{v}^{(k)} \cdot \nabla & -\frac{1}{\beta} \mathrm{Id}
\end{array}\right],
$$

and $\mathcal{D}_{p}$ the corresponding differential operator on the pressure space; we recall from Section 6.1.1 that Id represents the identity operator. Employing stable finite elements and working as in Section 5.3, we obtain the following expression for (5.11):

$$
\widehat{S}_{\mathcal{A}, \mathrm{S}}=\left[\begin{array}{cc}
K_{p} & 0 \\
0 & K_{p}
\end{array}\right]\left[\begin{array}{cc}
M_{p} & L_{\mathrm{adj}, p}^{(k)} \\
L_{p}^{(k)} & -M_{\beta, p}
\end{array}\right]^{-1}\left[\begin{array}{cc}
M_{p} & 0 \\
0 & M_{p}
\end{array}\right] \approx S_{\mathcal{A}, \mathrm{S}},
$$

where we set

$$
L_{p}^{(k)}=\nu K_{p}+N_{p}^{(k)}+W_{p}^{(k)}, \quad L_{\mathrm{adj}, p}^{(k)}=\nu K_{p}-N_{p}^{(k)}+W_{p}^{(k)},
$$

and $M_{\beta, p}=\frac{1}{\beta} M_{p}$.
Before presenting the approximations of the Schur complements arising from the instationary case, as we did for the stationary Stokes control problem, we would like to show the effectiveness of our approach. In Figure 6.1, we report the eigenvalues of the matrix $\widehat{S}_{\mathcal{A}, \mathrm{S}}^{-1} S_{\mathcal{A}, \mathrm{S}}$, after three Oseen iterations of the test
problem defined in Section 6.5.1, for $\nu=\frac{1}{100}$ and level of refinement $1=5$, and for some range of $\beta$, where 1 represents a (spatial) uniform grid of mesh-size $h=2^{1-1}$ for $\mathbf{Q}_{1}$ basis functions, and $h=2^{-1}$ for $\mathbf{Q}_{2}$ elements, in each dimension. As for the stationary Stokes control problem, we "pin" the value of one of the nodes of the matrix $K_{p}$, for each $K_{p}$ in blkdiag $\left(K_{p}, K_{p}\right)$ in the factorization of $\widehat{S}_{\mathcal{A}, \mathrm{S}}$.

Figure 6.1: Commutator approximation for the stationary Navier-Stokes control problem defined in Section 6.5.1. Eigenvalues of $\widehat{S}_{\mathcal{A}, \mathrm{S}}^{-1} S_{\mathcal{A}, \mathrm{S}}$ after three Oseen iterations, with $\Omega=(-1,1)^{2}$ and $\nu=\frac{1}{100}$, for $\beta=10^{-j}, j=0,2,4,6$, and $\mathrm{l}=5$.


In Figure 6.1, we observe a strong cluster of eigenvalues around 0.5 and 1. However, as opposed to the stationary Stokes control problem, the real part of the eigenvalues of $\widehat{S}_{\mathcal{A}, \mathrm{S}}^{-1} S_{\mathcal{A}, \mathrm{S}}$ are not clustered between 0.2 and 1 for all the parameters $\beta$. In addition, the imaginary part of the eigenvalues of $\widehat{S}_{\mathcal{A}, \mathrm{S}}^{-1} S_{\mathcal{A}, \mathrm{S}}$ depends on the parameter $\beta$. Nonetheless, the approximation adopted seems quite effective.

## Instationary Navier-Stokes Control with Backward Euler

We now consider the Schur complement $S_{\mathcal{A}, \mathrm{BE}}=\Psi_{\mathrm{BE}}\left(\Phi_{\mathrm{BE}}^{(k)}\right)^{-1} \Psi_{\mathrm{BE}}^{\top}$ of (6.24), and derive an efficient approximation by employing the commutator argument (5.9). As we mentioned for instationary Stokes control, the differential operator $\mathcal{D}$ is chosen in such a way that it mimics the blocks of a suitable matrix. In this case, we want to mimic the blocks of $\Phi_{\mathrm{BE}}^{(k)}$ defined in (6.25). Again, the starting point is the commutator argument for instationary Stokes control with backward Euler in time, with the differential operator $\mathcal{D}$ taking into account also a convection term.

Specifically, we consider (5.9) with $\bar{m}=2\left(n_{t}+1\right)$ and the differential operator:

$$
\mathcal{D}=\left[\begin{array}{ll}
\mathcal{D}_{\mathrm{BE}}^{1,1} & \mathcal{D}_{\mathrm{BE}}^{1,2} \\
\mathcal{D}_{\mathrm{BE}}^{2,1} & \mathcal{D}_{\mathrm{BE}}^{2,2}
\end{array}\right],
$$

where $\mathcal{D}_{\mathrm{BE}}^{1,1}=\tau I_{n_{t}+1,1} \otimes \mathrm{Id}, \mathcal{D}_{\mathrm{BE}}^{2,2}=-\frac{\tau}{\beta} I_{n_{t}+1,2} \otimes \mathrm{Id}$, and

$$
\mathcal{D}_{\mathrm{BE}}^{1,2}=\left[\begin{array}{cccc}
\mathcal{D}_{0, \text { adj }} & -\mathrm{Id} & & \\
& \ddots & \ddots & \\
& & \mathcal{D}_{n_{t}-1, \text { adj }} & -\mathrm{Id} \\
& & & \mathcal{D}_{n_{t}, \text { adj }}
\end{array}\right], \quad \mathcal{D}_{\mathrm{BE}}^{2,1}=\left[\begin{array}{cccc}
\mathcal{D}_{0} & & & \\
-\mathrm{Id} & \mathcal{D}_{1} & & \\
& \ddots & \ddots & \\
& & -\mathrm{Id} & \mathcal{D}_{n_{t}}
\end{array}\right],
$$

with

$$
\mathcal{D}_{i}=\tau\left(-\nu \nabla^{2}+\vec{v}_{i}^{(k)} \cdot \nabla\right)+\mathrm{Id}, \quad \mathcal{D}_{i, \text { adj }}=\tau\left(-\nu \nabla^{2}-\vec{v}_{i}^{(k)} \cdot \nabla\right)+\mathrm{Id} .
$$

As above, we define $\mathcal{D}_{p}$ as the corresponding differential operator on the pressure space. Discretizing (5.9) and observing that $S_{\mathcal{A}, \mathrm{BE}}=\tau^{2} \vec{B} \mathbf{D}^{-1} \vec{B}^{\top}$, with $\mathbf{D}$ the discretization of the differential operator $\mathcal{D}$ and $\vec{B}=I_{2\left(n_{t}+1\right)} \otimes B$, we obtain the following approximation:

$$
\widehat{S}_{\mathcal{A}, \mathrm{BE}}=\tau^{2} \mathcal{K}_{p}^{\mathrm{BE}}\left[\begin{array}{cc}
D_{p, \mathrm{BE}}^{1,1} & D_{p, \mathrm{BE}}^{1,2} \\
D_{p, \mathrm{BE}}^{2,1} & D_{p, \mathrm{BE}}^{2,2}
\end{array}\right]^{-1} \mathcal{M}_{p}^{\mathrm{BE}} \approx S_{\mathcal{A}, \mathrm{BE}}
$$

Here, we set

$$
\begin{array}{cl}
\mathcal{K}_{p}^{\mathrm{BE}}=I_{2\left(n_{t}+1\right)} \otimes K_{p}, & \mathcal{M}_{p}^{\mathrm{BE}}=I_{2\left(n_{t}+1\right)} \otimes M_{p}, \\
\mathcal{D}_{p, \mathrm{BE}}^{1,1}=\tau I_{n_{t}+1,1} \otimes M_{p}, & \mathcal{D}_{p, \mathrm{BE}}^{2,2}=-\frac{\tau}{\beta} I_{n_{t}+1,2} \otimes M_{p},
\end{array}
$$

and

$$
D_{p, \mathrm{BE}}^{1,2}=\left[\begin{array}{cccc}
T_{0, p}^{(k)}-M_{p} & & \\
& \ddots & \ddots & \\
& & T_{n_{t}-1, p}^{(k)} & -M_{p} \\
& & & T_{n_{t}, p}^{(k)}
\end{array}\right], \quad D_{p, \mathrm{BE}}^{2,1}=\left[\begin{array}{cccc}
L_{0, p}^{(k)} & & & \\
-M_{p} & L_{1, p}^{(k)} & & \\
& \ddots & \ddots & \\
& & -M_{p} & L_{n_{t}, p}^{(k)}
\end{array}\right],
$$

with

$$
L_{i, p}^{(k)}=\tau\left(\nu K_{p}+N_{i, p}^{(k)}+W_{i, p}^{(k)}\right)+M_{p}, \quad T_{i, p}^{(k)}=\tau\left(\nu K_{p}-N_{i, p}^{(k)}+W_{i, p}^{(k)}\right)+M_{p} .
$$

## Instationary Navier-Stokes Control with Crank-Nicolson

Finally, we move on to finding an approximation for the Schur complement $S_{\mathcal{A}, \mathrm{CN}}=\Psi_{\mathrm{CN}}\left(\Phi_{\mathrm{CN}}^{(k)}\right)^{-1} \Psi_{\mathrm{CN}}^{\top}$ of (6.28). As we have done for the Schur complement arising from the backward Euler discretization, the starting point is the commutator argument for the instationary Stokes control problem with Crank-

Nicolson in time. Again, we apply the commutator argument (5.9) to a suitable differential operator $\mathcal{D}$.

We first observe that the Schur complement $S_{\mathcal{A}, \mathrm{CN}}$ can be rewritten as

$$
S_{\mathcal{A}, \mathrm{CN}}=\left[\begin{array}{cc}
T_{3} & 0 \\
0 & T_{4}
\end{array}\right]\left[\begin{array}{cc}
\widetilde{\mathcal{B}}^{\mathrm{CN}} & 0 \\
0 & \widetilde{\mathcal{B}}^{\mathrm{CN}}
\end{array}\right]\left[\begin{array}{cc}
\widetilde{\mathcal{M}}^{\mathrm{CN}} & \widetilde{\mathcal{L}}_{1}^{\mathrm{CN},(k)} \\
\widetilde{\mathcal{L}}_{2}^{\mathrm{CN},(k)} & -\widetilde{\mathcal{M}}_{\beta}^{\mathrm{CN}}
\end{array}\right]^{-1}\left[\begin{array}{cc}
\widetilde{\mathcal{B}}^{\mathrm{CN}} & 0 \\
0 & \widetilde{\mathcal{B}}^{\mathrm{CN}}
\end{array}\right]^{\top} .
$$

Then, we consider (5.9) with $\bar{m}=2 n_{t}$ and the differential operator

$$
\mathcal{D}=\left[\begin{array}{ll}
\mathcal{D}_{\mathrm{CN}}^{1,1} & \mathcal{D}_{\mathrm{CN}}^{1,2} \\
\mathcal{D}_{\mathrm{CN}}^{2,1} & \mathcal{D}_{\mathrm{CN}}^{2,2}
\end{array}\right],
$$

where $\mathcal{D}_{\mathrm{CN}}^{1,1}=\frac{\tau}{2} I_{n_{t}, 4}^{\top} \otimes \mathrm{Id}, \mathcal{D}_{\mathrm{CN}}^{2,2}=-\frac{\tau}{2 \beta} I_{n_{t}, 4} \otimes \mathrm{Id}$, and

$$
\mathcal{D}_{\mathrm{CN}}^{1,2}=\left[\begin{array}{cccc}
\mathcal{D}_{0, \text { adj }}^{+} & \mathcal{D}_{1, \text { adj }}^{-} & & \\
& \ddots & \ddots & \\
& & \mathcal{D}_{n_{t}-2, \text { adj }}^{+} & \mathcal{D}_{n_{t}-1, \text { adj }}^{-} \\
& & & \mathcal{D}_{n_{t}-1, \text { adj }}^{+}
\end{array}\right], \quad \mathcal{D}_{\mathrm{CN}}^{2,1}=\left[\begin{array}{cccc}
\mathcal{D}_{1}^{+} & & & \\
\mathcal{D}_{1}^{-} & \mathcal{D}_{2}^{+} & & \\
& \ddots & \ddots & \\
& & \mathcal{D}_{n_{t}-1}^{-} & \mathcal{D}_{n_{t}}^{+}
\end{array}\right],
$$

with

$$
\mathcal{D}_{i}^{ \pm}=\frac{\tau}{2}\left(-\nu \nabla^{2}+\vec{v}_{i}^{(k)} \cdot \nabla\right) \pm \mathrm{Id}, \quad \mathcal{D}_{i, \text { adj }}^{ \pm}=\frac{\tau}{2}\left(-\nu \nabla^{2}-\vec{v}_{i}^{(k)} \cdot \nabla\right) \pm \mathrm{Id}
$$

Denoting with $\mathcal{D}_{p}$ the corresponding differential operator on the pressure space and proceeding as above, we can derive the following approximation:

$$
\widehat{S}_{\mathcal{A}, \mathrm{CN}}=\tau^{2}\left[\begin{array}{cc}
T_{3} & 0 \\
0 & T_{4}
\end{array}\right] \mathcal{K}_{p}^{\mathrm{CN}}\left[\begin{array}{cc}
D_{p, \mathrm{CN}}^{1,1} & D_{p, \mathrm{CN}}^{1,2} \\
D_{p, \mathrm{CN}}^{2,1} & D_{p, \mathrm{CN}}^{2,2}
\end{array}\right]^{-1} \mathcal{M}_{p}^{\mathrm{CN}} \approx S_{\mathcal{A}, \mathrm{CN}}
$$

Here, we set

$$
\begin{aligned}
\mathcal{K}_{p}^{\mathrm{CN}}=I_{2 n_{t}} \otimes K_{p}, & \mathcal{M}_{p}^{\mathrm{CN}}=I_{2 n_{t}} \otimes M_{p}, \\
\mathcal{D}_{p, \mathrm{CN}}^{1,1}=\frac{\tau}{2} I_{n_{t}, 4}^{\top} \otimes M_{p}, & \mathcal{D}_{p, \mathrm{CN}}^{2,2}=-\frac{\tau}{2 \beta} I_{n_{t}, 4} \otimes M_{p},
\end{aligned}
$$

and

$$
D_{p, \mathrm{CN}}^{1,2}=\left[\begin{array}{cccc}
T_{0, p}^{+,(k)} & T_{1, p}^{-,(k)} & & \\
& \ddots & \ddots & \\
& & T_{n_{t}-2, p}^{+,(k)} & T_{n_{t}-1, p}^{-,(k)} \\
& & & T_{n_{t}-1, p}^{+,(k)}
\end{array}\right], D_{p, \mathrm{CN}}^{2,1}=\left[\begin{array}{ccc}
L_{1, p}^{+,(k)} & & \\
L_{1, p}^{-,(k)} L_{2, p}^{+,(k)} & \\
& \ddots & \ddots \\
& & L_{n_{t}-1, p}^{-,(k)} L_{n_{t}, p}^{+,(k)}
\end{array}\right],
$$

with

$$
L_{i, p}^{ \pm,(k)}=\frac{\tau}{2}\left(\nu K_{p}+N_{i, p}^{(k)}+W_{i, p}^{(k)}\right) \pm M_{p}, \quad T_{i, p}^{ \pm,(k)}=\frac{\tau}{2}\left(\nu K_{p}-N_{i, p}^{(k)}+W_{i, p}^{(k)}\right) \pm M_{p} .
$$

### 6.5 Numerical Results

We now demonstrate the effectiveness of our preconditioners by presenting numerical results. In all our tests, $d=2$ (that is, $x=\left[x_{1}, x_{2}\right]^{\top}$ ), and $\Omega=(-1,1)^{2}$. All tests are run on MATLAB R2018b, using a 1.70 GHz Intel quad-core i5 processor and 8 GB RAM on an Ubuntu 18.04.1 LTS operating system.

As our preconditioners are non-symmetric and require an inner solve for the (1, 1)-block, for the outer solver we apply flexible GMRES [155] restarted every 10 iterations, up to a tolerance $10^{-6}$ on the relative residual; we make this choice as, at each step, we require the Oseen linearization to be solved to a stricter tolerance than that of the non-linear residual reduction we wish to achieve. Our implementation is based on the flexible GMRES routine in the TT-Toolbox [127]. To apply the approximate inverse of the (1,1)-block, we take 5 iterations of the GMRES routine implemented in MATLAB. We apply 20 steps of Chebyshev semi-iteration to mass matrices (on the velocity or pressure space); we apply 4 V-cycles of the AGMG routine $[118,121,122,123]$ for other matrices constructed on the velocity space ${ }^{8}$, while employing 2 V-cycles (with 2 symmetric GaussSeidel iterations for pre-/post-smoothing) of the HSL_MI20 solver [22] for stiffness matrices on the pressure space within our Schur complement approximation.

Regarding the non-linear iteration for solving the Navier-Stokes control problem, we allow 20 Oseen iterations, specifying as a stopping criterion a reduction of $10^{-5}$ on the (non-linear) relative residual; the initial residual is the right-hand side of the corresponding Stokes control problem, with $\nu=1$ (for the instationary case with Crank-Nicolson, we evaluate the residual before applying $T$ ). For each problem below, the first Oseen iterate is employed for the Stokes control solve, whose solutions $\boldsymbol{v}^{(1)}, \boldsymbol{\zeta}^{(1)}, \boldsymbol{p}^{(1)}, \boldsymbol{\mu}^{(1)}$ are then used as the initial guess. We use inf-sup stable Taylor-Hood $\mathbf{Q}_{2}-\mathbf{Q}_{1}$ finite elements in the spatial dimensions, with level of refinement 1 representing a (spatial) uniform grid of mesh-size $h=2^{1-1}$ for $\mathbf{Q}_{1}$ basis functions, and $h=2^{-1}$ for $\mathbf{Q}_{2}$ elements, in each dimension. All CPU times below are reported in seconds.

### 6.5.1 Stationary Navier-Stokes Control

We first test our solver on the stationary Navier-Stokes control problem (6.1)(6.2). We set $\vec{f}=\overrightarrow{0}, \vec{v}_{d}=\overrightarrow{0}$, and

$$
\vec{g}= \begin{cases}{[1,0]^{\top}} & \text { on } \partial \Omega_{1}:=(-1,1) \times\{1\}, \\ {[0,0]^{\top}} & \text { on } \partial \Omega \backslash \partial \Omega_{1} .\end{cases}
$$

We report the average number of GMRES iterations, together with the average CPU time per GMRES solve, for the stationary Navier-Stokes control problem in Tables 6.1-6.3, and in Table 6.4 we state the total degrees of freedom (DoF) together with the total number of Oseen iterations required. We provide results for different levels of refinement 1 , values of $\beta$, and viscosities $\nu$.

[^7]Table 6.1: Average GMRES iterations and CPU times for stationary NavierStokes control problem, for $\nu=\frac{1}{20}$ and a range of 1 and $\beta$.

| 1 | $\beta=10^{0}$ |  | $\beta=10^{-1}$ |  | $\beta=10^{-2}$ |  | $\beta=10^{-3}$ |  | $\beta=10^{-4}$ |  | $\beta=10^{-5}$ |  | $\beta=10^{-6}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU |
| 3 | 21 | 0.40 | 19 | 0.37 | 15 | 0.24 | 12 | 0.12 | 11 | 0.17 | 10 | 0.13 | 9 | 0.13 |
| 4 | 22 | 1.14 | 20 | 1.19 | 18 | 0.92 | 15 | 0.74 | 12 | 0.44 | 11 | 0.57 | 10 | 0.52 |
| 5 | 24 | 4.81 | 21 | 4.06 | 20 | 3.62 | 17 | 2.73 | 15 | 2.37 | 12 | 1.55 | 12 | 1.59 |
| 6 | 26 | 24.2 | 25 | 22.8 | 20 | 18.0 | 18 | 16.1 | 17 | 14.1 | 16 | 12.4 | 13 | 8.43 |
| 7 | 31 | 112 | 25 | 89.6 | 23 | 83.3 | 20 | 68.6 | 17 | 57.9 | 16 | 52.0 | 16 | 50.8 |
| 8 | 40 | 665 | 32 | 526 | 28 | 457 | 22 | 360 | 19 | 304 | 18 | 281 | 16 | 257 |

Table 6.2: Average GMRES iterations and CPU times for stationary NavierStokes control problem, for $\nu=\frac{1}{100}$ and a range of 1 and $\beta$.

| $\beta=10^{0}$ | $\beta=10^{-1}$ |  | $\beta=10^{-2}$ |  | $\beta=10^{-3}$ |  | $\beta=10^{-4}$ |  | $\beta=10^{-5}$ |  | $\beta=10^{-6}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU |
| 3 | 38 | 0.79 | 24 | 0.30 | 13 | 0.20 | 11 | 0.19 | 11 | 0.18 | 9 | 0.13 | 9 | 0.14 |
| 4 | 31 | 1.84 | 24 | 1.28 | 18 | 0.96 | 12 | 0.43 | 11 | 0.61 | 11 | 0.59 | 10 | 0.50 |
| 5 | 29 | 5.47 | 23 | 4.23 | 20 | 3.23 | 16 | 2.32 | 12 | 1.60 | 11 | 1.58 | 11 | 1.64 |
| 6 | 31 | 28.0 | 27 | 23.6 | 22 | 18.5 | 18 | 14.6 | 15 | 11.1 | 12 | 8.05 | 11 | 8.14 |
| 7 | 32 | 116 | 27 | 93.6 | 24 | 83.9 | 20 | 69.6 | 17 | 58.7 | 15 | 46.7 | 13 | 35.9 |
| 8 | 38 | 627 | 32 | 528 | 27 | 437 | 22 | 351 | 19 | 298 | 17 | 276 | 15 | 236 |

Table 6.3: Average GMRES iterations and CPU times for stationary NavierStokes control problem, for $\nu=\frac{1}{500}$ and a range of 1 and $\beta$.

| 1 | $\beta=10^{0}$ |  | $\beta=10^{-1}$ |  | $\beta=10^{-2}$ |  | $\beta=10^{-3}$ |  | $\beta=10^{-4}$ |  | $\beta=10^{-5}$ |  | $\beta=10^{-6}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU |
| 3 | $77 \dagger^{9}$ | $1.46 \dagger$ | 23 | 0.44 | 13 | 0.25 | 11 | 0.24 | 10 | 0.19 | 9 | 0.14 | 9 | 0.14 |
| 4 | 86† | $4.18 \dagger$ | $48 \dagger$ | $2.02 \dagger$ | 18 | 1.01 | 12 | 0.68 | 11 | 0.67 | 10 | 0.57 | 10 | 0.55 |
| 5 | 74 | 15.4 | 49 | 8.02 | 28 | 4.13 | 14 | 2.08 | 12 | 1.87 | 11 | 1.73 | 10 | 1.50 |
| 6 | 57 | 55.1 | 39 | 34.2 | 27 | 22.0 | 20 | 14.6 | 13 | 8.93 | 11 | 8.86 | 11 | 8.63 |
| 7 | 54 | 192 | 32 | 111 | 27 | 90.6 | 21 | 67.3 | 17 | 49.4 | 12 | 32.5 | 12 | 37.2 |
| 8 | 53 | 878 | 34 | 561 | 29 | 472 | 23 | 369 | 19 | 292 | 16 | 232 | 13 | 172 |

Tables 6.1-6.3 demonstrate the robustness of our proposed preconditioner. The numbers of iterations show only a mild dependence on the viscosity $\nu$, and a slight increase only for large values of $\beta$. The CPU time scales approximately linearly with respect to the dimension of the systems, with a marginal increase for very fine grids; in this case we observe that the AGMG multigrid routine does
not scale exactly linearly. Table 6.4 shows that the number of Oseen iterations strongly depends on the viscosity $\nu$, as expected as the non-linear term becomes increasingly significant for smaller $\nu$; however, as the grid is refined the number of outer iterations decreases. We also note that the number of linear and non-linear iterations increases for larger values of $\beta$ and coarser grids.

Table 6.4: Degrees of freedom (DoF) and number of Oseen iterations required for stationary Navier-Stokes control problem. In each cell are the Oseen iterations for the given $1, \nu$, and $\beta=10^{-j}, j=0,1, \ldots, 6$.

| 1 | DoF | $\nu=\frac{1}{20}$ | $\nu=\frac{1}{100}$ | $\nu=\frac{1}{500}$ |
| :---: | :---: | :---: | :---: | :---: |
| 3 | 1062 | $\begin{array}{llllllll}5 & 5 & 5 & 5 & 4 & 4\end{array}$ | $\begin{array}{llllllll}13 & 9 & 7 & 5 & 4 & 3\end{array}$ | $\dagger 2075443$ |
| 4 | 4422 | $\begin{array}{llllllll}5 & 5 & 4 & 4 & 4 & 4 & 4\end{array}$ | $\begin{array}{lllllll}8 & 6 & 6 & 5 & 4 & 4 & 4\end{array}$ | $\dagger \quad \dagger \quad 95444$ |
| 5 | 18,054 | 4444443 | $\begin{array}{lllllll}7 & 5 & 5 & 4 & 4 & 4 & 3\end{array}$ | $\begin{array}{llllllll}16 & 10 & 8 & 6 & 4 & 4 & 3\end{array}$ |
| 6 | 72,966 | 444431333 | $\begin{array}{llllllll}6 & 4 & 4 & 4 & 4 & 4 & 3\end{array}$ | $\begin{array}{llllllll}11 & 6 & 5 & 5 & 4 & 4 & 3\end{array}$ |
| 7 | 293,382 | $4 \begin{array}{lllllll}4 & 3 & 3 & 3 & 3\end{array}$ | $\begin{array}{lllllll}5 & 4 & 3 & 3 & 3 & 3 & 3\end{array}$ | 8484044443 |
| 8 | 1,176,582 | $\begin{array}{llllllll}3 & 3 & 3 & 3 & 3 & 3 & 3\end{array}$ | $4 \begin{array}{lllllll}4 & 3 & 3 & 3 & 3 & 3\end{array}$ | $\begin{array}{llllllll}5 & 3 & 3 & 3 & 3 & 3 & 3\end{array}$ |

### 6.5.2 Instationary Navier-Stokes Control

We now test our solver on the instationary Navier-Stokes control problem (6.3)(6.4), where we set $t_{f}=2, \vec{f}(x, t)=\overrightarrow{0}$, the initial condition $\vec{v}_{0}(x)=\overrightarrow{0}$, and boundary conditions

$$
\vec{g}(x, t)= \begin{cases}{[t, 0]^{\top}} & \text { on } \partial \Omega_{1} \times(0,1), \\ {[1,0]^{\top}} & \text { on } \partial \Omega_{1} \times\left[1, t_{f}\right), \\ {[0,0]^{\top}} & \text { on }\left(\partial \Omega \backslash \partial \Omega_{1}\right) \times\left(0, t_{f}\right),\end{cases}
$$

with $\partial \Omega_{1}$ defined as in Section 6.5.1. We present results obtained by employing backward Euler and Crank-Nicolson discretizations in time. Setting

$$
\begin{aligned}
& c_{1}=1-\sqrt{\left(\frac{100}{49}\left(x_{1}-\frac{1}{2}\right)\right)^{2}+\left(\frac{100}{99} x_{2}\right)^{2}}, \\
& c_{2}=1-\sqrt{\left(\frac{100}{49}\left(x_{1}+\frac{1}{2}\right)\right)^{2}+\left(\frac{100}{99} x_{2}\right)^{2}},
\end{aligned}
$$

we seek the (divergence-free) desired state:

$$
\vec{v}_{d}(x, t)= \begin{cases}c_{1} \cos \left(\frac{\pi t}{2}\right)\left[\left(\frac{100}{99}\right)^{2} x_{2},-\left(\frac{100}{49}\right)^{2}\left(x_{1}-\frac{1}{2}\right)\right]^{\top} & \text { if } c_{1} \geqslant 0, \\ c_{2} \cos \left(\frac{\pi t}{2}\right)\left[-\left(\frac{100}{99}\right)^{2} x_{2},\left(\frac{100}{49}\right)^{2}\left(x_{1}+\frac{1}{2}\right)\right]^{\top} & \text { if } c_{2} \geqslant 0, \\ {[0,0]^{\top}} & \text { otherwise }\end{cases}
$$

[^8]
## Backward Euler for Instationary Navier-Stokes Control

We first report the results obtained when employing the backward Euler scheme in time. We provide the average number of GMRES iterations together with the average elapsed CPU time in Tables 6.5-6.7, and in Table 6.8 the total dimensions of the systems solved and the Oseen iterations required, for different levels of refinements 1 , values of $\beta$, and viscosities $\nu$. Here, we choose the time-step $\tau=0.05$ (that is, $n_{t}=40$ ), while the level of refinement 1 refers to a spatial uniform grid constructed as above.

Table 6.5: Average GMRES iterations and CPU times for instationary NavierStokes control problem, with backward Euler in time $(\tau=0.05)$, for $\nu=\frac{1}{20}$ and a range of 1 and $\beta$.

| 1 | $\beta=10^{0}$ |  | $\beta=10^{-1}$ |  | $\beta=10^{-2}$ |  | $\beta=10^{-3}$ |  | $\beta=10^{-4}$ |  | $\beta=10^{-5}$ |  | $\beta=10^{-6}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU |
| 2 | 17 | 6.74 | 16 | 6.18 | 13 | . 2 | 11 | 4.42 | 11 | 4.11 | 12 | 4.89 | 20 | 7.75 |
| 3 | 18 | 9.36 | 18 | 9.71 | 16 | 8.6 | 14 | 9.8 | 12 | 0. | 14 | 10.2 | 22 | 17. |
|  | 19 | 40 | 19 | 41 | 18 | 46.2 | 17 | 42.5 | 15 | 30.2 | 16 | 41.3 | 24 | 65.1 |
| 5 | 19 | 195 | 20 | 206 | 19 | 176 | 17 | 153 | 17 | 142 | 17 | 135 | 24 | 19 |
|  | 23 | 109 | 22 | 10 |  | 970 | 18 |  | 17 | 771 | 18 | 828 |  |  |

Table 6.6: Average GMRES iterations and CPU times for instationary NavierStokes control problem, with backward Euler in time ( $\tau=0.05$ ), for $\nu=\frac{1}{100}$ and a range of 1 and $\beta$.

|  |  | $\beta=10^{0}$ |  |  | $\beta=10^{-1}$ |  | $\beta=10^{-2}$ |  |  | $\beta=10^{-3}$ |  | $\beta=10^{-4}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\beta=10^{-5}$ |  | $\beta=10^{-6}$ |  |  |  |  |  |  |  |  |  |  |  |  |
|  | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU |
| 2 | 17 | 6.96 | 14 | 5.70 | 11 | 4.47 | 11 | 4.21 | 10 | 4.08 | 12 | 4.93 | 21 | 8.54 |
| 3 | 22 | 18.8 | 19 | 17.7 | 14 | 13.2 | 11 | 10.9 | 11 | 10.6 | 13 | 11.8 | 21 | 19.7 |
| 4 | 23 | 45.3 | 22 | 45.4 | 18 | 39.0 | 14 | 37.5 | 13 | 35.0 | 15 | 41.2 | 23 | 61.4 |
| 5 | 22 | 190 | 22 | 196 | 19 | 169 | 17 | 148 | 15 | 126 | 16 | 136 | 25 | 220 |
| 6 | 25 | 1153 | 24 | 1099 | 21 | 979 | 18 | 809 | 17 | 729 | 17 | 685 | 25 | 1080 |

As for the stationary case, Tables $6.5-6.7$ show robustness of the proposed preconditioner with respect to all the parameters involved. We note that the number of iterations increases slightly for small viscosities and large values of $\beta$. The elapsed CPU time scales almost linearly with the dimension of the system, except for very fine grids. We see from Table 6.8 that the number of Oseen iterations increases for small values of $\nu$ and large values of $\beta$ when employing a coarse grid; however, as the grid is refined, the number of non-linear iterations decreases.

Table 6.7: Average GMRES iterations and CPU times for instationary NavierStokes control problem, with backward Euler in time ( $\tau=0.05$ ), for $\nu=\frac{1}{500}$ and a range of 1 and $\beta$.

| 1 | $\beta=10^{0}$ |  | $\beta=10^{-1}$ |  | $\beta=10^{-2}$ |  | $\beta=10^{-3}$ |  | $\beta=10^{-4}$ |  | $\beta=10^{-5}$ |  | $\beta=10^{-6}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU |
| 2 | $16 \dagger$ | 6.66† | 14 $\dagger$ | $5.55 \dagger$ | $11 \dagger$ | 4.43† | $10 \dagger$ | $3.92 \dagger$ | 10 | 3.84 | 12 | 4.91 | 22 | 8.87 |
| 3 | $26 \dagger$ | $28.9 \dagger$ | $20 \dagger$ | $25.4 \dagger$ | 14 | 17.2 | 11 | 13.6 | 11 | 13.3 | 13 | 15.1 | 22 | 27.9 |
| 4 | $43 \dagger$ | $130 \dagger$ | 34 | 120 | 17 | 64.5 | 13 | 50.6 | 12 | 47.8 | 14 | 53.6 | 24 | 82.7 |
| 5 | 54 | 467 | 43 | 417 | 28 | 294 | 16 | 160 | 15 | 164 | 16 | 187 | 24 | 263 |
| 6 | 39 | 1723 | 35 | 1552 | 27 | 1209 | 20 | 842 | 17 | 742 | 18 | 830 | 26 | 1165 |

Table 6.8: Degrees of freedom (DoF) and number of Oseen iterations required for instationary Navier-Stokes control problem, with backward Euler in time $(\tau=0.05)$. In each cell are the Oseen iterations for the given $1, \nu$, and $\beta=$ $10^{-j}, j=0,1, \ldots, 6$.

| $\mathbf{l}$ | DoF | $\nu=\frac{1}{20}$ |  |  |  |  |  |  | $\nu=\frac{1}{100}$ |  |  |  |  |  |  | $\nu=\frac{1}{500}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 10,086 | 6 | 6 | 5 | 5 | 5 | 5 | 5 | 15 | 8 | 6 | 5 | 5 | 5 | 5 | $\dagger$ | $\dagger$ | $\dagger$ | $\dagger$ | 10 | 8 | 8 |
| 3 | 43,542 | 5 | 5 | 5 | 5 | 4 | 4 | 4 | 9 | 8 | 6 | 5 | 5 | 5 | 5 | $\dagger$ | $\dagger$ | 7 | 6 | 6 | 6 | 6 |
| 4 | 181,302 | 5 | 5 | 4 | 4 | 4 | 4 | 4 | 6 | 6 | 6 | 5 | 5 | 5 | 5 | $\dagger$ | 14 | 8 | 6 | 6 | 6 | 6 |
| 5 | 740,214 | 4 | 4 | 4 | 4 | 4 | 3 | 3 | 5 | 5 | 5 | 4 | 4 | 4 | 4 | 8 | 8 | 7 | 5 | 5 | 5 | 5 |
| 6 | $2,991,606$ | 4 | 4 | 4 | 3 | 3 | 3 | 3 | 4 | 4 | 4 | 4 | 4 | 3 | 3 | 6 | 5 | 5 | 5 | 4 | 4 | 4 |

## Crank-Nicolson for Instationary Navier-Stokes Control

We now report the results obtained when applying Crank-Nicolson in time. We report the average number of GMRES iterations together with the average elapsed time for instationary Navier-Stokes control with Crank-Nicolson in time in Tables 6.9-6.11, and in Table 6.12 the total dimensions of the systems solved and the numbers of Oseen iterations, for different levels of refinements 1 , values of $\beta$, and viscosities $\nu$. In addition, in Table 6.13 we report the average number of GMRES iterations, the average elapsed time, and the number of Oseen iterations Os with very small viscosity $\nu$, for different levels of refinement 1 , and for some values of $\beta$. Here, for level of refinement 1 we divide the time interval into subintervals of length $2^{1-1}$ and consider a spatial uniform grid of refinement level 1. In Figure 6.2 we show the numerical solutions of the state and adjoint velocities $\vec{v}$ and $\vec{\zeta}$, at time $t=1$, and of the pressure $p$, at time $t=1.0625$, for $\nu=\frac{1}{100}, \beta=10^{-1}$, and $\mathrm{l}=4$.

From Tables 6.9-6.11 we observe that the number of iterations required for reaching a prescribed accuracy is, again, roughly constant, increasing only for small $\nu$ and large $\beta$. The dependence on the viscosity $\nu$ is more evident from Table 6.13, as in fact the number of iterations increases also for more moderate values of $\beta$, but remains low considering the dimensions of the systems solved. It is worth

Table 6.9: Average GMRES iterations and CPU times for instationary NavierStokes control problem, with Crank-Nicolson in time $(\tau=h)$, for $\nu=\frac{1}{20}$ and a range of 1 and $\beta$.

|  | $\beta=10^{0}$ |  | $\beta=10^{-1}$ |  | $\beta=10^{-2}$ |  | $\beta=10^{-3}$ |  | $\beta=10^{-4}$ |  | $\beta=10^{-5}$ |  | $\beta=10^{-6}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU |
| 2 | 16 | 0.73 | 15 | . 68 | 12 | 0.53 | 10 | 0.44 | 9 | 0.39 | 9 | 0.37 |  | 0.36 |
| 3 | 18 | 3.40 | 17 | 3.23 | 15 | 2.14 | 12 | 1.68 | 10 | 1.93 | 10 | 1.56 | 9 | 1.5 |
| 4 | 18 | 22.7 | 19 | 22.9 | 18 | 21.2 | 15 | 17.4 | 12 | 11. | 11 | 12.6 | 10 | 11.8 |
| 5 | 19 | 170 | 19 | 173 | 8 | 162 | 17 | 151 | 15 | 122 | 13 | 98.4 | 11 | 85.0 |
| 6 | 21 | 1948 | 21 | 1898 | 21 | 18 | 18 | 1587 | 17 | 1448 | 15 | 1295 | 13 | 10 |

Table 6.10: Average GMRES iterations and CPU times for instationary NavierStokes control problem, with Crank-Nicolson in time $(\tau=h)$, for $\nu=\frac{1}{100}$ and a range of 1 and $\beta$.

| 1 | $\beta=10^{0}$ |  | $\beta=10^{-1}$ |  | $\beta=10^{-2}$ |  | $\beta=10^{-3}$ |  | $\beta=10^{-4}$ |  | $\beta=10^{-5}$ |  | $\beta=10^{-6}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU |
| 2 | 16 | 0.74 | 13 | 0.64 | 11 | 0.51 | 10 | 0.45 | 9 | 0.40 | 9 | 0.38 | 8 | 0.38 |
| 3 | 21 | 3.80 | 19 | 3.72 | 13 | 2.80 | 10 | 2.20 | 10 | 2.20 | 9 | 1.77 | 9 | 1.87 |
| 4 | 23 | 22.6 | 22 | 22.2 | 18 | 18.5 | 12 | 15.4 | 11 | 13.6 | 10 | 13.3 | 10 | 12.2 |
| 5 | 22 | 187 | 21 | 184 | 19 | 166 | 16 | 135 | 12 | 103 | 11 | 87.7 | 11 | 89.7 |
| 6 | 24 | 2141 | 24 | 2087 | 22 | 1922 | 18 | 1507 | 15 | 1272 | 12 | 973 | 11 | 913 |

Table 6.11: Average GMRES iterations and CPU times for instationary NavierStokes control problem, with Crank-Nicolson in time $(\tau=h)$, for $\nu=\frac{1}{500}$ and a range of 1 and $\beta$.

| 1 | $\beta=10^{0}$ |  | $\beta=10^{-1}$ |  | $\beta=10^{-2}$ |  | $\beta=10^{-3}$ |  | $\beta=10^{-4}$ |  | $\beta=10^{-5}$ |  | $\beta=10^{-6}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU | it | CPU |
| 2 | $16 \dagger$ | $0.75 \dagger$ | $14 \dagger$ | 0.64† | $10 \dagger$ | $0.46 \dagger$ | 10 | 0.43 | 9 | 0.40 | 8 | 0.38 | 8 | 0.37 |
| 3 | $26 \dagger$ | $6.49 \dagger$ | $20 \dagger$ | 5.70† | 13 | 3.78 | 10 | 2.90 | 9 | 2.60 | 9 | 2.19 | 9 | 2.19 |
| 4 | 47 | 64.6 | 33 | 53.5 | 17 | 28.2 | 11 | 20.3 | 10 | 17.7 | 10 | 15.8 | 9 | 14.6 |
| 5 | 54 | 476 | 44 | 417 | 28 | 291 | 15 | 148 | 11 | 119 | 11 | 109 | 10 | 98.2 |
| 6 | 44 | 3728 | 37 | 3140 | 29 | 2472 | 20 | 1701 | 14 | 1157 | 11 | 983 | 11 | 968 |

noting that the preconditioner struggles only for viscosity $\nu=\frac{1}{2000}$, at which stage the problem becomes increasingly non-linear and convection-dominated. As experienced above, the CPU time scales approximately linearly with the size of the system, except for very fine grids. Regarding the non-linear iteration, as above we note in Table 6.12 that the number of Oseen iterations is decreasing as the grid is refined, while it is increasing for small values of $\nu$ and large values of $\beta$. From

Table 6.12: Degrees of freedom (DoF) and number of Oseen iterations required for instationary Navier-Stokes control problem, with Crank-Nicolson in time $(\tau=h)$. In each cell are the Oseen iterations for the given $1, \nu$, and $\beta=10^{-j}$, $j=0,1, \ldots, 6$.


Table 6.13: Average GMRES iterations, average CPU times, and number of Oseen iterations (0s) for instationary Navier-Stokes control problem, with CrankNicolson in time $(\tau=h)$, for $\nu=\frac{1}{1000}$ and $\nu=\frac{1}{2000}$, and for a range of 1 and $\beta$.

|  | $\nu=\frac{1}{1000}$ |  |  |  |  |  |  |  |  | $\nu=\frac{1}{2000}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\beta=10^{-2}$ |  |  | $\beta=10^{-4}$ |  |  | $\beta=10^{-6}$ |  |  | $\beta=10^{-2}$ |  |  | $\beta=10^{-4}$ |  |  | $\beta=10^{-6}$ |  |  |
| 1 | it | CPU |  | it | CPU | Os | it | CPU |  | it | CPU | Os | it | CPU |  | it |  |  |
| 2 | 11 $\dagger$ | $0.51 \dagger$ | $\dagger$ | 9 | 0.41 | 7 | 8 | 0.37 | 4 | $11 \dagger$ | 0.54† | $\dagger$ | 9 | 0.42 | 7 | 8 | 0.35 | 4 |
| 3 | 14 | 4.19 | 8 | 10 | 2.72 | 7 | 9 | 2.26 | 4 | 14 | 4.38 | 9 | 9 | 2.79 | 8 | 9 | 2.3 | 4 |
| 4 | 18 | 37.2 | 8 | 10 | 18.8 | 7 | 9 | 15.1 | 4 | 22 | 45.8 | 8 | 10 | 19.4 | 8 | 9 | 15.7 | 4 |
| 5 | 32 | 453 | 8 | 12 | 148 | 4 | 10 | 111 | 3 | 34† | $568 \dagger$ | $\dagger$ | 11 | 161 | 5 | 10 | 121 | 4 |
| 6 | 46 | 4833 | 6 | 13 | 1348 | 4 | 11 | 1046 | 3 | $77 \dagger$ | $10505 \dagger$ |  | 13 | 1548 | 4 | 11 | 1176 |  |

Table 6.13 we observe that for very small viscosities (e.g., $\nu=\frac{1}{2000}$ ) the number of Oseen iterations starts to increase for a wider range of regularization paramenters, due to the stronger non-linearity in the problem. From here, we envisage the utility of developing a robust solver for Newton's method for (stationary and instationary) Navier-Stokes control problems, which is a topic of future work and would be likely to mitigate effects of very small viscosities on the convergence of the outer iteration.

### 6.6 Summary and Comments

In this chapter, we presented mesh- and parameter-robust preconditioners for distributed Navier-Stokes control problems, of both stationary and instationary type, coupled with an Oseen linearization. For the instationary case, we employed either the backward Euler or the Crank-Nicolson discretization in the time variable. The preconditioners made use of most of the techniques presented so far in this work. Specifically, we employed saddle-point theory in conjuction with the commutator argument presented in the previous chapter for Stokes control, in

Figure 6.2: Solution plots for the instationary Navier-Stokes control problem, for $\nu=\frac{1}{100}, \beta=10^{-1}$, and $l=4$. Top left: velocity $\vec{v}$ at $t=1$. Top right: pressure $p$ at $t=1.0625$. Bottom: adjoint velocity $\vec{\zeta}$ at $t=1$.

order to approximate the Schur complement of the corresponding discrete Oseen problems. In addition, we employed well known preconditioners for convectiondiffusion control problems to accelerate the process of approximately applying the inverse operators of the corresponding ( 1,1 )-block of the systems considered. The outer preconditioners were applied within the flexible GMRES algorithm. Numerical results demonstrated the versatility and effectiveness of this approach when solving a range of huge-scale linear systems.

As we did at the end of the previous chapter, before moving on to the next one we would like to devote some discussion to the technique described here. Specifically, we would like to discuss the utility of the stabilization matrix within our commutator argument.

In Section 6.4.2, we made use of a commutator argument for deriving effective approximations of the Schur complements of the discrete Oseen problems considered above. The discretizations of the commutator arguments were also taking into account a stabilization matrix, aside from the discretization of the convection term. As we mentioned, this has been done in order to give more robustness within the preconditioners with respect to the viscosity $\nu$. We will explain this idea by considering the Oseen approximations of the stationary Navier-Stokes control problem.

In order to find an approximation of a critical point for (6.1)-(6.2), we iteratively solved the Oseen linearization (6.14). Upon discretization, we had to solve a sequence of saddle-point systems of the form (6.16), with the blocks defined as in (6.17). In order to understand the importance of the stabilization matrices, for
now we consider the case when no stabilization is used. In this case, the system we have to solve at each Oseen iteration is given in (6.16), with the blocks $\Psi_{\mathrm{S}}$ and $\Theta_{\mathrm{S}}$ defined as in (6.17), and the $(1,1)$-block $\Phi_{\mathrm{S}}^{(k)}$ given by

$$
\Phi_{\mathrm{S}}^{(k)}=\left[\begin{array}{cc}
\mathbf{M} & \nu \mathbf{K}-\mathbf{N}^{(k)} \\
\nu \mathbf{K}+\mathbf{N}^{(k)} & -\mathbf{M}_{\beta}
\end{array}\right] .
$$

Here, we suppose that if a commutator argument can be used for approximating each block of the inverse of $\Phi_{\mathrm{S}}^{(k)}$, then we may be able to derive that a similar argument holds for the Schur complement $S_{\mathcal{A}, \mathrm{S}}$ of $\mathcal{A}_{\mathrm{S}}$. In particular, let us consider the Schur complement of $\Phi_{\mathrm{S}}^{(k)}$ arising when no stabilization is employed. In this case, we have

$$
\begin{aligned}
\mathbf{S}_{\Phi, \mathrm{S}} & =\mathbf{M}_{\beta}+\left(\nu \mathbf{K}+\mathbf{N}^{(k)}\right) \mathbf{M}^{-1}\left(\nu \mathbf{K}-\mathbf{N}^{(k)}\right) \\
& =\mathbf{M}_{\beta}+\nu^{2} \mathbf{K} \mathbf{M}^{-1} \mathbf{K}+\nu\left(\mathbf{N}^{(k)} \mathbf{M}^{-1} \mathbf{K}-\mathbf{K M}^{-1} \mathbf{N}^{(k)}\right)-\mathbf{N}^{(k)} \mathbf{M}^{-1} \mathbf{N}^{(k)} .
\end{aligned}
$$

From here, we may be able to understand the complexity of finding preconditioners for Navier-Stokes control problems that are robust with respect to the viscosity $\nu$, as the dependence of the Schur complement $\mathbf{S}_{\Phi, S}$ on $\nu$ is not only linear, but (hiddenly) quadratic. In particular, fixing the mesh-size $h$ and letting $\nu$ tend to 0 and $\beta$ tend to infinity, we find the following approximation of the Schur complement $\mathbf{S}_{\Phi, S}$ :

$$
\mathbf{S}_{\Phi, \mathrm{S}} \approx-\mathbf{N}^{(k)} \mathbf{M}^{-1} \mathbf{N}^{(k)}
$$

Finally, the latter approximation tells us that the commutator argument presented in this chapter may be not completely robust when fixing $h$ and letting $\nu$ tend to 0 and $\beta$ tend to infinity. However, if we include a stabilization $\mathbf{W}^{(k)}$ when discretizing the convection term, we can derive the following approximation of the Schur complement $\mathbf{S}_{\Phi, \mathrm{S}}$ for this parameter regime:

$$
\mathbf{S}_{\Phi, \mathrm{S}} \approx \mathbf{W}^{(k)} \mathbf{M}^{-1} \mathbf{W}^{(k)}+\left(\mathbf{N}^{(k)} \mathbf{M}^{-1} \mathbf{W}^{(k)}-\mathbf{W}^{(k)} \mathbf{M}^{-1} \mathbf{N}^{(k)}\right)-\mathbf{N}^{(k)} \mathbf{M}^{-1} \mathbf{N}^{(k)} .
$$

Now, as we mentioned above, the stabilization $\mathbf{W}^{(k)}$ is chosen to enhance coercivity of the discretization. The latter may be translated in terms of numerical linear algebra as: the stabilization $\mathbf{W}^{(k)}$ is such that the real part of the eigenvalues of the discretized differential operator is shifted further into the right half-plane. In particular, the stabilization matrix we employed is positive semi-definite, and can be considered as a shifted discrete diffusion operator associated with the streamline direction defined by the approximation of the velocity $\vec{v}^{(k)}$, see Section 4.1.1. Thus, it is not so surprising that we are able to recover robustness within our preconditioners, also for very small viscosity. Similar arguments can be made for the control of the instationary Navier-Stokes equations, either when employing backward Euler or Crank-Nicolson in time.

## Chapter 7

## Preconditioning Fractional Differential Equation Constrained Optimization Problems

"-Non ti disunire, Fabio. -Mi chiamano tutti Fabietto.<br>-È ora ca' t' faje chiammà Fabio. Non ti disunire.<br>-Ma che significa?<br>-L'hê cap... hê capi tu sul'. [...] Non ti disunire, Schisa. Non ti disunire mai!"<br>["-Don't come apart, Fabio.<br>-Everybody calls me Fabietto.<br>-Well now it's time they called you Fabio. Don't come apart, Fabio.<br>-But what does it mean?<br>- You hav... you have to understand it by yourself. [...] Don't come apart, Schisa. Don't ever come apart!"]

- Paolo Sorrentino, È stata la mano di Dio

We are entering now the last main chapter of this work. Here, we consider the optimal control of Fractional Differential Equations (FDEs), with additional algebraic constraints on the state and the control variables. As opposed to the classical derivatives treated so far, which are local operators, FDEs describe nonlocal properties: given a function $f$ defined on a domain $\Omega$, the fractional derivative of $f$ at a given point of $\Omega$ is related to the effects of $f$ on the whole domain. In particular, problems with non-local properties can frequently be modeled accurately using FDEs. Among other processes, FDEs have been used to model viscoelasticity (e.g., [94]), anomalous transport (e.g., [114]), and flow in porous media (e.g., [15]), with applications to biology (e.g., [2]), electrochemistry (e.g., [124]), electrical circuits (e.g., [144]), and in finance (e.g., [159]).

As for the problems considered in the previous chapter, in order to obtain an approximation of a solution of the problems considered here we have to run
a non-linear process due to the presence of the box constraints on the variables. As opposed to all the previous chapters, in which we employed an optimize-thendiscretize approach, here we adopt a discretize-then-optimize solution strategy. We employ this strategy here in order to avoid having to derive an infinitedimensional adjoint for a fractional operator. The convex quadratic optimization problem resulting from the discretization step consists of a quadratic cost functional to be minimized subject to a (very dense) system of linear equations (that presents a very specific structure), aside from the box constraints on the state and control variables. In order to preserve the structure of the linear system arising at each non-linear iteration, we separate inequality from equality constraints, with the latter solved by employing an efficient and robust preconditioner within a suitable Krylov subspace method (although we are splitting inequality from equality constraints, in this case it is important that we "don't come apart" so as to preserve the structure of the latter).

This chapter is structured as follows. In Section 7.1, we introduce the notions of fractional integrals and fractional derivatives. In Section 7.2, we describe how to discretize a fractional derivative, and show the linear system that arises upon discretization. Then, in Section 7.3, we describe the preconditioning technique employed for approximating the discretization of forward FDEs. In Section 7.4, we introduce the problem we consider in this chapter, that is, the optimal control of FDEs with additional box constraints on the state and the control variables, describing the strategy employed for finding an approximation of the solution in Section 7.5. The latter is based on an Alternating Direction Method of Multipliers $(A D M M)$, which allows us to separate the equality from the inequality constraints, solving the equality constraints, and then updating the current solutions. In Section 7.6, we present the preconditioners we employ at each non-linear iteration. Finally, in Section 7.7, we provide numerical results that show the robustness of our approach.

This chapter is based on the work in [146], which was a joint work with Spyros Pougkakiotis, John Pearson, and Jacek Gondzio at the University of Edinburgh. Where the author was not involved in the work discussed, we omit detailed discussion and the paper [146] is referred to, and we provide some auxiliary results which motivated the preconditioning strategy in Appendix A.

### 7.1 Fractional Calculus

In this section we introduce the notion of a fractional integral and fractional derivative. We follow the work in [66]. For a detailed discussion on the fractional calculus, see, for example, [116, 125, 143, 158].

### 7.1.1 Fractional Integral

We start our description with the Riemann-Liouville integral of a holomorphic function $f$ defined on the interval $\left[0, t_{f}\right]$. This integral is a generalization of the

Cauchy formula [143, Section 2.3.1]

$$
f^{(-n)}(t)=\frac{1}{(n-1)!} \int_{0}^{t}(t-\tau)^{n-1} f(\tau) \mathrm{d} \tau, \quad t>0, \quad n \in \mathbb{N}
$$

where $f^{(-n)}$ denotes the $n$-fold primitive of the function $f$. Following [66], we call the previous expression $J^{n} f(t)$. We note that $f^{(-n)}(t)$ vanishes at $t=0$ with its derivatives of order $1,2, \ldots, n-1$. For convention it is required that $f(t)$ is a causal function, that is identically vanishing for $t<0$.

The way to generalize the Cauchy formula is to consider a positive number $\alpha>0$ (not anymore constrained to be an integer) and then find an expression that reduces to the formula above when $\alpha$ is an integer. The only formal issue with this generalization is the definition of the factorial for a general positive number $\alpha$. The natural way to do that is to consider the Gamma function. In fact, it is well known that $\Gamma(n)=(n-1)$ ! whenever $n \in \mathbb{N}$. With that in mind, it is possible to define the fractional integral of order $\alpha$ as

$$
J^{\alpha} f(t):=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} f(\tau) \mathrm{d} \tau, \quad t>0, \quad \alpha>0
$$

and for the sake of being fully comprehensive we can set $J^{0}:=\mathrm{Id}$, with Id the identity operator, implying that $J^{0} f(t)=f(t)$.

One may prove the following semigroup property [66]:

$$
J^{\alpha} J^{\gamma}=J^{\alpha+\gamma}, \quad \alpha, \gamma \geqslant 0
$$

which implies the commutative property $J^{\alpha} J^{\gamma}=J^{\gamma} J^{\alpha}$, and that the following equality holds [66]:

$$
J^{\alpha} t^{\gamma}=\frac{\Gamma(\gamma+1)}{\Gamma(\gamma+1+\alpha)} t^{\gamma+\alpha}, \quad \alpha>0, \quad \gamma>-1, \quad t>0 .
$$

The above properties are clearly a generalization of the properties of the classical (integer order) integral, and the proofs are based on both the Gamma and Beta functions [116, 125]

$$
\begin{array}{cl}
\Gamma(z)=\int_{0}^{\infty} e^{-x} x^{z-1} \mathrm{~d} x, & \mathcal{R} e(z)>0, \\
B\left(z_{1}, z_{2}\right)=\int_{0}^{1}(1-x)^{z_{1}-1} x^{z_{2}-1} \mathrm{~d} x, & \mathcal{R} e\left(z_{1}\right), \mathcal{R} e\left(z_{2}\right)>0,
\end{array}
$$

where with $\mathcal{R} e(z)>0$ we place a constraint on the real part of $z$.

### 7.1.2 Fractional Derivative

Once we have defined the fractional integral of order $\alpha$, it is natural to seek the fractional derivative for a general real value of $\alpha$.

If we denote by $D^{n}, n \in \mathbb{N}$, the classical derivative of order $n$, we observe that

$$
D^{n} J^{n}=\mathrm{Id}, \quad J^{n} D^{n} \neq \mathrm{Id}, \quad n \in \mathbb{N},
$$

that is, $D^{n}$ is a left-inverse but not a right-inverse to the corresponding integral operator $J^{n}$. In fact, we have that

$$
J^{n} D^{n} f(t)=f(t)-\sum_{i=0}^{n-1} f^{(i)}\left(0^{+}\right) \frac{t^{i}}{i!}, \quad t>0 .
$$

Therefore, it is reasonable to define $D^{\alpha}$ as left-inverse to $J^{\alpha}$. Introducing the positive integer $n$ such that $n-1<\alpha \leqslant n$, one can define the (left-sided Riemann-Liouville) fractional derivative of order $\alpha$ as

$$
{ }_{\mathrm{L}}^{\mathrm{RL}} D^{\alpha} f(t)=D^{n} J^{n-\alpha} f(t),
$$

namely

$$
\underset{\mathrm{L}}{\mathrm{RL}} D^{\alpha} f(t):= \begin{cases}\frac{1}{\Gamma(n-\alpha)} \frac{\mathrm{d}^{n}}{\mathrm{~d} t^{n}} \int_{0}^{t} \frac{f(\tau)}{(t-\tau)^{\alpha+1-n}} \mathrm{~d} \tau, & n-1<\alpha<n, \\ \frac{\mathrm{~d}^{n}}{\mathrm{~d} t^{n}} f(t), & \alpha=n,\end{cases}
$$

and again for completeness one may set ${ }_{\mathrm{L}}^{\mathrm{RL}} D^{0}=J^{0}=\mathrm{Id}$. From here, it is clear that

$$
\underset{\mathrm{L}}{\mathrm{RL}} D^{\alpha} J^{\alpha}=\mathrm{Id}, \quad \alpha \geqslant 0,
$$

and that

$$
\begin{equation*}
\underset{\mathrm{L}}{\mathrm{RL}} D^{\alpha} t^{\gamma}=\frac{\Gamma(\gamma+1)}{\Gamma(\gamma+1-\alpha)} t^{\gamma-\alpha}, \quad \alpha>0, \quad \gamma>-1, \quad t>0 . \tag{7.1}
\end{equation*}
$$

Again, we find a generalization of the properties of the classical (integer order) derivative. However, we realize that if $f(t) \equiv 1$ then ${ }_{\mathrm{L}}^{\mathrm{RL}} D^{\alpha} f(t) \neq 0$ if $\alpha \notin \mathbb{N}$. In fact, using the expression above with $\gamma=0$ we obtain

$$
{ }_{\mathrm{L}}^{\mathrm{RL}} D^{\alpha} 1=\frac{t^{-\alpha}}{\Gamma(1-\alpha)}, \quad \alpha \geqslant 0, \quad t>0
$$

that is of course identically equal to zero when $\alpha \in \mathbb{N}$, due to the poles of the Gamma function at the points $0,-1,-2, \ldots$.

In a similar way, we can define the (right-sided Riemann-Liouville) fractional
derivative of order $\alpha$ as

$$
\underset{\mathrm{R}}{\mathrm{RL}} D^{\alpha} f(t):= \begin{cases}\frac{(-1)^{n}}{\Gamma(n-\alpha)} \frac{\mathrm{d}^{n}}{\mathrm{~d} t^{n}} \int_{t}^{t_{f}} \frac{f(\tau)}{(\tau-t)^{\alpha+1-n}} \mathrm{~d} \tau, & n-1<\alpha<n, \\ \frac{\mathrm{~d}^{n}}{\mathrm{~d} t^{n}} f(t), & \alpha=n .\end{cases}
$$

In addition, from the right- and left-sided Riemann-Liouville fractional derivative we can define the symmetric Riesz derivative as follows [143, 158]:

$$
{ }^{\mathrm{R}} D^{\alpha} f(t):=\frac{-1}{2 \cos \left(\frac{\alpha \pi}{2}\right)}\left({ }_{\mathrm{L}}^{\mathrm{RL}} D^{\alpha} f(t)+{ }_{\mathrm{R}}^{\mathrm{RL}} D^{\alpha} f(t)\right) .
$$

The previous expression is not defined if $\alpha=1$, due to the cosine vanishing for this value of $\alpha$. For this reason, in the following we consider only symmetric Riesz derivatives of order $\alpha \in(1,2]$. For $\alpha \leqslant 1$, we require a different fractional derivative, which leads us to the following definition.

We can find also another way for defining the fractional derivative, the socalled Caputo fractional derivative of order $\alpha>0$, defined as

$$
D_{*}^{\alpha} f(t)=J^{n-\alpha} D^{n} f(t),
$$

with $n-1<\alpha \leqslant n$, that is

$$
D_{*}^{\alpha} f(t):= \begin{cases}\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t} \frac{f^{(n)}(\tau)}{(t-\tau)^{\alpha+1-n}} \mathrm{~d} \tau, & n-1<\alpha<n \\ \frac{\mathrm{~d}^{n}}{\mathrm{~d} \mathrm{t}^{n}} f(t), & \alpha=n .\end{cases}
$$

The last definition is more restrictive than the previous one, since it requires the absolute integrability of the derivative of order $n$. Moreover, from the two definitions it is clear that

$$
D^{\alpha} f(t):=D^{n} J^{n-\alpha} f(t) \neq J^{n-\alpha} D^{n} f(t):=D_{*}^{\alpha} f(t)
$$

unless the function $f(t)$ along with its first $n-1$ derivatives vanishes at $t=0^{+}$ [66]. In fact, assuming that the passage of the $n$-derivative under the integral is valid, we have that for $n-1<\alpha<n$ and $t>0$ :

$$
\begin{equation*}
D^{\alpha} f(t)=D_{*}^{\alpha} f(t)+\sum_{i=0}^{n-1} \frac{t^{i-\alpha}}{\Gamma(i-\alpha+1)} f^{(i)}\left(0^{+}\right) \tag{7.2}
\end{equation*}
$$

whereupon recalling (7.1) implies

$$
D^{\alpha}\left(f(t)-\sum_{i=0}^{n-1} \frac{t^{i}}{i!} f^{(i)}\left(0^{+}\right)\right)=D_{*}^{\alpha} f(t)
$$

From here, it can be easily recognised that $D_{*}^{\alpha} 1 \equiv 0, \alpha>0$.

### 7.2 Discretizing a Fractional Derivative

In this section, we discuss how discretize a fractional derivative of general order $\alpha>0$. For an overview on discretizations for fractional differential equations, see, for instance, [143, 158].

Let $f(t)$ be defined on $\Omega=[0,1]$. We consider both the Riemann-Liouville fractional derivative $D^{\alpha} f(t)$ and the Caputo fractional derivative $D_{*}^{\alpha} f(t)$. In order to find a numerical approximation of these differential operators, having taken $n_{t} \in \mathbb{N}$, we construct the grid

$$
t_{i}=i \tau, \quad i=0,1, \ldots, n_{t}, \quad \tau=\frac{1}{n_{t}}
$$

Then, we approximate the fractional derivatives through the formula of Grünwald and Letnikov [143]. In particular, for the Riemann-Liouville fractional derivative we use the shifted Grünwald-Letnikov formula

$$
\begin{equation*}
D^{\alpha} f(t) \approx \frac{1}{\tau^{\alpha}} \sum_{i=0}^{n_{t}} g_{\alpha, i} f(t-(i-1) \tau) \tag{7.3}
\end{equation*}
$$

where the coefficients $g_{\alpha, i}$ are given by

$$
g_{\alpha, i}=\frac{\Gamma(i-\alpha)}{\Gamma(-\alpha) \Gamma(i+1)}=(-1)^{i}\binom{\alpha}{i} .
$$

These can be computed by setting $g_{\alpha, 0}=1$, and then using the following recurrence formula:

$$
g_{\alpha, i}=\left(1-\frac{\alpha+1}{i}\right) g_{\alpha, i-1},
$$

for $i=1,2, \ldots, n_{t}$ [143]. It is possible to prove that (7.3) is first order accurate, see [111, 112, 113].

Rewriting (7.3) in matrix form, we obtain that the discretization of the Riemann-Liouville fractional derivative is defined by

$$
\mathfrak{L}_{\alpha} \boldsymbol{f}
$$

with the vector $\boldsymbol{f}$ containing the evaluations of the function $f$ at the grid points,
and the matrix $\mathfrak{L}_{\alpha}$ given by

$$
\mathfrak{L}_{\alpha}=\frac{1}{\tau^{\alpha}}\left[\begin{array}{cccccc}
g_{\alpha, 1} & g_{\alpha, 0} & 0 & & &  \tag{7.4}\\
g_{\alpha, 2} & g_{\alpha, 1} & g_{\alpha, 0} & \ddots & & \\
\vdots & \ddots & \ddots & \ddots & \ddots & \\
\vdots & & \ddots & g_{\alpha, 1} & g_{\alpha, 0} & 0 \\
\vdots & & & g_{\alpha, 2} & g_{\alpha, 1} & g_{\alpha, 0} \\
g_{\alpha, n_{t}} & \ldots & \ldots & g_{\alpha, 3} & g_{\alpha, 2} & g_{\alpha, 1}
\end{array}\right] .
$$

We observe that the matrix $\mathfrak{L}_{\alpha}$ is a Toeplitz matrix, as defined in the next section.
We now consider the Caputo fractional derivative $D_{*}^{\alpha} f(t)$ of $f(t)$. Again, by using the Grünwald-Letnikov formula in its non-shifted form [143, 158], we obtain the following approximation:

$$
D_{*}^{\alpha} f(t) \approx \frac{1}{\tau^{\alpha}} \sum_{i=0}^{n_{t}-1} g_{\alpha, i} f(t-i \tau)
$$

As above, rewriting the previous expression in matrix form leads to the lower triangular Toeplitz matrix $\mathfrak{C}_{\alpha}$

$$
\mathfrak{C}_{\alpha}=\frac{1}{\tau^{\alpha}}\left[\begin{array}{ccccc}
g_{\alpha, 0} & 0 & & &  \tag{7.5}\\
g_{\alpha, 1} & g_{\alpha, 0} & \ddots & & \\
\vdots & \ddots & \ddots & \ddots & \\
\vdots & & g_{\alpha, 1} & g_{\alpha, 0} & 0 \\
g_{\alpha, n_{t}-1} & \ldots & g_{\alpha, 2} & g_{\alpha, 1} & g_{\alpha, 0}
\end{array}\right]
$$

We would like to note that we employ the non-shifted Grünwald-Letnikov formula as an approximation of the Caputo fractional derivative in order to take into account the discrepancy between the Caputo and the Riemann-Liouville fractional derivatives given in (7.2).

From (7.4) and from (7.5), we can realize that the matrices arising upon discretization of a fractional differential operator are (usually) dense. Since we are looking for a fine discretization in order to reduce the numerical error, one is usually dealing with very large, and very dense linear systems (that often cannot even be stored in computer memory). However, the discretized systems have a structure which we may exploit: as we mentioned above, the type of matrix we obtain upon this discretization of fractional derivatives of these types is a Toeplitz matrix. In the following section we will introduce the definition of Toeplitz matrix, and then generalize this notion to block-Toeplitz matrices whose blocks are again Toeplitz matrices. Then, we will derive optimal preconditioners for those type of matrices, and we will employ this method in the problems considered below.

### 7.3 Preconditioners for FDEs

In this section, we discuss the preconditioning techniques employed for approximating the discrete fractional differential operators described above. The preconditioners are derived by making use of the Generalized Locally Toeplitz (GLT) theory. For an overview on the latter, we refer the reader to [56, 57]. In addition, we refer the reader to Appendix A for a formal definition of the notions below.

In the following, we employ the notion of multi-index (or d-index), defined as a row vector $\mathbf{i} \in \mathbb{Z}^{d}$ with components $i_{1}, i_{2}, \ldots, i_{d}$, where $d \in \mathbb{N}$. Below, we denote $N(\mathbf{i})=\prod_{j=1}^{d} i_{j}$, and write $\mathbf{i} \rightarrow \infty$ to indicate that $\min (\mathbf{i}) \rightarrow \infty$. In addition, any operation involving $d$-indices that has no meaning in the vector space $\mathbb{Z}^{d}$ will be interpreted in a componentwise sense.

We begin with the definition of $d$-level matrix. Given $d \in \mathbb{N}$, a matrix $A$ of dimension $n_{A}$ is a $d$-level matrix with level orders $n_{1}, n_{2}, \ldots, n_{d}$ if $n_{A}=n_{1} n_{2} \cdots n_{d}$, and it is partitioned into $n_{1}^{2}$ square blocks of size $\frac{n_{A}}{n_{1}}$, each of which is partitioned into $n_{2}^{2}$ blocks of size $\frac{n_{A}}{n_{1} n_{2}}$, and so on until the last $n_{d}^{2}$ blocks of size 1 .

We now give the definition of Toeplitz matrix. Given $2 n_{A}-1$ numbers $a_{i}, i=$ $-n_{A}+1,-n_{A}, \ldots,-1,0,1, \ldots, n_{A}-2, n_{A}-1$, the matrix $A$ of dimension $n_{A} \times n_{A}$ such that

$$
A_{i, l}=a_{i-l}, \quad i, l=1,2, \ldots, n_{A}
$$

is called a Toeplitz matrix, where with $A_{i, l}$ we have denoted the element of position $(i, l)$ of the matrix $A$. Specifically, we have

$$
A=\left[\begin{array}{cccc}
a_{0} & a_{-1} & \ldots & a_{-n_{A}+1} \\
a_{1} & a_{0} & \ddots & \vdots \\
\vdots & \ddots & \ddots & a_{-1} \\
a_{n_{A}-1} & \ldots & a_{1} & a_{0}
\end{array}\right]
$$

From the definition, we have that a Toeplitz matrix is not necessarily square.
Then, given $d \in \mathbb{N}$, we can recursively define a d-level Toeplitz matrix. A matrix $A$ is said to be a $d$-level Toeplitz if it can be written as

$$
A=A_{1} \otimes A_{2}
$$

where $A_{1}$ is a Toeplitz matrix, and $A_{2}$ is a $(d-1)$-level Toeplitz matrix. From the definition, a $d$-level Toeplitz matrix can be partitioned in blocks (each of which is a $(d-1)$-level Toeplitz matrix) that are constant along each diagonal. In the GLT theory, it is possible to associate a $d$-level Toeplitz matrix $A$ to a function $f$, which is called the generating function; in this case, we say that the matrix $A$ is generated by $f$.

From the definition of $d$-level Toeplitz matrix we can also define another class of matrices, namely, the $d$-level circulant matrices. We start with the definition of unilevel circulant matrix, and then generalize the notion to the multilevel case.

Given $n_{A}$ numbers $a_{i}, i=0,1, \ldots, n_{A}-1$, the matrix $A$ of dimension $n_{A} \times n_{A}$ such that

$$
A_{i, l}=a_{(i-l) \bmod n_{A}}, \quad i, l=1,2, \ldots, n_{A}
$$

is called a circulant matrix. All circulant matrices are therefore Toeplitz, with an additional cyclic permutation property, namely

$$
A=\left[\begin{array}{cccc}
a_{0} & a_{n_{A}-1} & \ldots & a_{1} \\
a_{1} & a_{0} & \ddots & \vdots \\
\vdots & \ddots & \ddots & a_{n_{A}-1} \\
a_{n_{A}-1} & \ldots & a_{1} & a_{0}
\end{array}\right]
$$

In addition, as for the Toeplitz case, we can define a matrix $A$ to be a $d$-level circulant matrix if it can be written as

$$
A=A_{1} \otimes A_{2},
$$

where $A_{1}$ is a circulant matrix, and $A_{2}$ is a ( $d-1$ )-level circulant matrix. As for a $d$-level Toeplitz matrix, a $d$-level circulant matrix can be partitioned in blocks (each of which is a $(d-1)$-level circulant matrix) that are constant along each diagonal with an additional cyclic permutation property. In the following, we will employ particular circulant and $d$-level circulant matrices in our analysis. For this reason, given $\bar{n} \in \mathbb{N}$ we define the $\bar{n} \times \bar{n}$ matrix $C_{\bar{n}}=\left[c_{i, l}\right]_{i, l=1}^{\bar{n}}$, with

$$
c_{i, l}= \begin{cases}1 & \text { if }(i-l) \bmod \bar{n}=1, \\ 0 & \text { otherwise. }\end{cases}
$$

In addition, given the vectors $\mathbf{n}_{A} \in \mathbb{N}^{d}$ and $\mathbf{j} \in \mathbb{Z}^{d}$, we define the $d$-level circulant matrix $C_{\mathbf{n}_{A}}^{\mathbf{j}}=C_{n_{1}}^{j_{1}} C_{n_{2}}^{j_{2}} \cdots C_{n_{d}}^{j_{d}}$, where $C_{n_{i}}^{j_{i}}$ is the $j_{i}$-th power of the matrix $C_{n_{i}}$ defined above.

Circulant and $d$-level circulant matrices are important classes of matrices in relation to finding optimal preconditioners for systems arising upon discretization of FDEs. In particular, it is possible to prove that every $d$-level circulant matrix $A$ can be written as a linear combination of the matrices $C_{\mathbf{n}_{A}}^{\mathbf{j}}$ defined above, see [57, Section 3.4]. As a consequence, we have that the set of all $d$-level circulant matrix is a commutative ring under matrix addition and multiplication. In addition, it is possible to prove that every $d$-level circulant matrix $A$ is diagonalizable by the discrete Fourier transform (a very important property from the point of view of preconditioning), see [57, Section 3.4].

As we mentioned at the beginning of this section, we employ GLT theory to motivate our preconditioners for the problems considered here. An important notion in the GLT theory is that of a matrix-sequence. A ( $d$-level) matrix-sequence is a sequence of square matrices $\left\{A_{j}\right\}_{j}$ (respectively, $\left\{A_{\mathbf{j}}\right\}_{j}$ ), whose size $n_{A_{j}}$ (respectively, $N(\mathbf{j})$ with $\mathbf{j}=\mathbf{j}(j))$ tends to infinity as $j \rightarrow \infty$.

In order to find suitable preconditioners for the systems we consider below, we have to introduce also the notion of approximating class of sequences (a.c.s.). Given a matrix-sequence $\left\{A_{j}\right\}_{j}$, a sequence of matrix-sequences $\left\{\left\{\widetilde{A}_{j, m}\right\}_{j}\right\}_{m}$ is an approximating class of sequences for $\left\{A_{j}\right\}_{j}$ if the difference between $A_{j}$ and $\widetilde{A}_{j, m}$ is the sum of a matrix of low rank and a matrix of small norm. A formal definition of approximating class of sequences is given in Definition 1 in Appendix A.

As mentioned above, approximating classes of sequences are employed in order
to build preconditioners for the problems examined below. However, we need some sort of "measure" in order to understand how good the preconditioners are. For this reason, we will find useful the notion of clusters. Given a sequence of matrices $\left\{A_{j}\right\}_{j}$ and a subset $X$ of the complex plane, we say that $\left\{A_{j}\right\}_{j}$ is weakly clustered at $X$ if the number of the eigenvalues of $A_{j}$ that are not "close enough" to $X$ is bounded above by the dimension $n_{A_{j}}$ of $A_{j}$.

An important class of matrix sequences is a d-level GLT sequence. The sequences belonging to this class are such that they can be associated in a certain sense to a measurable function $\kappa$, which is called the symbol of the sequence. A formal definition of $d$-level GLT sequence is given in Definition 4 in Appendix A.

All the previous notions can be used in order to find suitable approximations of Toeplitz and multilevel Toeplitz matrices. In particular, in the following we are going to employ multilevel circulant preconditioners as an approximation of multilevel Toeplitz matrices. A preconditioner of this type can be derived by firstly finding a unilevel circulant approximation of an arbitrary unilevel Toeplitz matrix. Given a unilevel Toeplitz matrix $A \in \mathbb{R}^{n_{A} \times n_{A}}$, we employ the circulant approximation proposed for the first time in [32] (also called the T. Chan preconditioner for $A$ ). More specifically, we define the optimal circulant approximation of $A$, as the solution of the following optimization problem:

$$
C_{1}(A)=\min _{C_{\bar{n}} \in \mathcal{C}_{\bar{n}}}\left\|C_{\bar{n}}-A\right\|_{F},
$$

where $\mathcal{C}_{\bar{n}}$ is the the set of all $n_{A} \times n_{A}$ circulant matrices, and $\|\cdot\|_{F}$ the Frobenius norm. It turns out that the previous problem admits the following closed form solution:

$$
c_{i}=\frac{\left(n_{A}-i\right) a_{i}+i a_{-n_{A}+i}}{n}, \quad i \in\left\{0,1, \ldots, n_{A}-1\right\} .
$$

Then, we can write $C_{1}(A)=F_{n_{A}}^{*} \Lambda_{n_{A}} F_{n_{A}}$, where $F_{n_{A}}$ is the (scaled) discrete Fourier transform of size $n_{A}$ and $\Lambda_{n_{A}}$ is a diagonal matrix containing the eigenvalues of $C_{1}(A)$, which can be computed as $\Lambda_{n_{A}}=\operatorname{diag}\left(F_{n_{A}} \mathbf{c}_{1}\right)$, where $\mathbf{c}_{1}$ is the first column of $C_{1}(A)$. Other unilevel circulant approximations are possible, such as those proposed in $[30,31,176]$, however, the T. Chan preconditioner seems (empirically) to behave better for the problem under consideration.

From the unilevel circulant preconditioner we can then find a preconditioner for multilevel Toeplitz matrices. In fact, recalling that a $d$-level Toeplitz matrix can be defined as a Kronecker product of unilevel and ( $d-1$ )-level Toeplitz matrices, we can recursively define the preconditioner of a $d$-level Toeplitz matrix $A=A_{1} \otimes A_{2} \otimes \ldots \otimes A_{d}$ as

$$
\begin{aligned}
A & \approx C_{1}\left(A_{1}\right) \otimes C_{1}\left(A_{2}\right) \otimes \ldots \otimes C_{1}\left(A_{d}\right) \\
& =\left(F_{n_{A_{1}}}^{*} \otimes F_{n_{A_{2}}}^{*} \otimes \ldots \otimes F_{n_{A_{d}}}^{*}\right) \Lambda_{\mathbf{d}}\left(F_{n_{A_{1}}} \otimes F_{n_{A_{2}}} \otimes \ldots \otimes F_{n_{A_{d}}}\right)=: C_{d}(A),
\end{aligned}
$$

where $\Lambda_{d}$ is the following diagonal matrix:

$$
\Lambda_{\mathrm{d}}=\Lambda_{1} \otimes \Lambda_{2} \otimes \ldots \otimes \Lambda_{d} .
$$

The previous approximation of a $d$-level Toeplitz matrix will be employed in the
following as an optimal preconditioner for the problems considered in this chapter.
In order to show how to derive the previous expression, we consider the case of a 2 -level Toeplitz matrix $A$. In this case, we have

$$
A=\left[\begin{array}{ccccc}
A_{0} & A_{-1} & \ldots & A_{-m_{1}+1} & A_{-m_{1}} \\
A_{1} & A_{0} & \ddots & & A_{-m_{1}+1} \\
\vdots & A_{1} & \ddots & \ddots & \vdots \\
A_{m_{1}-1} & & \ddots & \ddots & A_{-1} \\
A_{m_{1}} & A_{m_{1}-1} & \cdots & A_{1} & A_{0}
\end{array}\right]
$$

where each $A_{i}$, for $i=-m_{1},-m_{1}+1, \ldots, m_{1}-1, m_{1}$, is a unilevel Toeplitz matrix. Then, if we employ the T . Chan preconditioner $C_{1}\left(A_{i}\right)=F_{m_{1}}^{*} \Lambda_{i} F_{m_{1}}$ in order to approximate each block $A_{i}$, for $i=-m_{1},-m_{1}+1, \ldots, m_{1}-1, m_{1}$, we have the following approximation:

$$
A \approx\left[\begin{array}{cccc}
F_{m_{1}}^{*} \Lambda_{0} F_{m_{1}} & F_{m_{1}}^{*} \Lambda_{-1} F_{m_{1}} & \ldots & F_{m_{1}}^{*} \Lambda_{-m_{1}} F_{m_{1}} \\
F_{m_{1}}^{*} \Lambda_{1} F_{m_{1}} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & F_{m_{1}}^{*} \Lambda_{-1} F_{m_{1}} \\
F_{m_{1}}^{*} \Lambda_{m_{1}} F_{m_{1}} & \cdots & F_{m_{1}}^{*} \Lambda_{1} F_{m_{1}} & F_{m_{1}}^{*} \Lambda_{0} F_{m_{1}}
\end{array}\right]
$$

or equivalently

$$
A \approx\left(I_{m_{1}} \otimes F_{m_{1}}^{*}\right)\left[\begin{array}{cccc}
\Lambda_{0} & \Lambda_{-1} & \ldots & \Lambda_{-m_{1}} \\
\Lambda_{1} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \Lambda_{-1} \\
\Lambda_{m_{1}} & \ldots & \Lambda_{1} & \Lambda_{0}
\end{array}\right]\left(I_{m_{1}} \otimes F_{m_{1}}\right)
$$

where $I_{m_{1}}$ is the identity matrix of dimension $m_{1}$. Recalling that each matrix $\Lambda_{i}$, for $i=-m_{1},-m_{1}+1, \ldots, m_{1}$, is diagonal, we can employ a suitable permutation $P$ and rewrite

$$
A \approx\left(I_{m_{1}} \otimes F_{m_{1}}^{*}\right) P^{\top}\left[\begin{array}{cccc}
\bar{A}_{1} & & & \\
& \bar{A}_{2} & & \\
& & \ddots & \\
& & & \bar{A}_{m_{2}}
\end{array}\right] P\left(I_{m_{1}} \otimes F_{m_{1}}\right)
$$

where each block $\bar{A}_{i}$, for $i=1,2, \ldots, m_{2}$, is a unilevel Toeplitz matrix. Therefore, by approximating again each block with the T . Chan preconditioner, we can rewrite:
$A \approx\left(I_{m_{1}} \otimes F_{m_{1}}^{*}\right) P^{\top}\left(I_{m_{2}} \otimes F_{m_{2}}^{*}\right)\left[\begin{array}{llll}\bar{\Lambda}_{1} & & & \\ & \bar{\Lambda}_{2} & & \\ & & \ddots & \\ & & & \bar{\Lambda}_{m_{2}}\end{array}\right]\left(I_{m_{2}} \otimes F_{m_{2}}\right) P\left(I_{m_{1}} \otimes F_{m_{1}}\right)$.
Then, by observing that $\left(I_{m_{2}} \otimes F_{m_{2}}\right) P=P^{\top}\left(F_{m_{2}} \otimes I_{m_{2}}\right)$, we derive the following
approximation:

$$
A \approx\left(I_{m_{1}} \otimes F_{m_{1}}^{*}\right)\left(F_{m_{2}}^{*} \otimes I_{m_{2}}\right) \Lambda\left(F_{m_{2}} \otimes I_{m_{2}}\right)\left(I_{m_{1}} \otimes F_{m_{1}}\right),
$$

where $\Lambda$ is a diagonal matrix obtained permuting the elements on the diagonal of the previous approximation. Finally, observing that $\left(F_{m_{2}} \otimes I_{m_{2}}\right)\left(I_{m_{1}} \otimes F_{m_{1}}\right)=$ $F_{m_{2}} \otimes F_{m_{1}}$, we obtain the T. Chan-based 2-level circulant approximation.

From here, by recursion one can easily generalize the previous strategy to $d$-level Toeplitz matrices.

We would like to note that, although a unilevel circulant approximation of a unilevel Toeplitz matrix is an optimal preconditioner, in the multilevel case this is not true, see for instance [163].

### 7.4 Optimal Control of FDEs

In this section we introduce the optimal control of a fractional differential equation. This problem is defined by (1.2)-(1.3) where the differential operator $\mathcal{D}$ is a fractional differential equation. In our study we will focus on the control of the fractional diffusion equation [39], so our problem reads as

$$
\begin{equation*}
\min _{v, u} \frac{1}{2} \int_{0}^{t_{f}} \int_{\Omega}\left|v-v_{d}\right|^{2} \mathrm{~d} \Omega \mathrm{~d} t+\frac{\beta}{2} \int_{0}^{t_{f}} \int_{\Omega}|u|^{2} \mathrm{~d} \Omega \mathrm{~d} t \tag{7.6}
\end{equation*}
$$

subject to
$\begin{cases}\left({ }^{t} D_{*}^{\alpha}-\stackrel{x_{1}}{\mathrm{R}} D^{\gamma_{1}}-{ }_{\mathrm{R}}^{x_{2}} D^{\gamma_{2}}\right) v\left(x_{1}, x_{2}, t\right)+u\left(x_{1}, x_{2}, t\right)=0 & \text { in } \Omega \times\left(0, t_{f}\right), \\ v\left(x_{1}, x_{2}, t\right)=g\left(x_{1}, x_{2}, t\right) & \text { on } \partial \Omega \times\left(0, t_{f}\right), \\ v\left(x_{1}, x_{2}, 0\right)=v_{0}\left(x_{1}, x_{2}\right) & \text { in } \Omega,\end{cases}$
where $\Omega=\prod_{i=1}^{2}\left(a_{i}, b_{i}\right) \subset \mathbb{R}^{2}$, and $t_{f}>0$ the final time. Here, ${ }^{t} D_{*}^{\alpha}$ is the Caputo fractional derivative of order $\alpha$, with $\alpha \in(0,1]$, and ${ }_{R}^{x_{i}} D^{\gamma_{i}}$ is the symmetric Riesz derivative of order $\gamma_{i} \in(1,2]$, for $i=1,2$, with the subscripts $x_{i}$ denoting the variable we are differentiating with respect to. The functions $g$ and $v_{0}$ are known. The differential operator considered here is a specific problem, but we devise methods that are readily generalized to more complex FDEs.

As opposed to all the previous chapters, in the problems we consider here we also include constraints on the state and control variables. Specifically, the problems we want to solve here is given by (7.6)-(7.7), with the following additional constraints:

$$
\left\{\begin{array}{l}
v_{\text {min }}(x, t) \leqslant v(x, t) \leqslant v_{\max }(x, t),  \tag{7.8}\\
u_{\min }(x, t) \leqslant u(x, t) \leqslant u_{\max }(x, t),
\end{array}\right.
$$

where the functions $v_{\min }, v_{\max }, u_{\min }$, and $u_{\max }$ are given.
Due to the presence of additional algebraic constraints on the variables, in order to find an approximation of the solution of (7.6)-(7.8) we have to employ a non-linear iteration. Before showing the method employed for solving the problems considered, we have to derive the discrete first-order optimality conditions, that will be the topic of the next section. We want to mention that the problems
considered here are only two-dimensional in space, but it is perfectly reasonable to consider problems in different numbers of spatial dimensions; for this reason, we would like to emphasize that the methodology in this chapter could be readily tailored to such problems in higher dimensions.

### 7.4.1 Discretize-Then-Optimize Approach

We derive now the first-order optimality conditions of the problem (7.6)-(7.8). As opposed to the previous chapters, here we adopt a discretize-then-optimize strategy, described in Section 1.3.2.

Let $n_{t}, n_{x_{1}}, n_{x_{2}}$ be the number of points on the time interval, the $x_{1}$-axis and the $x_{2}$-axis respectively. We discretize the $L^{2}$-norm using the trapezoidal rule, the Caputo derivative with the matrix $\mathfrak{C}_{\alpha}$ in (7.5), and ${ }_{\mathrm{R}}^{x_{i}} D^{\gamma_{i}}, i=1,2$, with the matrix

$$
\mathfrak{L}_{\gamma_{i}}^{\mathrm{R}}=\frac{-1}{2 \cos \left(\frac{\alpha \pi}{2}\right)}\left(\mathfrak{L}_{\gamma_{i}}+\mathfrak{L}_{\gamma_{i}}^{\top}\right),
$$

with $\mathfrak{L}_{\gamma_{i}}$ defined by (7.4). With this notation we have

$$
{ }_{\mathrm{R}}^{x_{1}} D^{\gamma_{1}}+{ }_{\mathrm{R}}^{x_{2}} D^{\gamma_{2}} \approx \mathfrak{L}_{\gamma_{1}}^{\mathrm{R}} \otimes I_{n_{x_{2}}}+I_{n_{x_{1}}} \otimes \mathfrak{L}_{\gamma_{2}}^{\mathrm{R}}=: \mathfrak{L}_{\gamma_{1}, \gamma_{2}},
$$

where the matrix $I_{n_{x_{i}}}$ denotes the identity matrix of size $n_{x_{i}}$, for $i=1,2$; in addition, we have

$$
{ }^{t} D_{*}^{\alpha}-{ }_{\mathrm{R}}^{x_{1}} D^{\gamma_{1}}-{ }_{\mathrm{R}}^{x_{2}} D^{\gamma_{2}} \approx \mathfrak{C}_{\alpha} \otimes I_{N}-I_{n_{t}} \otimes \mathfrak{L}_{\gamma_{1}, \gamma_{2}}=: \mathfrak{B},
$$

where $N=n_{x_{1}} n_{x_{2}}$ is the total number of points in the spatial domain. Finally, the discrete formulation of (7.6)-(7.8) reads as

$$
\begin{equation*}
\min _{\boldsymbol{v}, \boldsymbol{u}} \frac{1}{2}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)^{\top} M_{1}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)+\frac{1}{2} \boldsymbol{u}^{\top} M_{2} \boldsymbol{u} \tag{7.9}
\end{equation*}
$$

subject to

$$
\left\{\begin{array}{l}
\mathfrak{B} \boldsymbol{v}+\boldsymbol{u}=\mathbf{0},  \tag{7.10}\\
\boldsymbol{v}_{\min } \leqslant \boldsymbol{v} \leqslant \boldsymbol{v}_{\max }, \quad \boldsymbol{u}_{\min } \leqslant \boldsymbol{u} \leqslant \boldsymbol{u}_{\max },
\end{array}\right.
$$

where the matrices $M_{1}, M_{2}$ contain the weights of the quadrature rule, so they are given by

$$
M_{1}=\left[\begin{array}{cccc}
I_{N} & & & \\
& \ddots & & \\
& & I_{N} & \\
& & & \frac{1}{2} I_{N}
\end{array}\right], \quad M_{2}=\beta M_{1} .
$$

Note that we have eliminated the initial condition in our discretization, otherwise the first diagonal-block of the matrix $M_{1}$ would be multiplied by a factor of $\frac{1}{2}$ for the trapezoidal rule.

It is worth noting that the first-order optimality condition of the problem
(7.9)-(7.10) without box constraints would read in matrix form as follows:

$$
\left[\begin{array}{ccc}
M_{1} & 0 & \mathfrak{B}^{\top} \\
0 & M_{2} & I_{\bar{N}} \\
\mathfrak{B} & I_{\bar{N}} & 0
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{v} \\
\boldsymbol{u} \\
\boldsymbol{\zeta}
\end{array}\right]=\left[\begin{array}{c}
M_{1} \boldsymbol{v}_{d} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right],
$$

where $I_{\bar{N}}$ is the identity matrix of dimension $\bar{N}$, with $\bar{N}=N n_{t}$. Then, the corresponding Schur complement reads as:

$$
\begin{equation*}
S_{\mathrm{unc}}=\mathfrak{B} M_{1}^{-1} \mathfrak{B}^{\top}+M_{2}^{-1} \tag{7.11}
\end{equation*}
$$

We recall that, in our case, the matrix $\mathfrak{B}$ is a 3 -level Toeplitz matrix. In particular, since the matrix $\mathfrak{B}$ is dense, the previous Schur complement will be also dense. However, the strategy devised in Section 7.6 for the constrained problem can be readily adapted in order to solve a system involving the Schur complement $S_{\text {unc }}$ of the unconstrained problem.

In the analysis below, we will suppose that the $d$-level matrices $\mathfrak{B}, M_{1}$, and $M_{2}$ of dimension $\bar{N} \times \bar{N}$ have a spectral norm uniformly bounded with respect to $\bar{N}$, and are a $d$-level GLT sequences, with symbols $\kappa, \kappa_{1}$, and $\kappa_{2}$, respectively. We refer the reader to Assumption 2 in Appendix A for the formal assumptions used in [146] to prove the effectiveness of the preconditioner described below. We would like to mention that the assumptions on the matrix $\mathfrak{B}$ can be ensured by multiplying the discretized FDE constraint operator by a factor depending on grid size.

As we mentioned above, due to the algebraic constraints, in order to find an approximate solution of the problem we have to run a non-linear process. In Section 1.4, we discussed some techniques that can be employed for solving a problem of the form (7.9)-(7.10). Specifically, we discussed Active Set (AS) methods and Interior Point methods (IPMs). However, problems of the form (7.9)-(7.10) are usually highly structured, and this structure must be exploited, given that the problem size increases indefinitely as one refines the discretization. As we discussed in Section 1.4, at each AS iteration only a subset of the constraints (7.10) is considered. This in turn implies that we would lose the Toeplitz structure. In fact, any optimization method whose sub-problems arise by projecting the variables of the problem in a subspace would face this issue.

On the other hand, IPMs deal with the inequality constraints by introducing logarithmic barriers in the objective. Then, at every IPM iteration, one approximately solves the optimality conditions of the barrier sub-problem using a Newton method. However, the sequence of Hessian matrices arising from the logarithmic barriers is not a GLT sequence, see [146, Section 3]. As a consequence, the system matrix of the optimality conditions of each barrier sub-problem, within the IPM, will not be in the GLT class.

We therefore must consider a strategy that preserves the multilevel Toeplitz structure in order for our preconditioning approach to be effective. The following section will describe the strategy employed for finding a solution of (7.9)-(7.10).

### 7.5 Alternating Direction Method of Multipliers

In order to overcome the previous issues, we employ an Alternating Direction Method of Multipliers (ADMM) (originally proposed in the work [55, 60]), which separates the equality from the inequality constraints, thus allowing us to preserve the Toeplitz structure of the equality constraints in (7.10). For a more comprehensive discussion on ADMM, we refer the reader to [21, 129]. We would like to mention that, although we are able to preserve the structure of the problem by employing ADMM, the convergence of the method can be relatively slow (see, e.g., [21]). In fact, one can prove linear convergence of ADMM under certain assumptions on the problem under consideration (such as strong convexity, see [38] and the references therein). For this reason, this method is not suitable for finding very accurate solutions. Nevertheless, a 4-digit accurate solution can generally be found in reasonable CPU time. In addition, since the linear system solved at each ADMM iteration is unchanged, if we find a suitable preconditioner that exploits the problem structure, we only need to compute it once.

In order to present the ADMM algorithm, we introduce some auxiliary variables $\boldsymbol{z}_{v}$ and $\boldsymbol{z}_{u}$, and rewrite (7.9)-(7.10) as follows:

$$
\begin{equation*}
\min _{\boldsymbol{v}, \boldsymbol{u}, \boldsymbol{z}_{v}, \boldsymbol{z}_{u}} \frac{1}{2}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)^{\top} M_{1}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)+\frac{1}{2} \boldsymbol{u}^{\top} M_{2} \boldsymbol{u} \tag{7.12}
\end{equation*}
$$

subject to

$$
\left\{\begin{array}{l}
\mathfrak{B} \boldsymbol{v}+\boldsymbol{u}=\mathbf{0},  \tag{7.13}\\
\boldsymbol{v}=\boldsymbol{z}_{v}, \quad \boldsymbol{u}=\boldsymbol{z}_{u}, \\
\boldsymbol{v}_{\min } \leqslant \boldsymbol{z}_{v} \leqslant \boldsymbol{v}_{\max }, \quad \boldsymbol{u}_{\min } \leqslant \boldsymbol{z}_{u} \leqslant \boldsymbol{u}_{\max }
\end{array}\right.
$$

Next, we introduce the adjoint variables $\boldsymbol{\zeta}, \boldsymbol{w}_{v}$, and $\boldsymbol{w}_{u}$ for each equality constraint in (7.13), and consider the following augmented Lagrangian function

$$
\begin{aligned}
\mathcal{L}_{\delta}\left(\boldsymbol{v}, \boldsymbol{u}, \boldsymbol{z}_{v}, \boldsymbol{z}_{u}, \boldsymbol{\zeta}, \boldsymbol{w}_{v}, \boldsymbol{w}_{u}\right)= & \frac{1}{2}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)^{\top} M_{1}\left(\boldsymbol{v}-\boldsymbol{v}_{d}\right)+\frac{1}{2} \boldsymbol{u}^{\top} M_{2} \boldsymbol{u} \\
& +\boldsymbol{\zeta}^{\top}(\mathfrak{B} \boldsymbol{v}+\boldsymbol{u})+\boldsymbol{w}_{v}^{\top}\left(\boldsymbol{v}-\boldsymbol{z}_{v}\right)+\boldsymbol{w}_{u}^{\top}\left(\boldsymbol{u}-\boldsymbol{z}_{u}\right) \\
& +\frac{1}{2 \delta}\left(\|\mathfrak{B} \boldsymbol{v}+\boldsymbol{u}\|_{2}^{2}+\left\|\boldsymbol{v}-\boldsymbol{z}_{v}\right\|_{2}^{2}+\left\|\boldsymbol{u}-\boldsymbol{z}_{u}\right\|_{2}^{2}\right),
\end{aligned}
$$

with $\delta>0$. An ADMM algorithm applied to solve problem (7.12)-(7.13) is given in Algorithm 15. As we see from Algorithm 15, the method fixes some of the variables and minimizes the problem only for two of them (first and second steps), and then updates the remaining variables with a recurrence formula (third and fourth steps). In practice, ADMM splits the problem into smaller subproblems, solves the subproblems with respect to some of the variables, and then updates the remaining ones. We omit further details of the algorithm. The reader is referred to [21] for a basic proof of convergence of Algorithm 15, as well as a detailed overview of ADMM. We should mention that the step-length $\rho$ in Algorithm 15 plays an important role in the convergence behavior of ADMM. In fact, convergence of Algorithm 15 is guaranteed for any $\rho \in\left(0, \frac{\sqrt{5}+1}{2}\right)$ (see [59]).

```
Algorithm 15 Alternating Direction Method of Multipliers
    Choose \(\boldsymbol{v}^{(0)}, \boldsymbol{u}^{(0)}, \boldsymbol{z}_{v}^{(0)}, \boldsymbol{z}_{u}^{(0)}, \boldsymbol{\zeta}^{(0)}, \boldsymbol{w}_{v}^{(0)}, \boldsymbol{w}_{u}^{(0)}\)
    for \(k=1\) until convergence, do
        Solve \(\left(\boldsymbol{v}^{(k+1)}, \boldsymbol{u}^{(k+1)}\right)=\underset{\boldsymbol{v}, \boldsymbol{u}}{\operatorname{argmin}} \mathcal{L}_{\delta}\left(\boldsymbol{v}, \boldsymbol{u}, \boldsymbol{z}_{v}^{(k)}, \boldsymbol{z}_{u}^{(k)}, \boldsymbol{\zeta}^{(k)}, \boldsymbol{w}_{v}^{(k)}, \boldsymbol{w}_{u}^{(k)}\right)\)
        Solve \(\left(\boldsymbol{z}_{v}^{(k+1)}, \boldsymbol{z}_{u}^{(k+1)}\right)=\underset{\boldsymbol{z}_{v} \in\left[\boldsymbol{v}_{\min }, \boldsymbol{v}_{\max }\right],}{\operatorname{argmin}} \mathcal{L}_{\delta}\left(\boldsymbol{v}^{(k+1)}, \boldsymbol{u}^{(k+1)}, \boldsymbol{z}_{v}, \boldsymbol{z}_{u}, \boldsymbol{\zeta}^{(k)}, \boldsymbol{w}_{v}^{(k)}, \boldsymbol{w}_{u}^{(k)}\right)\)
                        \(z_{u} \in\left[u_{\text {min }}, u_{\text {max }}\right]\)
        Set \(\boldsymbol{\zeta}^{(k+1)}=\boldsymbol{\zeta}^{(k)}+\frac{\rho}{\delta}\left(\mathfrak{B} \boldsymbol{v}^{(k+1)}+\boldsymbol{u}^{(k+1)}\right)\)
        \(\operatorname{Set}\left(\boldsymbol{w}_{v}^{(k+1)}, \boldsymbol{w}_{u}^{(k+1)}\right)=\left(\boldsymbol{w}_{v}^{(k)}, \boldsymbol{w}_{u}^{(k)}\right)+\frac{\rho}{\delta}\left(\boldsymbol{v}^{(k+1)}-\boldsymbol{z}_{v}^{(k+1)}, \boldsymbol{u}^{(k+1)}-\boldsymbol{z}_{u}^{(k+1)}\right)\)
    end for
```

One can observe that the most challenging step of Algorithm 15, is that of solving the following problem:

$$
\begin{equation*}
\left(\boldsymbol{v}^{(k+1)}, \boldsymbol{u}^{(k+1)}\right)=\underset{\boldsymbol{v}, \boldsymbol{u}}{\operatorname{argmin}} \mathcal{L}_{\delta}\left(\boldsymbol{v}, \boldsymbol{u}, \boldsymbol{z}_{v}^{(k)}, \boldsymbol{z}_{u}^{(k)}, \boldsymbol{\zeta}^{(k)}, \boldsymbol{w}_{v}^{(k)}, \boldsymbol{w}_{u}^{(k)}\right) . \tag{7.14}
\end{equation*}
$$

The optimality conditions of (7.14), at iteration $k$, read as follows:

$$
\left[\begin{array}{cc}
M_{1}+\frac{1}{\delta}\left(\mathfrak{B}^{\top} \mathfrak{B}+I_{\bar{N}}\right) & \frac{1}{\delta} \mathfrak{B}^{\top}  \tag{7.15}\\
\frac{1}{\delta} \mathfrak{B} & M_{2}+\frac{2}{\delta} I_{\bar{N}}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{v} \\
\boldsymbol{u}
\end{array}\right]=\left[\begin{array}{c}
\overline{\mathbf{b}}_{1}^{(k)} \\
\overline{\mathbf{b}}_{2}^{(k)}
\end{array}\right],
$$

where $I_{\bar{N}}$ is the identity matrix of dimension $\bar{N}=N n_{t}$, and $\overline{\mathbf{b}}_{1}^{(k)}$ and $\overline{\mathbf{b}}_{2}^{(k)}$ take into account the non-linear residuals.

Solving the previous system directly is not a good idea in our case, since its coefficient matrix is not expected to be cheap or convenient to work with. Instead, we can merge the first and the third steps in Algorithm 15 to obtain a more flexible saddle point system. More specifically, we substitute $\boldsymbol{\zeta}=\boldsymbol{\zeta}^{(k)}+\frac{\rho}{\delta}(\mathfrak{B} \boldsymbol{v}+\boldsymbol{u})$ into (7.15), and rewrite the optimality conditions for the first and third lines of Algorithm 15 as follows:

$$
\left[\begin{array}{ccc}
\rho\left(M_{1}+\frac{1}{\delta} I_{\bar{N}}\right) & 0 & \mathfrak{B}^{\top}  \tag{7.16}\\
0 & \rho\left(M_{2}+\frac{1}{\delta} I_{\bar{N}}\right) & I_{\bar{N}} \\
\mathfrak{B} & I_{\bar{N}} & -\frac{\delta}{\rho} I_{\bar{N}}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{v} \\
\boldsymbol{u} \\
\boldsymbol{\zeta}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{b}_{1}^{(k)} \\
\mathbf{b}_{2}^{(k)} \\
\mathbf{b}_{3}^{(k)}
\end{array}\right]
$$

where as above the right-hand side accounts for the non-linear residuals. Specifically, we have

$$
\begin{aligned}
& \mathbf{b}_{1}^{(k)}=\rho\left(M_{1} \boldsymbol{v}_{d}-\boldsymbol{w}_{v}^{(k)}+\frac{1}{\delta} \boldsymbol{z}_{v}^{(k)}\right)+(1-\rho) \mathfrak{B}^{\top} \boldsymbol{\zeta}^{(k)}, \\
& \mathbf{b}_{2}^{(k)}=\rho\left(-\boldsymbol{w}_{u}^{(k)}+\frac{1}{\delta} \boldsymbol{z}_{u}^{(k)}\right)+(1-\rho) \boldsymbol{\zeta}^{(k)}, \\
& \mathbf{b}_{3}^{(k)}=-\frac{\delta}{\rho} \boldsymbol{\zeta}^{(k)} .
\end{aligned}
$$

System (7.16) presents a saddle-point structure. However, instead of employ-
ing the saddle-point theory described in Section 2.10, since the blocks on the main diagonal are easy to invert (as each block on the main diagonal is a scaled identity matrix) we rather form the normal equations, and then derive a preconditioner for the system so obtained to be employed within preconditioned CG. Specifically, pivoting the second and then the third block equation of this system, yields:

$$
\begin{align*}
\boldsymbol{u} & =\left(\rho\left(M_{2}+\frac{1}{\delta} I_{\bar{N}}\right)\right)^{-1}\left(-\boldsymbol{\zeta}-\rho \boldsymbol{w}_{u}^{(k)}+\frac{\rho}{\delta} \boldsymbol{z}_{u}^{(k)}+(1-\rho) \boldsymbol{\zeta}^{(k)}\right), \\
\boldsymbol{\zeta} & =\left(\left(\rho M_{2}+\frac{\rho}{\delta} I_{\bar{N}}\right)^{-1}+\frac{\delta}{\rho} I_{\bar{N}}\right)^{-1}\left(\mathfrak{B} \boldsymbol{v}+\mathbf{b}_{4}^{(k)}\right), \tag{7.17}
\end{align*}
$$

where

$$
\mathbf{b}_{4}^{(k)}=\frac{\delta}{\rho} \boldsymbol{\zeta}^{(k)}-\left(\rho\left(M_{2}+\frac{1}{\delta} I_{\bar{N}}\right)\right)^{-1}\left(-\rho \boldsymbol{w}_{u}^{(k)}+\frac{\rho}{\delta} \boldsymbol{z}_{u}^{(k)}+(1-\rho) \boldsymbol{\zeta}^{(k)}\right) .
$$

Then, we can write the normal equations as follows:

$$
\begin{align*}
S \boldsymbol{v}= & \rho\left(M_{1} \boldsymbol{v}_{d}-\boldsymbol{w}_{v}^{(k)}+\frac{1}{\delta} \boldsymbol{z}_{v}^{(k)}\right)+(1-\rho) \mathfrak{B}^{\top} \boldsymbol{\zeta}^{(k)} \\
& -\mathfrak{B}^{\top}\left(\left(\rho M_{2}+\frac{\rho}{\delta} I_{\bar{N}}\right)^{-1}+\frac{\delta}{\rho} I_{\bar{N}}\right)^{-1} \mathbf{b}_{4}^{(k)}, \tag{7.18}
\end{align*}
$$

where the Schur complement $S$ is given by

$$
\begin{equation*}
S=\rho\left(M_{1}+\frac{1}{\delta} I_{\bar{N}}\right)+\mathfrak{B}^{\top}\left(\left(\rho M_{2}+\frac{\rho}{\delta} I_{\bar{N}}\right)^{-1}+\frac{\delta}{\rho} I_{\bar{N}}\right)^{-1} \mathfrak{B} . \tag{7.19}
\end{equation*}
$$

By solving the system (7.18) and then updating the current approximations of $\boldsymbol{u}$ and $\boldsymbol{\zeta}$ by employing (7.17), one is able to find approximations of the solutions of the first and third step in Algorithm 15. As the fourth step in Algorithm 15 is trivial, the only remaining step to solve is the following minimization problem:

$$
\left(\boldsymbol{z}_{v}^{(k+1)}, \boldsymbol{z}_{u}^{(k+1)}\right)=\underset{\substack{\boldsymbol{z}_{v} \in\left[v_{\min }, \boldsymbol{v}_{\max }\right], \boldsymbol{z}_{u} \in\left[\boldsymbol{u}_{\min }, \boldsymbol{u}_{\max }\right]}}{\operatorname{argmin}} \mathcal{L}_{\delta}\left(\boldsymbol{v}^{(k+1)}, \boldsymbol{u}^{(k+1)}, \boldsymbol{z}_{v}, \boldsymbol{z}_{u}, \boldsymbol{\zeta}^{(k)}, \boldsymbol{w}_{v}^{(k)}, \boldsymbol{w}_{u}^{(k)}\right) .
$$

However, we would like to mention that the previous problem has a closed form solution. More specifically, we perform the optimization by ignoring the box constraints and then projecting the solution onto the box.

As we discussed above, the most difficult task in Algorithm 15 is solving the normal equations (7.18). In the following, we are going to derive an optimal preconditioner for the system to be solved at each ADMM iteration by employing the circulant preconditioner discussed in Section 7.3.

### 7.6 Preconditioning Approach

In this section, we describe the strategy adopted in order to solve the system (7.18), with the Schur complement $S$ defined as in (7.19). In order to find a preconditioner for this system, we employ GLT theory, as follows. For sake of clarity, we avoid all the technicalities, and refer the reader to [146] for a rigorous derivation of the proposed preconditioners.

We recall that, for the problem under examination, the matrix $\mathfrak{B}$ is a 3-level Toeplitz matrix. We observe that this is because the spatial domain $\Omega$ is a subset of $\mathbb{R}^{2}$. More generally, if the spatial domain $\Omega$ is of dimension $d$, the matrix $\mathfrak{B}$ will be a $(d+1)$-level Toeplitz matrix. Then, under suitable assumption, it is possible to find three sequences of GLT sequences

$$
\left\{\tilde{\mathfrak{B}}_{\mathbf{j}}\right\}_{\bar{N}} \xrightarrow{\text { a.c.s. }}\{\mathfrak{B}\}_{\bar{N}}, \quad\left\{\widetilde{M}_{1_{\mathbf{j}}}\right\}_{\bar{N}} \xrightarrow{\text { a.c.s. }}\left\{M_{1}\right\}_{\bar{N}}, \quad\left\{\widetilde{M}_{2_{\mathbf{j}}}\right\}_{\bar{N}} \xrightarrow{\text { a.c.s. }}\left\{M_{2}\right\}_{\bar{N}},
$$

with symbols $\left\{\widetilde{\mathfrak{B}}_{\mathrm{j}}\right\}_{\bar{N}} \sim_{G L T} \kappa_{\bar{N}},\left\{\widetilde{M}_{1_{\mathrm{j}}}\right\}_{\bar{N}} \sim_{G L T} \kappa_{1_{\bar{N}}},\left\{\widetilde{M}_{2_{\mathrm{j}}}\right\}_{\bar{N}} \sim_{G L T} \kappa_{2_{\bar{N}}}$ such that $\kappa_{\bar{N}} \rightarrow \kappa, \kappa_{1_{\bar{N}}} \rightarrow \kappa_{1}$, and $\kappa_{2_{\bar{N}}} \rightarrow \kappa_{2}$, in measure, see [146, Proposition 3.2].

Then, given the three sequences of GLT sequences $\left\{\widetilde{\mathfrak{B}}_{\mathbf{j}}\right\}_{\bar{N}},\left\{\widetilde{M}_{1_{\mathbf{j}}}\right\}_{\bar{N}},\left\{\widetilde{M}_{2_{\mathbf{j}}}\right\}_{\bar{N}}$, we are able to find a suitable approximation of the matrix $S$, as follows. Starting from the expression of $S$ in (7.19), we approximate each matrix in this expression with the corresponding GLT sequences above, and obtain the following approximation for the Schur complement $S$ :

$$
\begin{equation*}
\widetilde{S}=\rho\left(\widetilde{M}_{1_{\mathbf{j}}}+\frac{1}{\delta} I_{\bar{N}}\right)+\widetilde{\mathfrak{B}}_{\mathbf{j}}^{\top}\left(\left(\rho \widetilde{M}_{\mathbf{j}_{\mathbf{j}}}+\frac{\rho}{\delta} I_{\bar{N}}\right)^{-1}+\frac{\delta}{\rho} I_{\bar{N}}\right)^{-1} \widetilde{\mathfrak{B}}_{\mathbf{j}} \tag{7.20}
\end{equation*}
$$

It is possible to prove that the approximation $\widetilde{S}$ is weakly clustered at 1 , and that the eigenvalues of the matrix $\widetilde{S}^{-1} S$ lie in an interval of the form $\left[\frac{1}{c_{S}}, c_{S}\right]$, where $c_{S}$ is a positive constant uniformly bounded with respect to the size of the problem $\bar{N}$, see [146, Theorem 3.3]. From here, we can imply that, if we employ $\widetilde{S}$ as a preconditioner, the number of PCG iterations required for convergence is independent of the grid size (but it may depend on other parameters of the problem).

Remark 9. The previous strategy is readily tailored in order to solve FDEconstrained optimization problems of the form (7.6)-(7.7), when no additional box constraint are imposed. In fact, given the GLT sequences $\left\{\widetilde{\mathfrak{B}}_{\mathbf{j}}\right\}_{\bar{N}},\left\{\widetilde{M}_{1_{\mathbf{j}}}\right\}_{\bar{N}}$, $\left\{\widetilde{M}_{2^{j}}\right\}_{\bar{N}}$, if we substitute these sequences in place of the corresponding matrix in (7.11), we still have a good approximation of $S_{\text {unc }}$.

It is worth noting that our assumptions hold for a wide range of problems. In addition, it is possible to find easy-to-invert sequences $\left\{\widetilde{\mathfrak{B}}_{\mathrm{j}}\right\}_{\bar{N}},\left\{\widetilde{M}_{1_{\mathrm{j}}}\right\}_{\bar{N}},\left\{\widetilde{M}_{2_{\mathrm{j}}}\right\}_{\bar{N}}$. As we mentioned above, for such sequences the matrix $\widetilde{S}$ defined as in (7.20) will result in a preconditioned matrix $\widetilde{S}^{-1} S$ with a weak cluster at 1 . However, in general the matrix $\widetilde{S}$ may be not easy to invert nor apply. However, if we employ as sequences of GLT sequences the multilevel circulant approximations described in Section 7.3, then the matrix $\widetilde{S}$ itself will be a multilevel circulant
matrix. In fact, as we mentioned above, the set of all $d$-level circulant matrix is a commutative ring under the matrix addition and multiplication, and each $d$-level circulant matrix is diagonalizable by the discrete Fourier transform. In particular, by employing the discrete Fourier transform one can easily compute matrix-vector and matrix-matrix operations involving $d$-level circulant matrices, keeping the storage requirements of order $O(\bar{N})$. In fact, one has only to evaluate and store the eigenvalues of a given $d$-level circulant matrix. Then, any time one has to perform matrix-vector or matrix-matrix operations involving $d$-level circulant matrices, one has only to work with the diagonal matrix containing the eigenvalues. As the computational cost of the fast Fourier transform is of order $O(\bar{N} \log \bar{N})$, it is clear that the cost of applying a preconditioner based on a $d$-level circulant approximation will be $O(\bar{N} \log \bar{N})$.

We conclude this section by showing the preconditioner that will be employed in our numerical results. As we mentioned, we employ the T. Chan preconditioner for a given unilevel Toeplitz matrix. In addition, the matrices $M_{1}$ and $M_{2}$ can be approximated by a scaled identity. Then, our approximation $\widetilde{S}$ is given by (7.20), with $\widetilde{M}_{1_{\mathrm{j}}}$ and $\widetilde{M}_{2_{\mathrm{j}}}$ given by those scaled identities, respectively, and $\widetilde{\mathfrak{B}}_{\mathrm{j}}$ given by the following $T$. Chan preconditioner for $\mathfrak{B}$ :

$$
\begin{aligned}
C_{3}(\overline{\mathfrak{B}}) & =C_{1}\left(\mathfrak{C}_{\alpha}\right) \otimes I_{N}-I_{n_{t}} \otimes\left(C_{1}\left(\mathfrak{L}_{\gamma_{1}}^{\mathrm{R}}\right) \otimes I_{n_{x_{2}}}+I_{n_{x_{1}}} \otimes C_{1}\left(\mathfrak{L}_{\gamma_{2}}^{\mathrm{R}}\right)\right) \\
& =\left(F_{n_{x_{1}}} \otimes F_{n_{x_{2}}} \otimes F_{n_{t}}\right)^{*} \Lambda_{\bar{N}}\left(F_{n_{x_{1}}} \otimes F_{n_{x_{2}}} \otimes F_{n_{t}}\right),
\end{aligned}
$$

where the diagonal matrix $\Lambda_{\bar{N}}$ is given by

$$
\Lambda_{\bar{N}}=\Lambda_{\alpha} \otimes I_{N}-I_{n_{t}} \otimes\left(\Lambda_{\gamma_{1}} \otimes I_{n_{x_{2}}}+I_{n_{x_{1}}} \otimes \Lambda_{\gamma_{2}}\right),
$$

with $\Lambda_{\alpha}, \Lambda_{\gamma_{1}}$, and $\Lambda_{\gamma_{2}}$ being the diagonal matrices containing the eigenvalues of the T. Chan approximations of the matrices $\mathfrak{C}_{\alpha}, \mathfrak{L}_{\gamma_{1}}^{\mathrm{R}}$, and $\mathfrak{L}_{\gamma_{2}}^{\mathrm{R}}$, respectively.

### 7.7 Numerical Results

We now present numerical results that show the effectiveness of the proposed strategy. We consider a problem of the type (7.6)-(7.8), with $\Omega \times\left(0, t_{f}\right)=$ $(0,1)^{2} \times(0,1)$. The desired state is given by

$$
v_{d}\left(x_{1}, x_{2}, t\right)=10 \cos \left(10 x_{1}\right) \sin \left(x_{1} x_{2}\right)\left(1-e^{-5 t}\right),
$$

as in [39, Section 5.1], with homogeneous boundary and initial conditions. We present results for three types of problems, that is, problems with box constraints only on the state $v$, problems with box constraints only the control $u$, and problems with box constraints on both the variables. As expected, the last type of problem is the most challenging one. For this reason, we focus our attention on this class of problems, and present only few experiments on problems of the other types. For problems with box constraints, we employ the convention that the discretized restricting functions are of the form $\boldsymbol{v}_{\max }=-\boldsymbol{v}_{\text {min }}=c \mathbf{1}$ (or $\boldsymbol{u}_{\text {max }}=-\boldsymbol{u}_{\text {min }}=c \mathbf{1}$ ), where $\mathbf{1}$ is the vector of all ones and $c>0$. For this reason, we present only the value of the entries of $\boldsymbol{v}_{\min }\left(\boldsymbol{u}_{\min }\right.$, respectively). For all the
problems presented, we construct a uniform grid in space and in time, and set $n_{x_{1}}=n_{x_{2}}=n_{t}=n$, for some $n \in \mathbb{N}$. The overall size of the discretized state vector is given by $\bar{N}=n_{x_{1}} \cdot n_{x_{2}} \cdot n_{t}=n^{3}$. As an indicator of performance of the numerical method, we employ the discrete $L^{2}$-norm of the discrepancy between the state and the desired state. Specifically, by applying the trapezoidal rule, we define

$$
\operatorname{trap}_{L^{2}}\left(v-v_{d}\right) \approx\left\|v-v_{d}\right\|_{L^{2}} .
$$

We would like to note that the previous measure is not expected to converge to zero. In fact, the functions $v$ and $v_{d}$ are not equal on the boundary $\partial \Omega$, and we expect that the approximate discrepancy measure slightly increases as we refine the grid.

For all the tests considered, we run the MATLAB function pcg as the linear solver, and set the tolerance dynamically as

$$
\text { Krylov Tol. }=0.05 \cdot \min \left\{\left\|\mathfrak{B} \boldsymbol{v}^{(k)}-\boldsymbol{u}^{(k)}\right\|_{\infty},\left\|\boldsymbol{v}^{(k)}-\boldsymbol{z}_{v}^{(k)}\right\|_{\infty},\left\|\boldsymbol{u}^{(k)}-\boldsymbol{z}_{u}^{(k)}\right\|_{\infty}, 10^{-4}\right\}
$$

at every non-linear iteration $k$, presenting the average number of PCG iterations required for reaching convergence.

Since we are only interested in showing the viability of the proposed approach, we employ a standard 2 -Block ADMM for solving problems of the form of (7.12)(7.13), with additional box constraints on the variables. It is worth mentioning that various potential acceleration strategies for ADMMs have been studied in the literature (see for example $[21,61]$ ), and the approach presented here could also be employed within those versions of ADMM. We choose the step-size $\rho=1.618$. We choose the penalty parameter $\delta \in\{0.1,0.4,2,10,100\}$, as for those values the method behaves reasonably well. We would like to note that one could tune this parameter for each problem instance and obtain significantly better results. However, as this is not practical, we restrict ourselves to a small set of possible values. Finally, the termination criteria of the ADMM are summarized as follows:

$$
\left(\left\|\mathcal{A} \boldsymbol{v}^{(k)}-\boldsymbol{u}^{(k)}\right\|_{\infty} \leqslant 10^{-4}\right) \wedge\left(\left\|\boldsymbol{v}^{(k)}-\boldsymbol{z}_{v}^{(k)}\right\|_{\infty} \leqslant 10^{-4}\right) \wedge\left(\left\|\boldsymbol{u}^{(k)}-\boldsymbol{z}_{u}^{(k)}\right\|_{\infty} \leqslant 10^{-4}\right)
$$

We would like to note that we do not require a specific tolerance for the dual infeasibility in order to avoid unnecessary computations. Instead, we report the dual infeasibility at the accepted optimal point.

All tests are run on MATLAB R2019a using a 2.2 GHz Intel (hexa-) core i7 processor, run under the Windows 10 operating system. All CPU times are reported in seconds.

### 7.7.1 Box Constraints on the State $\boldsymbol{v}$

We first test our solver on problems with box constraints on the state variable, while the control is left free, that is $v_{\min } \leqslant v \leqslant v_{\text {max }},-\infty \leqslant u \leqslant \infty$. We report the results in Table 7.1. All fixed parameters are provided at the title of the respective table.

[^9]Table 7.1: Inequalities on the state: varying restriction bounds (with $\bar{N}=50^{3}$, $\left.\gamma_{1}=\gamma_{2}=1.3, \alpha=0.7, \beta=10^{-4}, \delta=0.1\right)$.

| $v_{\text {min }}$ | $\operatorname{trap}_{L^{2}}\left(v-v_{d}\right)$ | Dual Inf. | PCG | ADMM | CPU |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -7 | $5.60 \mathrm{e}-1 \dagger^{10}$ | $2.13 \mathrm{e}-3$ | 9 | 75 | 142.31 |
| -5 | $5.80 \mathrm{e}-1$ | $3.14 \mathrm{e}-3$ | 10 | 105 | 206.73 |
| -3 | $7.88 \mathrm{e}-1$ | $4.11 \mathrm{e}-3$ | 10 | 100 | 193.77 |
| -1 | 1.38 e 0 | $8.74 \mathrm{e}-4$ | 10 | 86 | 173.49 |

From Table 7.1, we can observe the robustness of our preconditioner, as the average number of PCG iterations is roughly constant, with the total CPU time mainly depending on the number of ADMM iterations. Regarding the latter, we observe that, even for very tight box constraints, the number of ADMM iterations stays roughly the same.

### 7.7.2 Box Constraints on the Control $\boldsymbol{u}$

We now focus on the case with $-\infty \leqslant v \leqslant \infty, u_{\text {min }} \leqslant u \leqslant u_{\max }$. By employing similar arguments as in [41] we can prove existence of an optimal solution. We run the method for different inequality bounds on the control $u$. We report the results in Table 7.2, stating all the values of the parameters used to perform the experiment in the respective caption.

Table 7.2: Inequalities on the control: varying restriction bounds (with $\bar{N}=50^{3}$, $\left.\gamma_{1}=\gamma_{2}=1.3, \alpha=0.7, \beta=10^{-4}, \delta=0.4\right)$.

| $u_{\min }$ | $\operatorname{trap}_{L^{2}}\left(v-v_{d}\right)$ | Dual Inf. | PCG | ADMM | CPU |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -400 | $5.60 \mathrm{e}-1 \dagger$ | $8.43 \mathrm{e}-4$ | 16 | 30 | 84.46 |
| -300 | $5.65 \mathrm{e}-1$ | $8.79 \mathrm{e}-4$ | 19 | 22 | 72.77 |
| -200 | $6.25 \mathrm{e}-1$ | $4.39 \mathrm{e}-4$ | 17 | 28 | 85.55 |
| -100 | $8.90 \mathrm{e}-1$ | $1.49 \mathrm{e}-4$ | 18 | 65 | 205.69 |

From Table 7.2, we see that also for this case the average number of PCG iterations is roughly constant, even when decreasing the value of $u_{\text {min }}$. As a consequence, the average CPU time is almost constant, with the overall CPU time depending only on the number of ADMM iterations. As we can see from Table 7.2, the number of ADMM iterations slightly depends on the lower bound for the control $u$, although it stays low compared to the dimension of the problem solved.

### 7.7.3 Box Constraints on Both Variables

Let us now consider the case where $v_{\min } \leqslant v \leqslant v_{\max }, u_{\text {min }} \leqslant u \leqslant u_{\max }$. First, we present the runs of the method for different inequality bounds in Table 7.3. As one can observe from Table 7.3, the average number of PCG iterations slightly depends on the lower bounds on the state $v$ and the control $u$; nonetheless, it is reasonably small compared to the dimension of the problems solved. In addition, as we expected, this class of problem is the most challenging one, and we can observe this by looking at the number of ADMM iterations, which clearly depends on the bounds on the variables.

Table 7.3: Inequalities on both variables: varying restriction bounds (with $\bar{N}=$ $\left.50^{3}, \gamma_{1}=\gamma_{2}=1.3, \alpha=0.7, \beta=10^{-4}, \delta=0.4\right)$.

| $v_{\text {min }}$ | $u_{\min }$ | $\operatorname{trap}_{L^{2}}\left(v-v_{d}\right)$ | Dual Inf. | PCG | ADMM | CPU |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -7 | -400 | $5.60 \mathrm{e}-1 \dagger$ | $4.88 \mathrm{e}-3$ | 10 | 36 | 74.20 |
| -7 | -200 | $5.94 \mathrm{e}-1$ | $2.35 \mathrm{e}-3$ | 11 | 38 | 80.14 |
| -4 | -350 | $6.45 \mathrm{e}-1$ | $1.99 \mathrm{e}-4$ | 18 | 126 | 412.66 |
| -1 | -400 | 1.38 e 0 | $2.56 \mathrm{e}-4$ | 19 | 109 | 377.86 |

Next, we test our method when varying grid size, and report the results in Table 7.4. As one can observe in Table 7.4, the grid size does not affect the average number of inner PCG iterations. Nevertheless, as the size of the problem increases, we expect that also the number of ADMM iterations increases. Furthermore, we can observe the first-order convergence of the numerical method, as $n$ is increased. In addition, we can observe that the CPU time scales approximately as $\bar{N} \log \bar{N}$, as expected.

Table 7.4: Inequalities on both variables: varying grid size (with $v_{\min }=-4$, $\left.u_{\text {min }}=-350, \gamma_{1}=\gamma_{2}=1.3, \alpha=0.7, \beta=10^{-4}\right)$.

| $\bar{N}$ | $\delta$ | $\operatorname{trap}_{L^{2}}\left(v-v_{d}\right)$ | Dual Inf. | PCG | ADMM | CPU |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $8^{3}$ | 2 | $3.87 \mathrm{e}-1$ | $5.23 \mathrm{e}-4$ | 12 | 86 | 1.89 |
| $16^{3}$ | 2 | $5.02 \mathrm{e}-1$ | $8.68 \mathrm{e}-5$ | 13 | 58 | 6.06 |
| $32^{3}$ | 0.4 | $6.09 \mathrm{e}-1$ | $2.94 \mathrm{e}-4$ | 16 | 62 | 75.04 |
| $50^{3}$ | 0.4 | $6.45 \mathrm{e}-1$ | $1.99 \mathrm{e}-4$ | 18 | 126 | 412.66 |
| $64^{3}$ | 0.1 | $6.58 \mathrm{e}-1$ | $3.34 \mathrm{e}-1$ | 17 | 97 | 987.12 |
| $80^{3}$ | 0.1 | $6.65 \mathrm{e}-1$ | $4.31 \mathrm{e}-1$ | 17 | 102 | $1,135.83$ |
| $100^{3}$ | 0.1 | $6.70 \mathrm{e}-1$ | $4.91 \mathrm{e}-1$ | 17 | 119 | $2,436.17$ |
| $128^{3}$ | 0.1 | $6.73 \mathrm{e}-1$ | $3.49 \mathrm{e}-1$ | 17 | 169 | $9,077.08$ |

Subsequently, we test our method when varying the fractional derivative orders, and present the results in Table 7.5. From Table 7.5, we can observe that, as $\gamma=\gamma_{1}=\gamma_{2}$ approaches 1 , the constraint matrix becomes more ill-conditioned.

This is due to the scaling factor in the definition of the Riesz derivative (that is, $\left.\frac{-1}{2 \cos \left(\frac{\gamma \pi}{2}\right)}\right)$. As a consequence, we observe an increase of the PCG iterations in the case where $\gamma=1.1$. Nonetheless, the average number of PCG iterations is reasonably small compared to the size of the problem solved. In addition, we can see that the number of ADMM iterations is roughly constant.

Table 7.5: Inequalities on both variables: varying fractional derivative orders (with $\bar{N}=32^{4}, v_{\min }=-4, u_{\min }=-350, \beta=10^{-4}$ ).

| $\alpha$ | $\gamma$ | $\delta$ | $\operatorname{trap}_{L^{2}}\left(v-v_{d}\right)$ | Dual Inf. | PCG | ADMM | CPU |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 1.3 | 0.4 | $6.46 \mathrm{e}-1$ | $1.60 \mathrm{e}-4$ | 17 | 126 | 380.75 |
| 0.3 | 1.3 | 0.4 | $6.46 \mathrm{e}-1$ | $2.56 \mathrm{e}-4$ | 17 | 126 | 385.96 |
| 0.5 | 1.3 | 0.4 | $5.12 \mathrm{e}-1$ | $2.83 \mathrm{e}-4$ | 18 | 126 | 408.47 |
| 0.9 | 1.3 | 0.4 | $6.44 \mathrm{e}-1$ | $3.10 \mathrm{e}-4$ | 19 | 125 | 419.46 |
| 0.7 | 1.1 | 0.4 | $6.48 \mathrm{e}-1$ | $1.21 \mathrm{e}-3$ | 30 | 100 | 508.59 |
| 0.7 | 1.5 | 0.1 | $7.79 \mathrm{e}-1$ | $4.23 \mathrm{e}-4$ | 15 | 96 | 275.03 |
| 0.7 | 1.7 | 0.4 | 1.04 e 0 | $2.46 \mathrm{e}-4$ | 13 | 113 | 275.21 |
| 0.7 | 1.9 | 0.1 | 1.36 e 0 | $1.36 \mathrm{e}-3$ | 8 | 108 | 180.85 |

Finally, in Table 7.6 we present the runs of our method when varying the regularization parameter $\beta$. It is worth noting that, as $\beta$ is changed, the solution of the equality constrained problem is significantly altered. For this reason, we adjust the inequality constraints of the problem for each value of $\beta$, in order to ensure that the optimal solution will lie strictly within the bounds. This allows us to compare the convergence behaviour of ADMM, for instances with different regularization values, $\beta$.

Table 7.6: Inequalities on both variables: varying regularization (with $\bar{N}=50^{3}$, $\left.\alpha=0.7, \gamma_{1}=\gamma_{2}=1.3\right)$.

| $\beta$ | $v_{\min }$ | $u_{\min }$ | $\delta$ | $\operatorname{trap}_{L^{2}}\left(v-v_{d}\right)$ | Dual Inf. | PCG | ADMM | CPU |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{-2}$ | -2 | -100 | 0.1 | $1.77 \mathrm{e}-0 \dagger$ | $1.38 \mathrm{e}-3$ | 11 | 87 | 190.99 |
| $10^{-4}$ | -7 | -400 | 0.4 | $5.60 \mathrm{e}-1 \dagger$ | $4.88 \mathrm{e}-3$ | 10 | 36 | 74.20 |
| $10^{-6}$ | -9 | $-2,800$ | 10 | $1.28 \mathrm{e}-1 \dagger$ | $6.03 \mathrm{e}-4$ | 8 | 47 | 71.13 |
| $10^{-8}$ | -9 | $-4,000$ | 100 | $1.13 \mathrm{e}-1 \dagger$ | $2.18 \mathrm{e}-4$ | 6 | 32 | 44.70 |
| $10^{-10}$ | -9 | $-4,000$ | 100 | $1.13 \mathrm{e}-1 \dagger$ | $2.18 \mathrm{e}-4$ | 5 | 32 | 40.77 |

Again, the average number of PCG iterations is roughly constant, with the overall CPU time depending mainly on the number of ADMM iterations. It is worth noting that, as $\beta$ becomes smaller, the average number of PCG iterations decreases. In addition, as $\beta$ decreases, also the number of ADMM iterations decreases. Again, the number of ADMM iterations slightly depends on the regularization parameter, although it stays low compared to the size of the problem being solved.

From the results presented in this section, we can conclude that the proposed approach is sufficiently robust with respect to the problems parameters. In fact, the number of PCG iterations required to solve each ADMM system is small compared to the size of the problem solved, for a wide range of parameter choices. In addition, ADMM is able to achieve a 4-digit accurate primal solution in a reasonable number of iterations, allowing us to solve a convex quadratic optimization problem with very dense equality constraints in a reasonable time. Finally, we believe that the method described here can be employed to solve even more complex FDE optimization problems.

### 7.8 Summary

In this chapter, we considered the optimal control of FDEs, with additional box constraints on the state and control variables. Previously, no robust solver for this class of problems with FDEs defined in dimension $d>1$ was available, to our knowledge. By employing a discretize-then-optimize approach, we were required to solve a convex quadratic optimization problems with box constraints on the variables. We proposed the use of an Alternating Direction Method of Multipliers. This strategy allowed us to separate inequality from equality constraints, solve the latter in order to obtain the current approximations of the state, the control, and the adjoint variables, and then updating the multipliers by solving an unconstrained problem and projecting the solutions onto the box constraints. In this way, we preserved the structure of the equality constraints. In order to solve the latter, which presents a multilevel Toeplitz structure, we employed the theory of Generalized Locally Toeplitz sequences. This allowed us to find optimal preconditioners based on multilevel circulant approximation. Then, we employed the derived preconditioner within a suitable preconditioned Krylov subspace method in order to solve the system arising at each ADMM iteration. The circulant approximation of the equality constraints allowed us to employ the discrete Fourier transform in order to find the eigenvalues of the individual blocks of the proposed preconditioner, thus allowing us to keep the storage requirements to order of $\bar{N}$ (where $\bar{N}$ is the grid size), while requiring only $O(\bar{N} \log \bar{N})$ operations for every iteration of the Krylov solver. Numerical results showed the scalability, efficiency, and generality of our approach.

## Chapter 8

## Conclusion

> "When I was at last by myself, a drowsy sensation fell on me; but before my eyes closed I endeavoured to reproduce the Third Dimension, and especially the process by which a Cube is constructed through the motion of a Square. It was not so clear as I could have wished; but I remembered that it must be "Upward, and yet not Northward," and I determined steadfastly to retain these words as the clue which, if firmly grasped, could not fail to guide me to the solution. So mechanically repeating, like a charm, the words, "Upward, yet not Northward," I fell into a sound refreshing sleep."
> - Edwin Abbott Abbott, Flatland: A Romance of Many Dimensions

In this thesis, we developed preconditioned iterative methods for the solution of optimal control problems with differential operators as constraints. The majority of the problems considered above involved time-dependent PDEs as constraints, but we also tackled the optimal control of stationary (linear and non-linear) PDEs, as well as the optimal control of FDEs.

In order to derive the proposed preconditioners for the PDE-constrained optimization problems considered in this thesis, we devised tailored, easily invertible transformations, which allowed us to symmetrize the linear systems (or make them as close to symmetric as possible) arising from the discretization of the first-order optimality conditions. This strategy allowed us to employ saddlepoint theory. Starting from ideal preconditioners (for which the inverse operator is almost as computationally expensive as solving the original system), we devised suitable approximations of the main blocks. In order to approximately invert the ( 1,1 )-block, we employed an inner iteration. For some of the systems, the inner iteration required a fixed number of steps of a preconditioned iterative method applied to a block matrix that represents the discrete optimality conditions of a simpler PDE-constrained optimization problem. However, the most complex tasks have been to devise robust approximations of the corresponding Schur complements. In order to do so, we employed the matching strategy and a novel block commutator argument. The resulting preconditioners were tested on a large number of test problems, showing the robustness and the efficiency of our approaches.

In order to derive an optimal preconditioner for the FDE-constrained optimization problems with algebraic constraints on the state and/or the control
variables, we employed the GLT theory. Applying an ADMM to separate equality from inequality constraints, we were faced with solving a very large and dense linear system. By exploiting the (multilevel) Toeplitz structure of the discretized system and employing GLT theory, we were able to derive an optimal preconditioner for the linear system to be solved. Then, we tested our strategy on a wide range of problems, showing that the computaitonal cost scales as $\bar{N} \log \bar{N}$, where $\bar{N}$ is the dimension of the grid used. In addition, our strategy does not suffer from excessive memory requirements, as we are able to keep the storage requirement of order $\bar{N}$.

We expect the novel transformations, Schur complement approximations, formulation of the block commutator argument, and multilevel circulant preconditioning ideas could inform the efficient preconditioning of many problems beyond those discussed in this thesis. What is left to discuss is related to future work. As the Square in Abbott's Flatland was wondering about (and puzzled by) the extension of the Plane to the Third Dimension, we question ourself on the possible extensions of our work.

The problems considered in this thesis are aimed at describing real-life and physical problems. For this reason, one can extend the strategies devised above to problems with multiple differential operators as constraints, to problems with different cost functionals, or to problems with additional algebraic constraints on the variables.

As we have employed a Crank-Nicolson discretization in time for the parabolic PDEs considered above, one may also try to devise optimal preconditioners for time-dependent PDE- and FDE-constrained optimization problems when higherorder discretizations in time are used. For instance, the discussion at the end of Section 3.2.2 may be the starting point for developing preconditioned iterative methods for optimal control of time-dependent PDEs when employing timestepping schemes other than Crank-Nicolson. In the same section we also discussed the possibility of applying the discretize-then-optimize strategy as an alternative approach to the one employed in this work. We have noted that the linear system arising from the discretize-then-optimize approach is symmetric from the start (so no transformation is required). Further, we have noted that in this case we may apply a similar preconditioning strategy to the one described in Section 3.3, and that, if such a preconditioner is optimal, one may apply it to the other problems decribed in this thesis as well. However, we did not address this question here. For this reason, future work can be related to prove that our strategy may be applied also to the case of a discretize-then-optimize approach, and prove the optimality of the derived preconditioner.

As we noted above, one of the main drawback of the all-at-once approach when solving optimal control of time-dependent PDEs is that one has to store global-in-time solutions. For this reason, when employing very fine discretization computers may easily run out of memory. An alternative may be exploiting the Kronecker structure of the linear system arising upon discretization, and employ low-rank approximations of the problem considered. For this reason, future work may be coupling the preconditioning strategy devised in this work with a low-rank solver for the problems we have considered above.

As in practical industrial problems it is not always possible to apply the
control within the whole domain, one has to introduce the control on its boundary, resulting thus in Dirichlet or Neumann boundary control problems, or only on a part of the domain, resulting thus in subdomain control problems. A future study can be related to extend the optimal preconditioners derived here to the boundary control of the Navier-Stokes equations. Regarding these equations, we observed in Chapter 6 that, for very small viscosity, the numbers of Oseen iterations required to reach a prescribed reduction on the non-linear residual were increasing for a wider range of regularization parameters. For this reason, we noted the importance of a robust and efficient solver also for the Newton approximation of the Navier-Stokes control problems, which could be the topic of future work. Finally, we believe that it would be of interest to investigate on the effectiveness of the block commutator argument devised for solving the Stokes control problems. We believe the combination of these new ideas would allow the solution of a range of problems beyond those discussed in this thesis.

## Appendix A

## An Overview of the GLT Theory

In this Appendix, we describe some important notions employed in the GLT theory.

We begin with some fundamental properties of $d$-level circulant matrices. It is possible to prove the following theorem, the proof of which can be found in [57, Section 3.4]:

Theorem 8. The d-level circulant matrix $A$ admits the following expression:

$$
A=\sum_{\mathbf{j}=\mathbf{1}}^{\mathbf{n}_{A}-\mathbf{1}} a_{\mathbf{j}} C_{\mathbf{n}_{A}}^{\mathbf{j}}
$$

with $C_{\mathbf{n}_{A}}^{\mathbf{j}}$ defined as in Section 7.3. In addition, given $c_{-\mathbf{i}}, c_{-\mathbf{i}+\mathbf{1}}, \ldots, c_{\mathbf{i}} \in \mathbb{C}$, with $\mathbf{i} \in \mathbb{N}^{d}$, we have that any linear combination of the form $\sum_{\mathbf{j}=-\mathbf{i}}^{\mathbf{i}} c_{\mathbf{j}} C_{\mathbf{n}_{A}}^{\mathbf{j}}$ is a d-level circulant matrix. Then,

$$
\sum_{\mathbf{j}=-\mathbf{i}}^{\mathbf{i}} c_{\mathbf{j}} C_{\mathbf{n}_{A}}^{\mathbf{j}}=F_{\mathbf{n}_{A}}^{*}\left(\underset{\mathbf{j}=\mathbf{0}, \mathbf{1}, \ldots, \mathbf{n}_{A}-\mathbf{1}}{\operatorname{diag}} c\left(\frac{2 \pi \mathbf{j}}{\mathbf{n}_{A}}\right)\right) F_{\mathbf{n}_{A}}
$$

where $c(\mathbf{z})=\sum_{\mathbf{j}=-\mathbf{i}}^{\mathbf{i}} c_{\mathbf{j}} e^{i\langle\mathbf{j}, \mathbf{z}\rangle}$, with $\langle\mathbf{j}, \mathbf{z}\rangle=\sum_{i=1}^{d} j_{i} z_{i}$, and $F_{\mathbf{n}_{A}}=F_{n_{1}} \otimes F_{n_{2}} \otimes \ldots \otimes$ $F_{n_{d}}$ is the multilevel discrete Fourier transform, with $F_{n_{i}}$ denoting the unitary discrete Fourier transform of order $n_{i}$. In the previous expression, $F_{\mathbf{n}_{A}}^{*}$ denotes the inverse of the multilevel discrete Fourier transform. Moreover, $\sum_{\mathbf{j}=-\mathbf{i}}^{\mathbf{i}} c_{\mathbf{j}} C_{\mathbf{n}_{A}}^{\mathbf{j}}$ is a normal matrix whose spectrum is given by:

$$
\lambda\left(\sum_{\mathbf{j}=-\mathbf{i}}^{\mathbf{i}} c_{\mathbf{j}} C_{\mathbf{n}_{A}}^{\mathbf{j}}\right)=\left\{c\left(\frac{2 \pi \mathbf{j}}{\mathbf{n}_{A}}\right): \mathbf{j}=\mathbf{0}, \mathbf{1}, \ldots, \mathbf{n}_{A}-\mathbf{1}\right\} .
$$

As a consequence of the previous theorem, we have that the set of all $d$-level circulant matrix is a commutative ring under matrix addition and multiplication. Further, we also have that a $d$-level circulant matrix $A$ is diagonalizable by the discrete Fourier transform.

An important notion in the GLT theory is that of a matrix-sequence. A matrix-sequence is a sequence of the form $\left\{A_{j}\right\}_{j}$, where $j$ varies over some infinite
subset of $\mathbb{N}, A_{j}$ is a square matrix of size $n_{A_{j}}$, and $n_{A_{j}} \rightarrow \infty$ as $j \rightarrow \infty$. In particular, a $d$-level matrix sequence is a sequence of the form $\left\{A_{\mathrm{j}}\right\}_{j}$, where $A_{\mathbf{j}}$ is a matrix of size $N(\mathbf{j}) \times N(\mathbf{j}), j$ varies over some infinite subset of $\mathbb{N}$, and $\mathbf{j}=\mathbf{j}(j) \in \mathbb{N}^{d}$ is such that $\mathbf{j} \rightarrow \infty$, as $j \rightarrow \infty$.

An approximating class of sequences is a sequence of matrix-sequences that is able to approximate the eigenvalues or the singular values of another given matrixsequence. Specifically, we have the following formal definition [57, Section 2.7]:

Definition 1. Let $\left\{A_{j}\right\}_{j}$ be a matrix-sequence, with $A_{j}$ of size $n_{A_{j}} \times n_{A_{j}}$, and let $\left\{\left\{\widetilde{A}_{j, m}\right\}_{j}\right\}_{m}$ be a sequence of matrix-sequences, with $\widetilde{A}_{j, m}$ of size $n_{A_{j}} \times n_{A_{j}}$. We say that $\left\{\left\{\widetilde{A}_{j, m}\right\}_{j}\right\}_{m}$ is an approximating class of sequences (a.c.s.) for $\left\{A_{j}\right\}_{j}$ if for every $m$, there exists $j_{m}$ such that, for all $j \geqslant j_{m}$, we can write:

$$
A_{j}=\widetilde{A}_{j, m}+R_{j, m}+N_{j, m}, \quad \operatorname{rank}\left(R_{j, m}\right) \leqslant c(m) d_{j}, \quad\left\|N_{j, m}\right\| \leqslant \omega(m)
$$

where $j_{m}, c(m)$, and $\omega(m)$ depend only on $m$, and are such that:

$$
\lim _{m \rightarrow \infty} c(m)=\lim _{m \rightarrow \infty} \omega_{m}=0
$$

In that case, we write $\left\{\left\{\widetilde{A}_{j, m}\right\}_{j}\right\}_{m} \xrightarrow{\text { a.c.s. }}\left\{A_{j}\right\}_{j}$.
From the previous definition, we have that $\left\{\left\{\widetilde{A}_{j, m}\right\}_{j}\right\}_{m}$ is an approximating class of sequences for $\left\{A_{j}\right\}_{j}$ if the difference between $A_{j}$ and $\widetilde{A}_{j, m}$ is the sum of a matrix of low rank and a matrix of small norm.

We now introduce the definitions of clusters.
Definition 2. Let $\left\{A_{j}\right\}_{j}$ be a sequence of matrices, with $A_{j}$ of size $n_{A_{j}} \times n_{A_{j}}$, and let $X \subseteq \mathbb{C}$ be a non-empty subset of $\mathbb{C}$. We say that $\left\{A_{j}\right\}_{j}$ is strongly clustered at $X$ (in the sense of eigenvalues) if $\forall \epsilon>0$ we have:

$$
\#\left\{i \in\left\{1,2, \ldots, n_{A_{j}}\right\}: \lambda_{i}\left(A_{j}\right) \notin D(X, \epsilon)\right\}=O(1),
$$

and weakly clustered at $X$ if $\forall \epsilon>0$,

$$
\#\left\{i \in\left\{1,2, \ldots, n_{A_{j}}\right\}: \lambda_{i}\left(A_{j}\right) \notin D(X, \epsilon)\right\}=o\left(n_{A_{j}}\right) .
$$

Here, given $\epsilon>0$, we denote with $D(X, \epsilon)$ the $\epsilon$-expansion of $X$, defined as $D(X, \epsilon)=\bigcup_{z \in X} D(z, \epsilon)$, where $D(z, \epsilon)$ is the the disk with center $z$ and radius $\epsilon$. Further, with $\# X$ we denote the cardinality of a set $X$.

Given a function $f:[0,1]^{d} \rightarrow \mathbb{C}$, we define the $\mathbf{j}$-th diagonal sampling matrix generated by $f$ as the following $n_{D_{\mathbf{j}}} \times n_{D_{\mathbf{j}}}$ diagonal matrix:

$$
D_{\mathbf{j}}(f)=\operatorname{diag}_{\mathbf{i}=1,2, \ldots, \mathbf{j}} f\left(\frac{\mathbf{i}}{\mathbf{j}}\right)
$$

In addition, given $j, m \in \mathbb{N}, g:[0,1] \rightarrow \mathbb{C}$, and $f \in L^{1}([-\pi, \pi])$, we define the 1-level locally Toeplitz operator as the following $n_{L T_{j}} \times n_{L T_{j}}$ matrix:

$$
L T_{j}^{m}(g, f)=\left(D_{m}(g) \otimes T_{[j / m\rfloor}(f)\right) \oplus O_{j \bmod m},
$$

where $D_{m}(g)$ is a diagonal sampling matrix generated by $g, T_{[j / m\rfloor}(f)$ a Toeplitz matrix generated by $f$, and $O_{j \bmod m}$ a zero matrix. Similarly, given also $\mathbf{j}, \mathbf{m} \in$ $N^{d}, g:[0,1]^{d} \rightarrow \mathbb{C}$, and $f \in L^{1}\left([-\pi, \pi]^{d}\right)$, the $d$-level locally Toeplitz operator is recursively defined as the following $N(\mathbf{j}) \times N(\mathbf{j})$ matrix:

$$
L T_{\mathbf{j}}^{\mathbf{m}}\left(g, f_{1} \otimes f_{2} \otimes \ldots \otimes f_{d}\right)=L T_{j_{1}, j_{2}, \ldots, j_{d}}^{m_{1}, m_{d}, \ldots, m_{d}}\left(g(x), f_{1} \otimes f_{2} \otimes \ldots \otimes f_{d}\right)
$$

We can now define the Locally Toeplitz sequences, that can be generalized to define the notion of GLT sequences. This theory was originally developed in [172], and we refer the reader to $[56,57]$ for a complete derivation and overview of this class.

Definition 3. Let $\left\{A_{\mathbf{j}}\right\}_{j}$ be a d-level matrix-sequence, let $g:[0,1]^{d} \rightarrow \mathbb{C}$ be Riemann-integrable, and let $f \in L^{1}\left([-\pi, \pi]^{d}\right)$. We say that $\left\{A_{\mathbf{j}}\right\}_{j}$ is a (d-level) locally Toeplitz (LT) sequence with symbol $g \otimes f$, and we write $\left\{A_{\mathbf{j}}\right\}_{j} \sim_{L T} g \otimes f$, if:

$$
\left\{L T_{\mathbf{j}}^{\mathbf{m}}(g, f)\right\}_{j} \xrightarrow{\text { a.c.s. }}\left\{A_{\mathbf{j}}\right\}_{j}, \quad \text { as } m \rightarrow \infty .
$$

The previous definition can be generalized to define the Generalized Locally Toeplitz sequences [57, Section 5.1].

Definition 4. Let a d-level matrix-sequence $\left\{A_{\mathbf{j}}\right\}_{j}$, and a measurable function $\kappa:[0,1]^{d} \times[-\pi, \pi]^{d} \rightarrow \mathbb{C}$ be given. Suppose that $\forall \epsilon>0$ there exists a finite number of d-level LT sequences $\left\{A_{\mathbf{j}}^{(i, \epsilon}\right\}_{j} \sim_{L T} g_{i, \epsilon} \otimes f_{i, \epsilon}, i=1,2, \ldots, N_{\epsilon}$, such that as $\epsilon \rightarrow 0$ :

$$
\sum_{i=1}^{N_{\epsilon}} g_{i, \epsilon} \otimes f_{i, \epsilon} \rightarrow \kappa
$$

in measure, and that

$$
\left\{\sum_{i=1}^{N_{\epsilon}} A_{\mathbf{j}}^{(i, \epsilon)}\right\}_{j} \xrightarrow{\text { a.c.s. }}\left\{A_{\mathbf{j}}\right\}_{j} .
$$

Then $\left\{A_{\mathbf{j}}\right\}_{j}$ is a d-level GLT sequence with symbol $\kappa$, and we write $\left\{A_{\mathbf{j}}\right\}_{j} \sim{ }_{G L T} \kappa$.
The above definitions were used to motivate the multilevel circulant preconditioner derived in Chapter 7, and were used in [146] to prove the effectiveness of the proposed preconditioning strategy.

In Chapter 7, we supposed the following assumptions hold true. Where the first assumption does not hold automatically, it can be ensured by multiplying the discretized PDE constraint by a constant depending on the mesh-sizes for a given problem.

Assumption 2. The matrices $\mathfrak{B}, M_{1}$, and $M_{2}$ of dimension $\bar{N} \times \bar{N}$ are such that:

- The sequence $\{\mathfrak{B}\}_{\bar{N}}$ is a d-level matrix sequence with spectral norm uniformly bounded with respect to $\bar{N}$, i.e. there exists a constant $c_{\mathfrak{B}}$ such that $\|\mathfrak{B}\| \leqslant c_{\mathfrak{B}}$ for all $\bar{N}$. Furthermore, there exists a measurable function $\kappa:[0,1]^{d} \times[-\pi, \pi]^{d} \rightarrow \mathbb{C}$, which is the symbol of $\{\mathfrak{B}\}_{\bar{N}}$, so that $\{\mathfrak{B}\}_{\bar{N}} \sim_{G L T} \kappa$.
- The sequences $\left\{M_{1}\right\}_{\bar{N}}$ and $\left\{M_{2}\right\}_{\bar{N}}$ are two d-level matrix sequences, with uniformly bounded spectral norms with respect to $\bar{N}$. Furthermore, there exist two measurable functions $\kappa_{1}, \kappa_{2}:[0,1]^{d} \times[-\pi, \pi]^{d} \rightarrow \mathbb{R}$, such that $\kappa_{i} \geqslant 0$, and $\left\{M_{i}\right\}_{\bar{N}} \sim_{G L T} \kappa_{i}$, for $i=1,2$.
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[^0]:    ${ }^{1}$ This song was inspired by Malevič's Black Square, and is a declaration of the author's love for writing (indeed, China is the Italian word for Indian ink). Broadly speaking, the song may also refer to mathematicians (or scientists in general), as they know quite well how to "stain a sheet".

[^1]:    ${ }^{2}$ Note that $\|w\|_{L^{2}(\Omega)}^{2} \leqslant\|w\|_{\mathcal{H}^{1}(\Omega)}^{2}$.

[^2]:    ${ }^{3}$ Note that $-\zeta_{\Omega} \nabla^{2} w+\nabla \cdot\left(\zeta_{\Omega} \nabla w\right)=\nabla \zeta_{\Omega} \cdot \nabla w=-w \nabla^{2} \zeta_{\Omega}+\nabla \cdot\left(w \nabla \zeta_{\Omega}\right)$.

[^3]:    ${ }^{4} \dagger$ means that the solver ran out of memory.

[^4]:    ${ }^{5}$ The streamline diffusion norm is defined as $\|v\|_{\text {sd }}:=\left(\epsilon\|\nabla v\|^{2}+\delta\|\mathbf{w} \cdot \nabla v\|^{2}\right)^{1 / 2}$.

[^5]:    ${ }^{6}$ For this problem we run GMRES until a relative reduction on the residual of $10^{-9}$ is achieved, in order to clearly show the predicted second-order convergence of the time-stepping scheme.

[^6]:    ${ }^{7}$ We recall that $\nabla \cdot \vec{v}=0$ to derive this.

[^7]:    ${ }^{8}$ Note that, since each of these blocks contains a different convection matrix, the multigrid routine cannot be recycled, as the prolongation and the restriction operators have to be computed again.

[^8]:    ${ }^{9} \dagger$ means that the outer (Oseen) iteration did not converge in 20 iterations. The average number of GMRES iterations and CPU time is evaluated over the first 10 Oseen iterations.

[^9]:    ${ }^{10} \dagger$ means that the solution coincides with the equality constrained solution; all the variables lie strictly within the restriction bounds.

