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Chapter 1

Introduction

1.1 Introduction

Philosophers have always been interested in asking moral questions, but social scientists

have generally been more occupied with asking questions about morality. How do people

differ with regards to their morality? How frequently are moral values inconsistent, thus

resulting in internal conflicts? How likely are people to revise their moral beliefs? The aim

of these questions is to explore moral reasoning and identify patterns of moral behaviour

between people. Simultaneously, social scientists have moved beyond the exploration

of small-scale, static snapshot of networks onto nuanced, data-driven analyses of the

structure, content, and dynamics of large-scale social processes. This drives researchers

to use far more elaborate tools, such as automated text analysis, online field experiments,

mass collaboration, machine learning, and more generally computational modelling, to

formulate and test theories (e.g., Evans & Aceves, 2016; Molina & Garip, 2019; Nelson,

2020; Salganik, 2019). It is fair to argue that social sciences are on the verge of a new era,

an era in which computational methods and large-scale data are the primary tools/sources

of gaining information and knowledge.

In this dissertation, I will focus on developing formal models of the cognitive disson-

ance involved in moral values conflicts within individuals, and how this might be reduced.

I will also attempt to extend this to connect with research linking moral and political

psychology. Then I will try to explain echo chamber development, as a socio-cognitive

phenomenon, arising from dynamics described in chapters 2 and 3. Finally, I will focus
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on moral belief updating, as an alternate (class of) response(s) in chapter 6.

I try to explain these phenomena by bringing together cognitive and social theories.

The three principal theories we build upon are Festinger’s Cognitive Dissonance, Ban-

dura’s Moral Disengagement and Haidt’s Moral Fountations Theory. As it is detailed in

the forthcoming paragraphs, the union of these theories, alongside with computational

modelling, sparks off some interesting hypotheses. We now go ahead and discuss why

computational modelling is a powerful tool in social sciences, and then present a historical

background for each of the aforementioned theories.

1.1.1 Computational social science

The term computational social science was coined in the last decades of the 20nth century

within social science fields as well as science, technology, engineering, and mathematics

(STEM) fields. In social sciences, the term initially referred to agent based modelling

–or more generally, the usage of computer algorithms to simulate group behaviour using

artificial agents (Macy & Willer, 2002; Bruch & Atwell, 2015). Relevant efforts yielded

essential theoretical progress in social psychology research, network analyses, and various

other topics (e.g., Baldassarri & Bearman, 2007; Centola & Macy, 2007; Watts, 1999).

In contrary, in STEM disciplines almost any work that describes human behaviour is

often marked as computational social science (e.g., Helbing et al., 2000; Pentland, 2015).

Even though the majority of these works exploited exquisite ideas from physics and

mathematics to analyse shared dynamics such as group behaviour, they were mostly

detached from social science research (see McFarland et al., 2016) –in spite of attempts

to synchronise them (e.g., Carley, 1991; Macy & Willer, 2002).

Recognising its various use-cases between diverse disciplines, Edelmann et al. (2020)

provided the subsequent definition of the discipline: ”Computational social science is

an interdisciplinary field that advances theories of human behaviour by applying com-

putational techniques to large datasets from social media sites, the Internet, or other

digitised archives such as administrative records” (p. 62). This description emphasises

sociology as novel data sources and methods should not be the only parts of computa-
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tional social sciences, rather a crucial factor is its potential to yield new hypotheses of

human behaviour or advance current theories of the social world. That is exactly how

we are using computational methods in this dissertation: we exploit the power of this

approach in terms of developing formalisable theoretical models that can be probed for

insight (see, for example, chapter 2), particularly with respect to otherwise difficult to

study real word phenomena, such as political polarisation and echo chambers formation

(see also chapter 5). In the same vein, we use Edelmann et al.’s (2020) definition because

we are more interested in (and the projects included in this dissertation evolve around)

explaining human behaviour to advance social science theory, rather than predicting hu-

man behaviour for practical purposes (as in Macy, 2015; Watts, 2017). In other words,

our research emphasis is firmly on why and how, with what and when playing a secondary

role.

1.1.2 Cognitive Dissonance

Cognitive dissonance theory (Festinger, 1957; Festinger & Carlsmith, 1959; Festinger,

1962) is one of the most prominent theories in social psychology (Jones, 1985). It has

stimulated numerous insights across many research topics, such as drivers of behaviour

and ideology, the internalization of beliefs, the consequences of choices, the impacts of

disagreements between people, and more (Harmon-Jones & Mills, 2019).

Dissonance theory initially proposed that any pair of cognition –behaviour, attitudes,

beliefs– can be either consonant, dissonant, or unrelated to each other. Two or more

cognitions are consonant if one follows from the other, dissonant if the obverse (i.e.,

opposite) of one follows from the other, and irrelevant when the two cognitions are un-

connected. For example, ”one should protect innocent people” and ”protecting innocent

people makes you a good person” are two consistent cognitions, while ”all lives matter”

and ”enemies must be killed” are two inconsistent cognitions, and last, ”one should not

abuse animals” and ”one should take the stairs when possible” are two irrelevant cog-

nitions. When two cognitions (or an action and a cognition) are dissonant the person

experiences a psychological discomfort that motivates action to achieve or restore con-
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sonance. The larger the strength of the dissonance1, the larger is the force to decrease

it.

Dissonance may be decreased by disengaging from one of the dissonant cognitions,

adding new consonant cognitions or reducing the significance of dissonant cognitions.

The possibility that a specific cognitive element will alter to decrease the discomfort is

given by how resistant to change the element is (i.e., its epistemic centrality cf. Quine,

1951; or epistemic entrenchment, cf. Gärdenfors, 1988; see also Dubois and Prade, 1991).

The smaller the resistance, the easier the cognition will alter upon request to decrease

dissonance. The resistance to alter of a behavioural cognition relies upon the degree of

pain or damage which have to be tolerated and the pleasure received from the behaviour.

A frequently used example (also used by Festinger, 1957) may help building up some

intuition about the theory. If an individual is keep smoking even after they are informed

of the health threats of smoking, it is expected to feel discomfort caused by the conflict

between their knowledge (i.e., smoking is bad) and their behaviour (i.e., smoking). De-

creasing or quit smoking altogether is one way of decreasing dissonance (i.e., disengaging

from their behaviour). Otherwise, they may decrease the discomfort by altering their

knowledge regarding the impact of smoking on health and consider smoking as not hav-

ing any damaging consequence on health (ie., reducing the importance of the dissonant

cognition). Last, the smoker could search for affirmative properties of that behaviour

and suppose that smoking decreases stress and prevents them from getting weight (i.e.,

increasing consonant cognitions).

Since it was first introduced over half a century ago, cognitive dissonance theory has

kept giving rise to new studies, revisions, and controversy. The theory was posed in

greatly abstract concepts, making it applicable to a wide range of psychological subjects

ranging from behaviours, and attitudes, to beliefs, perceptions, and affects. Moreover,

cognitive elements can be about oneself, some other individual or group, or about things

in the environment. Instead of being relevant to one topic, the theory is relevant to

1When Festinger were using the term dissonance was referring both to the difference among cog-
nitions and to psychological distress. These two notions are theoretically different and the former is
now referred to as cognitive inconsistency or cognitive discrepancy, while the latter as dissonance or
dissonance discomfort.
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multiple topics. Its abstract terms also make it easier to establish links between other

theories, such as moral disengagement theory (Bandura, 1999), which comes into play

when an individual seeks methods to decrease the unpleasant state of cognitive dissonance

they feel after having contradictory moral cognitions.

1.1.3 Moral Disengagement

Moral disengagement describes eight interconnected cognitive mechanisms that enable

one to cognitively separate the moral component from an otherwise unprincipled act

(Bandura, 1986, 1999, 1990b; Bandura et al., 1991), in order to rationalise engaging in

it and deactivating the mechanism of self-condemnation (Fiske, 2018), which role -under

a healthy and well functioning moral psychology- is to prevent people from committing

unethical behaviours. Therefore, moral disengagement assumes an operation of cognit-

ive reconstruing or reframing of harmful behaviour as being ethically acceptable without

altering the behaviour or the moral standards (Bandura, 1999). The following para-

graph provides a brief introduction to these strategies (the interested reader can refer to

Bandura, 1999, for a more detailed description).

For instance, suppose Kya has moral standards that condemn theft. Suppose also that

Kya took a book from a bookstore without buying it. Moral disengagement mechanisms

could aid Kya interpret taking the book as not important (distortion of consequences),

or think that everybody takes small stuff such as a book every now and then (diffusion

of responsibility), or that taking the book is insignificant compared to other people who

rob a bank (advantageous comparison), or that extortionate pricing by booksellers has

forced her to theft in order to further her education (displacement of responsibility). She

might also reason that in a broader perspective, being a well-educated individual is more

significant than paying for a book (moral justification). She might even plan on returning

the book after she finishes reading it, so really she was just ”borrowing” it (euphemistic

labelling). She might reason that this bookstore is simply a big ruthless corporation

where a missing book will go unnoticed (dehumanisation), or even deserves having the

book stolen from it since it charges this much (attribution of blame). As this example
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demonstrates, there can be overlap between these strategies, with multiple strategies

being engaged simultaneously to produce what might be called hybrid disengagement

cognitions (e.g., note similarity between displacement of responsibility and attribution of

blame).

Moral disengagement theory has laid the foundations for empirical studies over nu-

merous disciplines and fields, such as children and adolescents development (e.g., Pornari

& Wood, 2010; Gini et al., 2011; Obermann, 2013; Gini et al., 2014; Caravita et al., 2014),

organisational behaviour (e.g., Claybourn, 2011; Duffy et al., 2012; C. Moore et al., 2012;

Martin et al., 2014; T. R. Cohen et al., 2014; Christian & Ellis, 2014; Samnani et al.,

2014; J. F. Johnson & Buckley, 2015), criminology (e.g., DeLisi et al., 2014; Cardwell

et al., 2015), military psychology (e.g., Beu & Buckley, 2004; McAlister et al., 2006;

Aquino et al., 2007), and sports psychology (e.g., Hodge & Lonsdale, 2011; Boardley &

Kavussanu, 2011; Hodge et al., 2013). Moral disengagement tendency is linked to several

negative behaviours, including criminality (e.g., Cardwell et al., 2015), aggression and

bullying (e.g., Pornari & Wood, 2010; Gini et al., 2011; Obermann, 2013; Gini et al.,

2014), workplace misconduct (e.g., Barsky, 2011; Duffy et al., 2012; C. Moore et al.,

2012), and unethical behaviour generally (e.g., Detert et al., 2008; C. Moore et al., 2012),

as well as several negative psychological states, including an increased ability to dehu-

manise others (e.g., Castano, 2008; Leidner et al., 2010; Waytz & Epley, 2012) and higher

probability of endorsing violence toward them (e.g., Osofsky et al., 2005; McAlister et al.,

2006).

There is a subtle link between moral disengagement theory and the cognitive disson-

ance reduction strategies. Cognitive dissonance occurs when the individual feels tension

from holding two or more contradicting cognitions - in this case, between moral and im-

moral/unethical behaviours/decisions (R. A. Baron et al., 2015). This unpleasant state

motivates attempts to reduce the dissonance by either updating/revising one of the dis-

sonant cognitions, adding consonant cognitions, or decreasing the importance of one of

the dissonant cognitions. The moral disengagement mechanisms allow for sidestepping

internalised moral standards and engaging in immoral behaviour without attendant feel-
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ings of distress by adding more consonant cognitions, or decreasing the importance of

one of the dissonant cognitions, but never dropping a dissonant cognition altogether. In

other words, these mechanisms allow individuals to engage in immoral behaviour without

having to revise or update their moral beliefs or moral self-image. Thus, this thesis treats

moral disengagement strategies as an extension of two dissonance reduction tactics (i.e.,

adding consonant cognitions, decreasing the importance of one of the dissonant cogni-

tions) introduced by cognitive dissonance theory.

Discussion of dissonant cognitions in the moral domain, however, necessitates the

explication of moral beliefs/values. As it turns out, there is significant theoretical and

empirical evidence for specific and interesting structure in human moral values and the

beliefs based on them (Haidt & Joseph, 2004, 2007; Haidt & Graham, 2007; Haidt, 2012).

1.1.4 Moral foundations theory

The research of moral psychology is -broadly speaking- divided into two somewhat con-

tradictory views. The first and more traditional view supports that moral judgement

is the result of conscious, effortful reasoning and the emotions follow (Kohlberg, 1969;

Piaget, 1965; Turiel, 1983; Killen, Smetana et al., 2005). The more recent years, this view

became less popular leaving more space to the rival view which claims that moral thinking

is something we do only after a spontaneous processes (passion/emotions/intuitions) have

already directed us towards a judgment or decision, and we do so to get ready for social

intercourses where we may be asked to defend our judgements to other individuals (i.e.,

persuade others, or defend oneself; Haidt, 2001; Hauser, 2006; Mikhail, 2000; Shweder

and Haidt, 1993; see also Damasio, 1994).

One of the advocates of the later view is Moral foundations theory (MFT) (Haidt,

2001; Haidt & Joseph, 2004, 2007; Haidt et al., 2009; Graham et al., 2009) which tries to

describe the roots of and variance in human moral reasoning based on innate, modular

foundations, and supports that moral reasoning merely functions as a post-hoc ration-

alization of already shaped judgements (Haidt, 2001). In particular MFT proposes that

individuals come equipped with a few intuitive ethics, or modules, that are formed from
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the evolutionary process as a response to adaptive challenges (Haidt & Joseph, 2004). It

goes on to propose that each module is organised in advance of experience but cultural

learning process shapes each of these modules. Moral values deviate because differing

cultures utilise the ”building blocks” presented by the foundations dissimilarly (Haidt &

Joseph, 2004).

The five moral foundations

Initially, (Haidt & Joseph, 2007) five candidates that can explain the variance in in-

dividual’s moral values were identified: care/harm, fairness/cheating, loyalty/betrayal,

authority/subversion, and sanctity/degradation 2.

1. Care: protecting and caring for others, being kind; obverse of harm.

2. Fairness: being just and right based on shared rules: obverse of cheating.

3. Loyalty: protecting and caring for your own group/family/nation; obverse of be-

trayal.

4. Authority: endorsing to leadership and followership: obverse of subversion.

5. Sanctity: aversion of disgusting things and actions: obverse of degradation.

These five foundations can be clustered into two higher-level categories: 1) the individual-

focused individualising category which consist of care and fairness foundations, and 2) the

group-focused binding category which consists of loyalty, authority, and sanctity (Graham

et al., 2009; Haidt & Graham, 2009). The empirical data supporting this categorising

arises from patterns of relationships among the moral foundations observed with the

Moral Foundations Questionnaire (Graham et al., 2009; Graham et al., 2011).

One further candidate for the list of the foundations exists: Liberty/oppression (Iyer

et al., 2012). However, this foundation is not as well-researched as the initial five, and

so, in the current work I will focus on the established five moral foundations, though

2For reasons of brevity, we will refer to the five foundations using only the left side of each foundation,
e.g., care/harm will be referred to as care.
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in principle, there is no reason that any of the current work cannot be extended to

accommodate six foundations.

Moral foundations theory has given rise to several new studies, ideas, and controversy.

Numerous researchers have given critiques of (Suhler and Churchland, 2011; Schein and

Gray, 2018, for the answers to these critiques see Haidt and Joseph, 2011; Koleva and

Haidt, 2012), and alternatives to (e.g., Rai & Fiske, 2011; Gray, Young et al., 2012; Ver-

hulst et al., 2012; Janoff-Bulman & Carnes, 2013; Schein & Gray, 2018; Curry et al., 2019)

the theory. Besides controversy, however, the theory has made valuable advancement in

many fields with perhaps the most apparent being politics (Graham et al., 2009).

Moral foundations theory applied to political cultures

Individuals’ sensitivity to the moral foundations is related to their political ideology. Gra-

ham et al. (2009)3 report four works exploring the moralities of political agents on the

liberal/left - conservative/right continuum. In the first study, a wide worldwide sample

of participants evaluated the moral importance of foundations-specific matters. In the

second research, they explored lefts’ and rights’ moral judgements in response to either

explicit or implicit political identities. In the third research, they derived more robust

intuitive reactions by posing subjects ethical trade-off questions asking them how much

they want to get paid to engage in foundations-violating behaviours. In the last research,

they analysed sermon passages preached in leftist and rightist churches to check whether

preachers in the diverse moral groups intuitively employed foundations-related language

in distinct ways. The results were clear: liberals showed evidence of a moral values ac-

cording mainly to the individualising foundations (care and fairness), while conservatives

displayed a more uniform distribution of values, ideas, and concerns, involving all five

foundations. See figure 1.1 for an overview of their results.

Moral foundations theory and its questionnaire have had an enormous impact on re-

search on politics, but as every good theory, it has shortcomings. The unidimensional

spectrum used in describing political ideology might fail capturing patterns of morality in

3Visit moralfoundations.org and www.YourMorals.org for more details on the questionnaire.
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Figure 1.1. Importance of moral foundations over political identities, from study 1.
Adapted from Leftists and rightists rely on differing sets of moral foundations by Graham,
J., Haidt, J., and Nosek, B. A., 2009

more complex ideologies. In particular, relevant studies showed that variants of political

orientations (i.e., variants of liberals and conservatives) value the foundations in different

ways (Iyer et al., 2012; Weber & Federico, 2013). Still, this one dimensional political con-

tinuum (liberals-conservatives/left-right) is a handy estimation tool that has prognostic

validity for voting behaviour and opinion on a large scope of matters (Jost, 2006), and

as such, this is what I use in the current work as well.

Moral foundations theory is the link needed to bridge the cognitive dissonance and the

moral disengagement theories to our research questions. If different political ideologies

uphold different moral beliefs then there might be a difference in the frequency of these

beliefs to be conflicting between the various political ideologies, which in turn drives to a

potentially diverse rate of cognitive dissonance and then disengagement of the dissonant

beliefs. In other words, a given political ideology might experience less or more dissonance

as a function of their moral complexity. To explore the differences in the frequency of

conflict among different political orientations, we use a theoretical framework using the

help of graphical modelling (Lauritzen, 1996; Koller & Friedman, 2009).
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1.1.5 Probabilistic graphical models

Probabilistic graphical models (PGMs) offer a succinct portrayal of a joint probability

distribution of potentially numerous dimensions of variables. To do so it is utilising con-

ditional independencies in the network of these variables; a network like this, with local

in/dependencies is named a graphical model. PGM modelling is ingrained in probabil-

istic reasoning, questioning, as well as sampling (Koller & Friedman, 2009). A detailed

explanation on PGM can be found from appendices A.1 to A.2.

Bayesian networks (BNs) are a particular subclass of PGM that represent targeted

dependencies among variables capturing cause-to-effect relations. This feature renders

BN an convenient modelling approach for social systems that involve and convey such

relationships. Specifically, BNs have been used for social network analysis and the pre-

diction of new connections and prespecified unit traits (e.g., teamwork potentials) (Koller

& Friedman, 2009). They emphasise the leverage of BNs to explain uncertainty, noise,

and incompleteness in the system. For instance, topological measures like degree central-

ity that is frequently used as an importance indicator, is susceptible to summarisations

across partial or even erroneous data. In contrast, BNs are more flexiblle in that they

enable estimates like importance to be predicted in a more data-dependent way. Koelle

et al. (2006) offer a paradigm of merging topology-based system estimates with co-variate

information. Guided inference of this form gives advantage to short regional models that

are capable of being easily transformed to regression or classification tasks, depending on

the child node (i.e., response variable). In these settings, BNs can be assessed at the unit

level, ranked probability estimates can be used for various predictions, and the output

can be used as a model fit indicator on a given system.

Probabilistic graphical models have been used in a range of different applications,

both predictive and theoretical ones. The chapters 2 and 3 of the current work describe

a PGM to question the frequency of experiencing dissonance, stemming from conflicting

beliefs, and the subsequent disengagement of some of these beliefs as a means to resolve

dissonance, within different political ideologies. We believe that using a probabilistic

graphical model to answer theoretical questions such as the above, where the variables
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have intrinsic randomness and are difficult to define accurately, is more fitting than using

a more traditional method, such as an agent-based model. Then, in chapter 4 we collect

empirical data from Edinburgh, UK, and Napoli, Italy, to validate the conflict model and

test its predictions.

1.1.6 From cognitive dissonance to polarisation

We use the results from the conflict model to explore how political agents choose to

associate with others in order to minimise conflict. We argue that, on the one hand,

people’s confirmation bias (i.e., the tendency to look for information that confirms existing

beliefs), and on the other hand, people’s conflict avoidance tendency, drives individuals

to form sub-groups usually consisting of like-minded others. Political polarisation is one

of the outcomes of this process, which in turn leads to echo chamber formation.

1.1.7 Political polarisation and echo chambers

Polarisation is a wide concept that refers to the presence of distinct groups differing on

one or more attributes. Political polarisation, in particular, refers to distinction based on

political ideology. Within each polarised cluster, it is frequent to differentiate between

mass polarisation, which takes place among the electorates, and elite polarisation which

takes place among the elected. Here, I focus on mass polarisation. This is usually

driven by narrow circles of like-minded peers, at the expense of a comprehensive multi

perspective and evidence based understanding of public affairs; a phenomenon called echo

chambers.

Literature on echo chambers derives from the theory of selective exposure, which poses

that information consumers willingly select to be exposed to content which is congruent

with their beliefs whilst avoiding uncongenial views (Sears & Freedman, 1967). Before the

internet era –in which the accessible news sources were negligible– selective exposure in

the pursuit of information did not generally emerge in circumstances of mass persuasion;

however, post-internet people are able to reach (a huge amount of) information easier

and modify what they want, thus they are more likely to select the content they will
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be exposed to (Tewksbury, 2005; Cass, 2007; Garrett, 2009). Online social networks

have exacerbated this via their compound capability to enable users-news interaction in

novel ways and to make use of complicated user-tracking algorithms to feed users with

ideologically congenial content and drive ongoing engagement (Beam & Kosicki, 2014;

Spohr, 2017).

Echo chambers are not purely an artefact of online social media. It has intensified

this phenomenon between groups, but people have the motive to avoid opinion challenges

(Mutz and Martin, 2001; Sunstein, 2001b; although see also Garrett, 2009 for an opposing

suggestion) and endorse information supporting their own beliefs independent of social

media popularity. To conclude, although online social networks might foster a fertile

ground for the emergence of echo chambers, the actual causes have more to do with

certain psychological factors.

One of the most widely used tools for investigating echo chambers formations has been

agent-based modelling. More generally, agent-based modelling has been used to explore

how simple rules on the micro level are able to generate emergent patterns on the macro

level.

1.1.8 Agent-based modelling

There is a growing interest between social scientists in using system modelling tools to

investigate how parts of a intricate phenomenon interact, persist or change, and ultimately

understand the internal drivers of such systems. One such tool is agent-based modelling

(ABM; e.g., Barrett et al., 2005; Yang et al., 2011). Agents (i.e., units) are granted

characteristics and initial behaviour rules that direct their (inter) actions. Stochasticity

can be added when defining agents’ characteristics, when deciding which agents interact

with one another, and how they gather information and take choices. The model is

iterated to simulate temporal dynamics which allows for a distribution of feasible results

for the given system. The micro entities called agents, are whatever changes their behavior

responding to input from other entities (e.g., agents and/or environment; Auchincloss &

Garcia, 2015). There are at least three benefits of using the agent-based technique over
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more conventional modelling approaches, like top-down methods of non-linear dynamics

where associated state variables are aggregated (e.g., through a differential equation).

The agent-based technique: 1) picks up emergent phenomena, 2) offers a natural-like

environment for the investigation of specific mechanisms, and 3) is flexible, especially

regarding the production of geo-spatial frameworks.

ABM is capable of accommodating high diversity in agent traits and interactions

between units and environment, along with features such as dynamics, feedbacks, and ad-

aptations, which are unfeasible to capture with conventional statistical model approaches

(Macy & Willer, 2002; Auchincloss & Garcia, 2015). Units can be described at various

levels, including agent or group level (e.g., political groups, organisations, etc.). Scientific

investigations that entail substantial diversity within and across units and various geo-

spatial and relational components are well suited to ABM (Grimm & Railsback, 2005). In

social science literature, simulations are used to investigate dynamic phenomena having

various populations and surroundings like legal and health services, town bodies, indi-

vidual citizens, families and more. Some ABMs involve thorough data and strive for

realism (Barrett et al., 2005) while others are quite abstract (Yang et al., 2011; Axelrod,

1997).

To implement interactions between units one can use geo-spatial networks, or a mix-

ture of structures (as stressed in Alam & Geller, 2012). This would be much more

complicated to describe by mathematics (see also Axtell, 2000). Importantly, ABMs can

adjust units’ behaviour on the basis of interactions at a given length and direction. Fur-

thermore, ABMs offer a powerful and flexible framework for adjusting the intricacy of

units (i.e., their behaviours, level of reasoning, aptitude to learn, capability to evolve,

and ways of interacting with their surroundings). One more aspect of flexibility is the

capability to adapt degrees of description and aggregation. It is convenient to work with

aggregate units, sub-groups of units, or single units, with differing degrees of description

concurring within a system. Therefore, ABMs are particularly useful when the right

degree of description or complexity is not known and finding a fitting degree demands

exploration.
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One crucial limitation of ABM is the computational limit introduced by their com-

plexity. By definition, ABMs regard systems at a dis-aggregated degree. This granularity

involves the explanations of potentially several unit qualities and behaviours, and their

interaction with the surroundings. An easy method to tackle this kind of problem in agent

computing is via repeated iterations, methodically altering initial settings or paramet-

ers to evaluate the strength of the outcomes (Axtell, 2000). However, there is an upper

boundary to the length of the parameter space that can be tested, and this procedure may

be computationally expensive, and therefore, time-consuming. The large computational

demands of ABMs remain a restriction when modelling massive systems (see Parry &

Bithell, 2012), although this limitation shrinks as time goes by since computing power is

increasing rapidly.

Although significant effort has been devoted to studying social networks and echo

chamber formation, rigorous theoretical questions concerning morality, political orienta-

tion and group formation (i.e., echo chambers) is still lacking. In chapter 5 we use an

ABM to investigate group formation between political agents who experience conflicting

beliefs with one another. The inherit heterogeneity among our agents, and the interac-

tion between agents –but also between agents and environment– render ABM a suitable

computational approach for our study. Furthermore, to derive the initial parameters fed

in the ABM we use the predictions of the conflict model presented in chapters 2 and 3.

1.1.9 From echo chambers to belief updating

The research of the emergent network qualities, like the distribution and density of the

sub-groups, and its evolution through time, would be interesting in light of the effect

of such time-varying topology on spreading dynamics. In addition, the emergence of

sub-group structures where similar agents are relatively isolated from the rest of the sub-

group is interesting also with respects to the recently explored emergence of online echo

chambers, where misinformation spreads and persists (Garrett, 2009; Bessi et al., 2015;

Del Vicario et al., 2016; Fränken & Pilditch, 2020). An interesting idea, which relates to

the spread of misinformation in and out of echo chambers, is to explore how people update
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their beliefs when someone from their sub-group shares with them an opinion different

from/congruent to theirs. We differentiate between a moral belief updating process, which

we argue can rarely be broken down rationally, and non-moral belief updating which is

usually rational. We use a Bayesian normative framework to simulate how a rational

agent should update her beliefs.

1.1.10 Bayesian modelling

Even though the statistical instruments most widely employed by scientists in the discip-

line of psychology over the last century are frequentist, Bayesian methods are increasingly

getting popular (e.g., Mandel, 2014; Etz & Vandekerckhove, 2018). We briefly discussed

Bayesian modelling in the context of PGMs, but Bayes’s theorem has a significant place

in the discipline of sociocognitive science in numerous ways. In brief, Bayes’s theorem is

presently deployed within cognitive sciences with three primary ways (M. D. Lee, 2011).

First, it is employed as a theoretical framework describing how the brain reaches in-

ferences regarding the world. This approach rigorously acts as a theoretical account of

human reasoning and behaviour. It might seem counter-intuitive, but in this approach,

the data –sometimes– are still analysed using conventional, frequentist ways (e.g., Juslin

et al., 2011; Kinoshita & Norris, 2012; Gopnik et al., 2015).

A second exercise of Bayesian approaches in cognitive sciences is via hierarchical mod-

elling. This approach attempts to link models of psychological mechanisms to empirical

data. Hierarchical modelling enables the scientist to develop a granular, firm model of

the mechanisms that are supposed to be elements of human cognition, and to compare

predictions of behaviour between model and real human conduct. If the framework is

able to efficiently forecast the real data, we know something about the likely processes

that generate the seen behaviour. The usage of these hierarchical Bayesian models is

expanding since 2006, faithfully pursuing the trend of Bayes as a theoretical framework

for cognition (Van De Schoot et al., 2017). Some recent examples of this line of work are

M. D. Lee (2011) and Ferreira et al. (2012), and Scheibehenne and Studer (2014).

Finally, another usage of Bayesian approaches in sociocognitive discipline is the de-
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ployment of Bayesian statistics on empirical data. For instance, Andrews et al. (2009) de-

ployed a Bayesian ANOVA to analyse several computational models –on the basis of cog-

nitive theory– regarding how people understand semantic representations. Furthermore,

this approach has been used to compare experimental conditions on word-generalisations

using t tests (Voorspoels et al., 2015), to test contrast effects in category learning using

hierarchical Bayesian models and Bayes factors (Voorspoels et al., 2012), and to com-

pare models of learning and adaptation using Bayes factor (Steyvers et al., 2009), just

to mention a few examples. It is apparent that Bayes’s theorem has a significant role

in cognitive sciences, and its primary applications are gradually altering from theoretical

frameworks to a practical way for estimating models.

In the current dissertation, we fall mostly under the first and second categories. That

is, in chapter 6 we use a Bayesian model as a theoretical framework which aids on drawing

predictions with regards to how people should optimally update their beliefs in light of

new evidence. Then we collect empirical data and compare model predictions to observed

data.

1.1.11 Dissertation layout

To reiterate, in the current dissertation we mostly use computational techniques as a

tool to explore sociocognitive phenomena relevant to political ideologies. Specifically, in

chapter 2 we define a probabilistic graphical model to investigate the frequency different

political ideologies experience conflicting beliefs, and thus disengage from some of these

beliefs as a means to resolve the conflict. Then, in chapter 3 we revise the conflict model

and update two of its aspects: 1) we add interaction between agent’s moral foundations,

and, 2) add the concept of agreement between event’s moral foundations (see chapter 3).

We then go on to validate the model and test its predictions by collecting empirical data

collected independently in Edinburgh and Napoli. In particular, in chapter 4, we test

whether the predictions presented by the conflict model hold true also in empirical data.

In chapter 5, we use the validated predictions of the conflict model, and feed them to an

agent-based model that investigates echo chambers and political polarisation in different
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political ideologies. The agents follow only two rules: 1) they are attracted towards groups

consisting of like-minded others, while, 2) they are repulsed from groups where they have

a high chance to conflict with the rest members. Last, in chapter 6, we explore how

individuals revise their moral beliefs in light of new evidence. We use a Bayesian model

to draw normative predictions of a rational agent, and then we deploy two experiments

to test the model predictions.

In order to make to make the content of each chapter almost independent (although

not all of them can be independent since the results of some chapters directly influence

the decisions taken/parameter used in some other chapters) we specify hypotheses and

research question within each chapter. For the same end, each chapter has each own

appendix section. https://www.overleaf.com/project/5ee7472f4bb4ed0001370f43
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Chapter 2

Modelling the frequency of moral

disengagement on the political

continuum

2.1 Introduction

Conflicting political views and polarised beliefs are ubiquitous in both professional con-

texts and everyday life. For example, the recent death of George Floyd has induced

heated political discourse on social media (ICantBreathe, 2020). Similarly, a potential

decrease of global pollution observed during the COVID-19 pandemic has served as a

battleground for conflicting political beliefs and hate speech (IFLScience, 2020). Other

recent contexts in which conflicting political views clashed include discourse on holiday

destinations (Traveller, 2020) or even preference debates over cats vs. dogs (LADbible,

2019).

A potential reason for the disputes arising from conflicting political beliefs is that

political beliefs are ingrained in morality (Miles & Vaisey, 2015), and morality is by its

very nature contradictory (e.g., de Burgh, 1930; Brand-Ballard, 2003). That is, morality

can be a body of standards or principles derived from a code of conduct from a particular

philosophy, religion, or culture, and between some moral propositions there might exist
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logical incongruity. This occurs when the propositions, taken together, yield two con-

clusions which form the logical, usually opposite, inversions of each other, which in turn

could trigger a conflict between (and/or within) individuals. To illustrate the contradict-

ory nature of morality, consider an individual who opposes abortion as they consider it

as murder, while at the same time, they support the death penalty—a pattern which is

mostly found in people belonging to the right wing of the political spectrum.

Alternatively, consider an individual who is doing their part to keep the environment

clean with the overarching goal of making the world a better place for their children, yet

they prefer using their car to work instead of catching the bus, –a moral contradiction

that might be more frequent in leftist folks.

In the above examples, conflicting moral values result in a specific theoretical chain of

reactions: when an individual has conflicting ideas or behaviours s/he tends to experience

a feeling of mental discomfort called dissonance (Festinger, 1957, 1962; Brehm & Cohen,

1962) leading to an alteration in one of the attitudes, beliefs or behaviours to reduce

the discomfort and restore balance (Bandura et al., 1996; Bandura, 1999, 2002). Since

liberals and conservatives uphold different moral values (Graham et al., 2009; Haidt &

Graham, 2007), it is reasonable to question whether the probability of moral conflict, is

also different between different political orientations. To theoretically tackle this ques-

tion, we build a Probabilistic Graphical Model (PGM) drawing on the results of the

Moral Foundations Theory (MFT; Haidt & Joseph, 2004, 2007; Haidt, 2012), the the-

ory of cognitive dissonance (Festinger, 1962, 1957), and the moral disengagement theory

(Bandura, 1999).

2.1.1 Moral foundations theory and political orientation

Moral foundations theory (MFT; Haidt, 2001; Haidt & Joseph, 2004, 2007; Haidt, 2012)

provides a well-defined framework of the roots and impact of moral intuitions. MFT

adopts an evolutionary approach and describes morality functionally. That is, it regards

the objective of morality is to ”suppress or regulate selfishness and make social life pos-

sible” and that this moral mechanisms consist of ”interlocking sets of values, practices,
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institutions and evolved mechanisms” (Haidt & Bjorklund, 2008, p. 70). According

to MFT, humans posses some psychological mechanisms developed/evolved to produce

acute, intuitive judgements. We feel those as gleams of affect that steer us towards moral

(dis)approval (Haidt & Joseph, 2004). There are five mechanisms, or modules which have

been identified

and thoroughly researched: 1 1) Care/harm, 2) Fairness/cheating, 3) Loyalty/betrayal,

4) Authority/subversion, 5) Disgust/purity (see section 1.1.4 for a detailed summary of

these foundations).

The former two foundations (care/harm and fairness/cheating) are jointly labelled

individualising as they evolve around judgements relative to individuals. The other three

foundations are labelled binding because they evolve around support and security of the

team/group (Graham et al., 2011). Although all five are claimed to be universal to

people, there is substantial variation –both on the individual and the group level– in how

these foundations are cultivated and expressed. These modules are primarily regarded

as evolved and innate traits (i.e., ”organised in advance of experience”; Haidt & Joseph,

2011), but they can greatly altered by social interactions. Important role in reinforcing or

retarding the growth of certain modules in a given person play the institutions and shared

social values found in various cultures (Haidt, 2012; Haidt & Joseph, 2004). For instance,

people who are raised in a society characterised by respect to tradition and expectations

that group requirements precede individual needs are more probable to grow a greater

faith on the binding modules when they make moral judgements. On the contrary, persons

who grew up in an environment that promotes individual independence more than group

needs is more probable to reinforce a greater support for individualising modules.

A significant component of MFT in developing these foundations is the culture and

the surroundings of the given individual. Having said that, MFT also regards foundations

as stable, dispositional, and genetically affected (Haidt, 2012). Specifically, MFT poses:

”human beings have the five foundations as part of their evolved first draft, but ... there

1Although there is also evidence for a sixth foundation, Liberty/Oppression (Iyer et al., 2012), in
the current dissertation we do not take it into account since the relevant research is scarce relatively to
the main five foundations.
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is heritable variation” (Graham et al., 2009, p. 1031).

Finding the drivers of political attitudes is an old task for sociologists, who pose that

people usually adopt extreme political beliefs on the grounds of scarce information. Polit-

ical preferences regularly appear to be more rationalised than rational –a phenomenon

also observed with moral decisions. There is substantial controversy about the adjacent

and distant causes of political ideology, but people mostly consent on that articulating a

political view consists of forming a judgement of good versus bad, and judgements like

this are frequently underlined by a moral character (Emler et al., 1983; Lakoff, 2002).

Moral foundations theory tries to explain why individuals have different ideologies,

and why they adopt different political labels. Briefly, MFT proposes that person-level

variation in political ideologies comes from systematic variation in how much people

uphold each of the foundations. Liberals tend to uphold in a greater extent the indi-

vidualising (i.e., care/harm and fairness/cheating) than the binding foundations (i.e.,

loyalty/betrayal, authority/subversion, and disgust/purity). Conservatives, on the other

hand, value all five foundations more equally, although there is evidence to suggest that

conservatives actually express the opposite pattern (i.e., value more the binding founda-

tions; (Graham et al., 2009; Graham et al., 2011).

The relationships among moral foundations and political ideologies encourage treating

MFT as a way to explain the drivers of ideology and political preferences, as well as they

provide a sensible explanation of why these drivers can be genetically affected. However,

there are three assumptions that have to be met in order to regard this theoretical ex-

planation as valid. First, moral foundations have to be relatively persistent over time and

dispositional. There is an overall consensus among evidence that political preferences are

consistent over time and ideology is, partly, a dispositional characteristic (Ansolabehere

et al., 2008; Krosnick and Alwin, 1989, but see also Converse, 1964). People can and

do alter their views on specific subjects, or even change their political perspective all

together, but largely, conservatives stay conservatives, and liberals liberals.

Second, alterations of foundations must systematically forecast alterations in political

preferences. In fact, numerous researches directly make use of some variant of the state-
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ment ”moral foundations cause/explain/predict/shape political attitudes” (e.g., Haidt,

2012; Inbar et al., 2012, 2009; Kertzer et al., 2014; Koleva & Haidt, 2012). Other studies

are not so certain about the causal order; Graham et al. (2009, p. 1042), for instance, pose

the question, ”Do people first identify with the political left or right and then take on

the necessary moral concerns, or do the moral concerns come first, or is there reciprocal

influence or even an unidentified third variable the root of both?”. This vagueness is

echoed in studies that alternates moral foundations and political ideologies as predictor

and outcome variables. Nonetheless, it is crucial to notice that in the current project we

too stay agnostic about whether moral foundations are causes of political attitudes or

the opposite.

The last assumption requires that these psychological modules (i.e., moral founda-

tions) can be inherited. If moral foundations are evolved characteristics with a ”heritable

foundation”, they have to, by definition be heritable (Graham et al., 2009; Haidt, 2012;

Haidt et al., 2009). While it may not be possible to name individual genes connec-

ted to moral foundations, there is an obvious expectation that people grew up in alike

environments with alike genetic structure must share alike moral values.

Alternative accounts

Moral foundations theory has generated substantial research and discussion on the mor-

ality and political domains, but it has also received tangible criticism along the way.

Two crucial points that have attracted heat by the Theory of Dyadic Morality (TDM) is

1) MFT’s conclusion that liberals and conservatives have fundamentally different moral

minds, 2) and MFT’s broad definition of harm. TDM poses that liberals and conservat-

ives essentially have the same moral mind. In other words, instead of proposing distinct

and differentially activated mechanisms, TDM argues that moral judgement involves a

common template grounded in perceived harm (the moral dyad; Gray, Waytz et al.,

2012).

TDM emphasises the subjective nature of harm supporting that harm, like morality,

is in the eye of the beholder. Indeed, a number of studies document the perception of
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harm in ”harmless” cases of religious blasphemy, anti-patriotism, and aberrant sexuality

(DeScioli et al., 2012; Kahan, 2007; Gray et al., 2014).

For example, let us consider a scenario outlined by anthropologist Fassin (2012): Oriya

Hindu Brahmans believe it is exceptionally unethical for the older child to eat chicken

just after their father’s death. Westerner societies cannot see the wrong –or harmful– in

this action, and they consider it as just a matter of religious protocol. Hindus, on the

other hand, consider it the older child’s duty to process the father’s “death pollution”

via a vegetarian diet. When the child eats chicken, they “place the father’s spiritual

transmigration in deep jeopardy” (Fassin, 2012, p.96). By understanding the perceived

harm in these actions, even Western liberals can understand its perceived immorality.

MFT considers such perceived harm as mistaken, but dyadic morality sees these per-

ceptions as legitimate. In the language of social anthropology, dyadic morality advocates

for not only moral pluralism (accepting the legitimacy of different perceptions of moral-

ity) but also harm pluralism (accepting the legitimacy of different perceptions of harm).

Harm pluralism suggests that different moral content such as purity and loyalty are (less

prototypical) varieties of perceived harm. In contrast, MFT endorses harm monism,

rejecting the legitimacy of harm in anything but direct physical or emotional suffering

(Schein & Gray, 2015).

Taken together, we saw that moral foundations theory is not restricted to forecasting

a relationship among moral foundations and political preferences. The causative means

required for this relationship assumes that 1) moral foundations are consistent over time

and dispositional (at least to the point that the credits on moral foundations at a given

time point are predictive of the same credits at time point +1), 2) any significant altera-

tion in moral foundations credits will have as a result alterations in political preferences,

and that 3) moral foundations can be inherited. We also saw that MFT’s definition of

harm has been described as unnecessarily broad and that alternative accounts, such as

TDM, are not so convinced that differences between liberals and conservatives can be

explained by or attributed to deep differences in moral cognition.
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2.1.2 Cognitive dissonance theory

The cognitive dissonance theory (Festinger, 1957; Festinger & Carlsmith, 1959; Festinger,

1962) posits that when a person upholds a number of elements of knowledge (i.e., be-

liefs/attitudes/behaviours; from now on cognition) which are pertinent but conflicting to

each other, the person reaches a state of inconvenience; this obnoxious state was called

”dissonance”. The level of dissonance in connection to a cognition is d/(d + c), where

d is the sum of cognitions which are conflicting with a specific cognition, and c is the

sum of cognitions agreeing with that same specific cognition (see Sakai, 1999; Shultz

et al., 1999, for more well-defined mathematical models). Based on this theory, an indi-

vidual is pushed by this discomforting state of being to decrease the dissonance they feel

by reducing the inconsistency among the conflicting cognitions. A frequently evaluated

mechanism for dissonance reduction is belief/behaviour alteration. For example, an in-

dividual who might argue for the freedom of individual expression in the arts but at the

same time wants hateful speech to be regulated, might experience dissonance stemming

from the contradiction between these two beliefs. One way to resolve this dissonance

would be to disengage from, or let go, one of these beliefs. Extending cognitive disson-

ance theory, moral disengagement offers a number of mechanisms people use to disengage

from their beliefs.

The theory of moral disengagement (MD) explains why individuals are capable of

engaging in ruthless behaviour with no evident discomfort (Bandura, 1990a, 1990b, 1999,

2002). People who have higher scores in the MD scale are accustomed to the exercise

of various cognitive strategies that prevents the self-regulation –that sociocognitive the-

ory proposes control moral behaviour– by downplaying the ethical content of import of

individuals’ ruthless conduct.

MD theory proposes that disengagement acts over eight distinct cognitive systems

which can be grouped in three functionally similar clusters. The first cluster consists

of three of these systems (moral justifications, euphemistic labelling, and advantageous

comparisons), and helps with the cognitive reframing of harmful behaviours to seem

less ruthless –sometimes to the point that the even appear advantageous– to the person
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engaged with them. The second cluster deals with minimising the role of the person

in the damage brought by their behaviour, and consist of two of these mechanisms: 1)

displacement and 2) diffusion of responsibility. The difference between the two is that

displacement refers to when an individual attributes the responsibility for their conduct

to other individuals who usually directed –or they might have purposely overlooked–

their behaviour (see also Kelman & Hamilton, 1989). On the other hand, diffusion

refers to when an individual distributes the responsibility among the members of a team

instead of any specific person. The rest three mechanisms (distortion of consequences,

dehumanisation and attribution of blame) compose the last cluster which is responsible

for minimising the consequences of one’s behaviours or the assessment of discomfort

these behaviours induce to other people. Contrary to the first cluster, this is not meant

to restructure the action in a good way; instead, it acts by minimising the real impact

the action have on other individuals.

All in all, these eight cognitive systems reframe the way people make –and experience–

choices. Therefore, MD is a specific inclination to invoke cognitions that enable people

to reframe their behaviours to seem less restless, minimise their role in the consequences

of their behaviours, or mitigate the discomfort they induce to other individuals, thus

disengaging the self-sanctions that sociocognitive theory proposes direct moral behaviour.

Although the empirical work on moral disengagement was initiated mostly for fore-

casting aggressive and antisocial behaviour of young kids and adults (e.g., Bandura et al.,

1996; Bandura et al., 1991), a substantial effort has been directed towards moral disen-

gagement and organisational corruption (e.g., C. Moore, 2008; C. Moore et al., 2012;

Zhao et al., 2019).

Corruption is defined as immoral behaviour carried out to aid organisational profits,

that might or might not be beneficial to the actors (Clinard & Quinney, 1973; Schrager

& Short Jr, 1978; Szwajkowski, 1985). In the long run, immoral choices are sparsely

within an organisation’s greater good –they can be expensive and even endanger an

organisation’s continuation. But how could MD facilitate organisational corruption? To

answer this question we first need to discuss how MD works.
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As discussed in the previous paragraphs, MD aids people in escaping the self-sanction

that follows acting unethically. People who score higher on MD are more probable to

take deviant actions that are contra to other people interests (Detert et al., 2008; C.

Moore et al., 2012), and conveniently use MD mechanisms to reframe or rationalize their

immoral acts. This is backed from research which has specifically stated that MD has

a significant part in the procedure of organizational corruption (C. Moore, 2008). MD

mechanisms operate either over the redefining of the ruthless action to seem innocent or

over defencing the diversions by referring to norms; for example ”everyone else is doing

the same”. It is therefore apparent that MD facilitates corruption.

Taken together, these theories lead to quite a few testable hypotheses, one of which

is with respects to the differences in MD frequency between different political ideologies.

In particular, we saw that moral foundations theory (Haidt & Joseph, 2007; Haidt, 2012)

bridges morality to politics by suggesting that different ideologies have different moral

profiles, with liberals endorsing the individualising foundations more, while conservative

uphold all foundations almost equally (Graham et al., 2009). Assuming that conservatives

denser moral systems leads to having more moral beliefs (Turner-Zwinkels et al., 2020),

it is likely that they also find themselves –more frequently than liberals– in situations

where some of these beliefs contradict with each other. We also saw that the cognitive

dissonance theory (Festinger & Carlsmith, 1959; Festinger, 1962) posits that people hav-

ing contradictory cognitions (i.e., beliefs/behaviours) experience an unpleasant state of

being called dissonance and have the need to get out of there by disengaging from one or

more of their beliefs. Following this line, if conservatives do have more moral beliefs, they

should morally disengage from them more frequently than liberals. We computationally

test this hypothesis using a probabilistic framework.

2.1.3 Theoretical framework and relevant studies

The framework of probabilistic graphical models (PGMs) sets out an instrument for ex-

ploiting structure in complex distributions to depict them compactly, and in a way that

enables them to be build and utilised efficiently (Koller & Friedman, 2009). To do so, a
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PGM uses a graph-based representation over a potentially high-dimensional space, which

eases representation by defining a skeleton for that space. Instead of encoding the prob-

ability of any feasible assignment to all of the variables in our domain, we can split the

distribution into thinner factors, each over a much smaller scope of possibilities. That

way allows us to specify the entire joint distribution as a product of these factors.2 In the

current study the most states of our theoretical model are quite abstract and thus include

inherit uncertainty. In particular, we do not seek to examine the intrinsic mechanisms

of internal conflict (i.e., how does conflict come about), rather we are interested in how

frequently people experience conflict and resolve it, and we try explaining the frequency

variance on the basis of an agent’s morality. In other words, we are modelling the initiat-

ing causes, and a possible resolution strategy, of conflict, but not the psychological state

of conflict.

Previous work has addressed modelling belief systems as networks –both political

(e.g., Brandt et al., 2019) and moral (e.g., Turner-Zwinkels et al., 2020) networks– and

there have been numerous detailed efforts to model the psychological state of cognitive

dissonance/conflict itself (e.g., Shultz & Lepper, 1996; Van Overwalle & Jordens, 2002;

Read & Monroe, 2007), but to our knowledge, there is no work directly linking moral

belief systems to dissonance resolution.

Belief systems as networks

A recent work (Brandt et al., 2019) used social network analysis (SNA) to explore if

operating (i.e., attitudes on matters) or symbolical (i.e., emotive links to political parties

and labels) elements are more essential in the larger system of the whole belief structure.

Specifically, they modelled the interrelations of positions and beliefs regarding politics as

a network of cooperating units (see also Boutyline & Vaisey, 2017, for a seminal imple-

mentation of this method). They treated every unit as a way to evaluate an operating or

symbolic element of the belief structure which contained all the related units and their

links with each other. Their results replicated research of many years (e.g., A. B. Cohen,

2A more detailed and technical overview of PGMs can be found in appendix A.2, but for now this
brief introduction should be enough to allow comparisons to other studies.
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2003; Bartels, 2000; Fiorina, 2002): symbolical elements were more important than oper-

ating elements to the general structure and were nearer to several forms of political belief

systems. In other words, people’s symbolical links to political groups and labels are a

more central component than the real political attitudes. This replicates work in which

less thorough methods were used for investigating the rich organisation of political beliefs

systems (Converse, 1964; Kinder & Kalmoe, 2017; Malka & Lelkes, 2010). These results

can also be linked to probabilistic accounts of belief polarisation, where two individuals

with incongruent prior beliefs both reinforced their beliefs after coming across identical

evidence (Jern et al., 2009; Jern et al., 2014; Cook & Lewandowsky, 2016)

Although SNA has a rich history it tends to break with huge databases. Because of

the vastness of (online) social networks and intricate dependencies in such data, bogus

finding rates are not adequately controlled, which renders the recognition of noteworthy

signs and relations hard (Efron et al., 2007). However, the conjunction of SNA and PGMs

has shown some promise in addressing such problems (Farasat et al., 2015).

Extending Brandt et al.’s (2019) work, a recent study (Turner-Zwinkels et al., 2020)

used a probabilistic approach in conjunction with SNA to chart a subdivision of moral

ideologies anticipated by MFT. In this study, ideologies are regarded as networks, with

moral beliefs portrayed as units lined by straight relationships. This approach moves

past latent variable ones (e.g., factor analysis) that regard moral beliefs as exchangeable

pointers of a hidden factor, towards a non-static portrayal of moral beliefs, where nodes

in the system are able to directly affect one another. This provides insights in the or-

ganisation of moral structures, by depicting how particular moral values are correlated.

Exploiting three data-sets (2 from the U.S., 1 from New Zealand), network techniques

were applied to validate MFT’s findings. It was found that liberal’s moral structure has a

larger divergence between individualising and binding foundations, while this divergence

was insignificant for conservative’s moral structure. Although this study supports MFT’s

proposition that individualising and binding foundations are dissimilarly upheld by liber-

als and conservatives, there is at least one limitation regarding how should one interpret

these results. The network models used in the study model (one-sided) relations, display-
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ing bi-directional correlations among items, but cannot be use to deduce causation. For

that, it does not speak to whether upholding particular MF items will be most probable

to encourage a person to perceive themselves as liberal or conservative. Rather, their

findings offer an explanation of group differences.

Models of cognitive dissonance

There is a substantially larger amount of computational work on cognitive dissonance.

The majority of these models describe attitude change as a cognitive consistency-seeking

issue, and initial such efforts used a connectionist approach, relying on either constraint

satisfaction or attributional theory. At their time, these efforts were among the first

examples of a new field called computational social psychology. There are three main

theoretical models in this area which have shown enormous potential for formal model-

ling of social cognition: the Consonance Model (Shultz & Lepper, 1996), the Adaptive

Connectionist Model for Cognitive Dissonance (Van Overwalle & Jordens, 2002), and

the Recurrent Neural Network Model for long-term attitude change following cognitive

dissonance decrease (Read & Monroe, 2007).

Consonance model of cognitive dissonance

The consonance model (Shultz & Lepper, 1992, 1996, 1998) represents particular cognit-

ive structures (e.g., belief systems) that are presumed to contain incongruities between

attitudes and behaviours, regarding a specific attitudinal item (e.g., either an attitude

or behaviour). These structural incongruities trigger an unpleasant state (i.e., cognitive

dissonance) that is handled based on a constraint satisfaction algorithm.

The units in the network reflect a person’s cognitions (behaviours, attitudes, actions,

affects, beliefs). Positive correlations among cognitions are depicted by an excitatory

(i.e., positive) connection, while negative associations by an inhibitory (i.e., negative)

link. The network undergoes numerous iterations of activation adjustments. In each

iteration, the value of every node is adjusted in parallel, with the value of each node being

informed based on the activation of the nodes to which it is linked either by an excitatory
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or an inhibitory link. In such a cognitive architecture, the problem of decreasing the

dissonance is tackled as a congruency-seeking mission: iterations do not stop before the

whole system has reached an equilibrium: the activation levels of each node is stable,

that is, alterations in the activations between iterations are negligible. This settled state

is called consonance. Formally3, the consonance added by a given node i is as follows:

consonancei =
∑
j

wijaiaj (2.1)

where wij is the weight between nodes i and j, ai is the value of the recipient node i,

and aj is the value of the sender j. The total consonance in the system is the tally of the

values provided by the equation 2.1 across all recipient nodes in the system:

consonancen =
∑
i

∑
j

wijaiaj (2.2)

.

This model adopts a localist approach: each notion corresponds to a node. The

cognitive system consists of cognitions –where each cognition is represented as a node

(unit)– and connections among the cognitions –where each connection is depicted as a

path among the units–. The units can be either active or inactive; if inactive, their value

is 0, otherwise, if active, its value can vary continuously up to 1. Activation is affected by

connection weights: stronger weights have a greater influence on each unit’s activation

value.

Each belief (unit) is also characterised by its immunity to change: this parameter

allows updating beliefs with a modifying activation value. The resistance value is a

multiplier from 0 to 1, which gets multiplied by the activation value. The greater the

magnitude of the immunity parameter, the weaker the immunity to change. Since units

can get diverse activations through their weights, their immunity to change is a significant

parameter of the whole consonance of the system.

A particular characteristic of this model is that the beliefs are represented as nodes

having two smaller units with opposing activations. That is, one smaller unit might

have a positive value and represents one pole of the cognition, while the other might

3For a thorough technical description Shultz and Lepper (see 1996).
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have a negative value and represents the other pole. This kind of representations is

described as a dimension. Dimensions go on a range from positive values to negative

values. Conveniently, this indicates whether any two beliefs (nodes) are dissonant with

each other: if they resulting weight of their link is negative they are dissonant, otherwise

they are consonant.

This also implies that the consonance or dissonance of the units depends on the sign

of the connections between any two nodes: two nodes (beliefs) are consonant if the weight

of their connection is positive.

The model has successfully simulated behaviour in several paradigms of insufficient

justification where individuals are more probable behave in a way which conflicts their

beliefs when they are presented with a shorter as opposed to a greater reward (e.g., Shultz

& Lepper, 1992, 1996, 1998; Shultz et al., 1999). However, a critical limitation of the

model is that it only pits two beliefs against each other at a time. The theory of cognitive

dissonance (Festinger, 1957; Festinger & Carlsmith, 1959) states that dissonance can be

triggered by two or more conflicting cognitions, and although the consonance model

sums up the dissonance coming from all pairwise connections of the beliefs, it does not

take into account potential interactions that might exist in one’s belief system. In other

words, although the consonance model can model dissonance as a function of the relative

overall strengths of two competing beliefs, it does not take into account the structure

of the system these beliefs are embedded. Furthermore, the consonance model lacks a

representation of affect, which is one of the upgrades Van Overwalle and Jordens’s (2002)

implemented on their adaptive connectionist model.

Adaptive connectionist model of cognitive dissonance

Contrary to the consonance model (Shultz & Lepper, 1996) which relies upon the notion

of equilibrium, the adaptive connectionist model of cognitive dissonance (AC-CD; Van

Overwalle & Jordens, 2002) relies on the concepts of causality and causal explanation.

In this model, causal explanations are sought in the cognitive system (knowledge, ex-

perience) in order to provide justification for dissonance depletion. Dissonance depletion
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relies upon behavioural alteration which, in turn, is based upon a causal explanation of

the discrepancy between expected and real outcomes (Van Overwalle & Jordens, 2002).

The AC-CD framework has approaches the cognitive dissonance in an attributional

manner which posits that when the conflicting behaviour is ascribed to an individual’s re-

sponsibility, that individual is pressured to alter their attitude. On the contrary, when an

external demand (e.g., compensation or threat by an authority figure) provides adequate

justifications for engaging in the discrepant conduct, the pressure to reduce dissonance is

lower. The model implements a distributed representation of cognitions (i.e., attitudinal

objects: attitude, behaviour, affect) or external factors (threats) represented by multiple

nodes. Cognitive dissonance is the distance between expected and real outcomes4 –in

other words, the difference between the affect and the behaviour. This is a somewhat

different definition of dissonance from that articulated by Cooper and Fazio (1984).

The model is a typical feed-forward network with activation values following a spe-

cific route from input to output. This has intended theoretical implications: by virtue

of being unidirectional, the connections depict causative descriptions of the results, and

the relevant weights reflect magnitude of causative effect or magnitude of behaviour. In

the AC-CD model, dissonance reduction relies on an attitude change mechanism imple-

mented via a learning algorithm intended to minimise the distance between expected

and actual results (actions and affect). Once the causative interpretations of these dif-

ferences are identified, they supply the justifications for behavioural alteration, which

reduce dissonance via minimising the mismatch between expectation and experience.

The representation of dissonant cognition, behaviours, and affect relies on the Affect-

Behaviour-Cognitive system of attitudes (Rosenberg et al., 1960). Attitudes are relation-

ships –stored as memories– between beliefs regarding the attitudinal item and two kinds

of reactions: 1) behaviour toward the attitude item and 2) affective results of the inter-

play with the attitudinal item. The weights related to the links in the network reflect the

magnitude of the attitude; they start from zero and can go either way. The nodes in the

4This is similar to how the activation value gets updated in the Temporal Difference (TD) learning
algorithm, where the difference (error) between the expected (t + 1) and the current (t) reward is
calculated and taken into account when updating.
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network reflect causes and results. The causes incorporate the attitudinal item and the

external factors. The results comprise the behaviour and affect. Results can have various

causes.

When comparing the aforementioned models with comparative analysis –and using

the same dissonance paradigm as in (Van Overwalle & Jordens, 2002)–, the AC-CD has

higher performance which can be ascribed to its learning features (Van Overwalle &

Jordens, 2002). However, this model comes with its own limitations. The Delta-learning

algorithm used in the AC-CD primarily adapts the weights in a way that is capturing

instructor’s own estimates alterations regarding the attitude item, that is, the instructor

guides the system how the estimate is altered. The solution to this issue comes to give the

recurrent neural network framework for long term behavioural change (Read & Monroe,

2007). This model captures the estimate alterations using a back-propagation learning

algorithm able to learn estimates and alterations in estimates, and thus, give insights for

long term attitude alteration.

The recurrent neural network for long-term attitude change

The recurrent neural network (RNN) for attitude change resulting from dissonance re-

duction was first described by Read and Monroe (2007). The RNN model leverages a

combination of Gestalt constraint satisfaction, similar to the consonance model, coupled

with a back-propagation learning algorithm that drives long-term attitude change. Thus,

it is a type of hybrid between the consonance and AC-CD model approaches.

Here, a node can represents a belief, an attitude, a behavioural outcome/alternative,

an evaluative task, an object, and an instrumental/contextual factor (i.e., compensation

in Festinger and Carlsmith’s (1959) paradigm of counter-attitudinal advocacy). The cog-

nitive structure is rather flexible, allowing for adjustments of beliefs/attitudes via back-

propagated learning, as the behavioural outcomes may or may not be those expected.

The network is initialised with evaluations of objects and later on adjusts those evalu-

ations based on new evidence which follows the assessments of behavioural alternatives.

This assessment adopts a constraint-satisfaction approach.
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The constraint satisfaction paradigm strives to achieve consistency among differing

assessments of the same item. The differences in the assessments follow from the com-

parison between expectations and real results of various behavioural alternatives. After

a number of iterations, the system can distinguish old from new evaluations –after the

learning process has been established making the model capable of distinguishing be-

haviours counter to its previous experience–, and to modify the dissimilarities between

evaluations as a task to reduce dissonance.

The connections (i.e., weights) between the nodes of the network take values in the

range of -1 to 1 allowing for a way of reciprocal restraint among evaluative units. This

technique was also used in the consonance model (Shultz & Lepper, 1996) where it simply

denoted a bi-polar kind of assessment. In the RNN model, however, this mechanism

reflects the possibility of separate assessments (positive/negative) of the attitude item,

enabling the network to distinguish between behavioural alternatives.

While the Delta-learning algorithm in the AC-CD mostly adapts the weights in or-

der to pick-up instructor’s own estimate alterations regarding the attitude item, the

Contrastive Hebbian Learning (CHL) back-propagation algorithm deployed in the RNN

model can pick-up the estimate alterations on its own, which is a major improvement.

In other words, in the AC-CD model, the researcher tells the system how the estim-

ate changed, while in the RNN, the system can detect evaluation alterations, triggering

attitude alteration by adapting the cognitive structure itself (a reflective and flexible fea-

ture). Adjustments of the cognitive structure then decrease dissonance in a balanced or

consistency seeking way (Read & Monroe, 2007).

Although these connectionist models differ in the structure of the networks and the

choice of paradigm of dissonance reduction they implement, they nevertheless share a

common focus on formally exploring how dissonance can be reduced within an atti-

tude/belief structure, primarily via changes to the strength of attitudes or beliefs. How-

ever, these are all process models for dissonance reduction in a generic sense. They are

agnostic regarding the cause(s) of conflict between cognitions and experiences that drive

dissonance itself. Similarly, they do not systematically explore how individuals might
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differ in their responses to dissonance as a function of either their belief structures or

reaction to dissonance.

The model we present in the current project is more specific than the aforementioned

attempts. First, when exploring dissonance drivers it takes into account the causes of

conflict between cognitions and/or beliefs –bringing into play the moral belief structure

of the individuals. Furthermore, our model also addresses how political agents might

differ in how frequent they experience conflict, and thus dissonance, as a function of

their ideology. More broadly, our model extends pre-existing computational attempts in

dissonance literature, by shifting the focus from exploring the intrinsic mechanisms of

dissonance to exploring its frequency of occurrence within individuals. In other words, in

our model, although there is a formal implementation of dissonance, we mostly regard it

as a black box while focusing more on its prevalence.

2.1.4 Current study

While the connectionist models described above have provided significant insights into the

possible processes involved in cognitive dissonance, they are limited in ways not suitable

for our central question. An orthogonal approach to connectionist networks, particularly

When confronted by a problem where the variables have intrinsic uncertainty and/or

the data are scarce or incomplete, is probabilistic graphical modeling (M. J. Johnson

et al., 2016). One is not better than the other for all purposes, and neural networks and

probabilistic graphical models (PGMs) have been fruitfully combined (see for example

M. J. Johnson et al., 2016; Siddharth et al., 2017).

Here we introduce a PGM which shows the usefulness of jointly modelling abstract

moral foundations/values with political ideologies for predicting the frequency of conflict.

Investigating how frequently people experience conflict in a political world, and how

statistical dependencies in the moral belief structure of the political agent contribute

to the frequency of the conflict are thus important for the socio-cognitive literature, as

well as politics and morality research, with implication for, for example, the study of echo

chambers (e.g., Bikhchandani et al., 1992; Watts, 2002; Whalen et al., 2018; Madsen et al.,
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2018), polarisation of political ideologies (e.g., Leifeld, 2014) or advocacy organisations’

attempts to shape public debate (e.g., Bail, 2016)

We chose to use as a tool a PGM over a neural network as the most states of our theor-

etical model are quite abstract and thus include inherit uncertainty. Our computational

problem can be defined as trying to find the probability of a categorical event (i.e., having

discrete levels) given the probability of a particular state of the world. More specifically,

we are trying to model the probability of conflict —and as a result the probability of a

strategy to resolve conflict (e.g., moral disengagement)— given a snapshot of a person’s

moral values and a given state of the world (i.e., a moral scenario where each of the

five foundations might or might not be triggered). In other words, in the real world we

cannot simultaneously satisfy all of our moral values at every moment they might be sa-

lient. Thus, we want to formally model what happens when an individual’s moral values

intersect a world/event that does not necessarily respect those values. The theoretical

question we are trying to answer is whether there are any differences between various

political orientations in the frequency of moral disengagement strategies used when there

exist conflicting beliefs. Moral foundations theory (Haidt & Joseph, 2004, 2007; Haidt &

Graham, 2007; Graham et al., 2009) helps on bridging the gap between political orient-

ation and conflicting beliefs, by linking the five moral foundations to different political

positions on the left-right continuum.

We expect our model to identify differences in the frequency of conflict –as a result

disengagement– between different political orientations. In particular, since, according to

MFT (Haidt & Joseph, 2004, 2007; Haidt & Graham, 2007; Graham et al., 2009), liber-

als value more two out of five moral foundations while conservatives tend to credit all of

them almost equally, we expect that conservatives will experience conflicting beliefs more

frequently. Our model makes five core assumptions: 1) all foundations generate the same

number/amount of beliefs; 2) the frequency with which the (simulated) world’s events

involve beliefs associated with any particular foundation is equal; 3) the probability of

two beliefs to conflict (with respect to the state of the simulated world), when everything

else is kept constant is the same across and within moral foundations (this assumption
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will be relaxed in a later version of our model 3); and 4) the probability of detecting

conflict (i.e. individual sensitivity) is equal for all individuals; and 5) the probability

of morally disengaging as a dissonance reduction strategy is equal across all (simulated)

individuals. Therefore, given these starting assumptions, conservatives should more fre-

quently experience conflict than liberals as a direct function of their relatively greater

number of equivalently valued moral foundations (Graham et al., 2009; Haidt, 2012), and

thus, they should exhibit moral disengagement at higher frequency.

2.2 Methodology

2.2.1 Theoretical description

This section assumes some prior knowledge of probability theory, information theory, and

graph theory. Appendix A.2 discusses the foundations and key concepts of PGMs, but

for a more detailed review the interested reader should read a more extensive textbook,

such as Koller and Friedman (2009).

The nodes in our graph G (see graph 2.1) represent discrete random variables. The

nodes are connected to each other via links or edges which imply a causal relationship

between the nodes, with the direction of the causation flowing towards the direction of

the edge.

Political orientation space

For the sake of explanation, let us divide the model into three theoretical spaces: the

political orientation space which includes the person’s moral foundations, the conflict

space, and the events space. The political orientation space includes a random variable

for political orientation, along with the five moral foundations all of which are represented

as random variables in our model. Note that we do not differentiate the moral foundations

on the individual level, rather, we only draw a distinction between the individualising

and the binding clusters of foundations. The probability distribution of the political

orientation random variable spans over the political spectrum, where on the one end we



MORAL DISENGAGEMENT AND POLITICAL ORIENTATION 45

have extreme liberals and on the other, extreme conservatives. The political orientation

variable is the parent of the five moral foundations of the individual.

As we have seen from MFT (Graham et al., 2009; Haidt, 2012), people’s endorse-

ment of the foundations is closely related to their political ideology. Specifically, liberals

strongly endorse the individualising foundations (harm and fairness), whereas the further

to the right one’s ideology, the more probable that one values the binding foundations

to a greater extent. Therefore, in the model we condition the five moral foundations

on the political orientation of the virtual agent. The first two nodes make up the in-

dividualising foundations while the remaining three make up the binding foundations.

The levels of each of the moral foundation variables represent the probability of it being

active or inactive, which differs as a function of political orientation. That is, there is a

conditional probability distribution (CPD) over the levels of the moral foundations, and

it is conditioned on the different levels of the political orientation variable. For example,

the probability of fairness being active is higher if the agent’s score on the political spec-

trum is towards the left side. On the other hand, if we observe a conservative agent, the

probability of any of the binding foundations being active is greater.

Event space

The structure introduced so far is inadequate to capture contradictory beliefs, since in

its current state it only describes if the moral foundations are enabled conditioned on the

agent’s political orientation. That is, it only describes if an agent has particular moral

values, not whether those values coincide or conflict in a given instance. To instantiate

the latter dynamic, we introduce the event space. This describes the moral facets of an

external situation faced by the agent in question. It includes the five moral foundations,

each of which can, but need not, be active aspects of a given situation, and thus ”push”

the agent’s internal foundations in a given direction.
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Conflict space

The conflict space reflects standard dissonance theory, in the sense that incompatible

cognitions/moral values generate dissonance. The conflict space consists of the conflict

variable, which is the child of both the five moral foundations of the agent and the five

moral foundations of the event (we talk about the event space below). As a reminder,

the cognitive dissonance theory states that two or more cognitions can be dissonant if

the obverse, or opposite, of one cognition follows from the other. Put simply, if two

cognitions are enabled but point towards opposing actions/conclusions then they clash

with each other. This is exactly what the underlying function of the conflict variable

tries to capture, but in probabilistic terms. The more probable the existence of two or

more contradictory beliefs, the more likely the agent will experience conflict which will,

in turn, trigger dissonance, and potentially, disengagement.

Conflicting beliefs/cognitions will place the agent in an unpleasant state of dissonance

which the agent will feel the need to decrease. As reviewed in subsection 2.1.2, one

strategy to lessen the burden of the dissonance is to disengage from one or a few of the

dissonant beliefs. Moral disengagement theory (Bandura, 1999) introduces eight such

strategies that allow individuals to justify their dissonant beliefs/behaviours, thereby

reducing the aversive motivational state of dissonance. For reasons of simplicity, in the

current model we conceptually ’average over’ the eight mechanisms and we end up with a

binary-valued variable of the sort O/I indicating whether or not disengagement occurred.

We have, in a sense, hard-coded that the more probable the conflict, the more likely the

agent will choose to disengage. We consider disengagement as being more of a choice

(square node in the graph 2.1 than a random variable (circle) to distinguish it from

conflict which is more like an involuntary incident.

Having the above handy, let us visit an example. Let us consider the authority and

ingroup loyalty foundations, which underlie virtues of leadership and followership, and

virtues of patriotism and self-sacrifice for the group, respectively. Let us also consider an

individual who went to vote on the morning of 3/11/2020 in the US, and encounter armed

federal agents sent by Donald Trump to intervene in ballot-counting efforts (Lichtblau,
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2020). Under most nationalistic-patriotic ideologies, not voting is distinctly unpatriotic,

which conflicts with the individual’s high value on patriotism and ingroup loyalty. At the

same time, the individual is pushed to comply with the rules and laws of the country of

which they are a part, consonant with upholding obedience to authority. In either way, a

part of this individual has to walk out disappointed, after the conflict he/she experiences.

The frequency of scenarios like this we are trying to model.

Coming back to the conflict variable after having fleshed out what the event founda-

tions are, it is easier to describe how a conflict comes about according to our model. So

far we have seen that for a conflict to exist we need (at least) two enabled foundations

which point in opposing directions, but this is not all it takes. The conflict function also

takes into account how probable, or in this setting, how intense two or more foundations

are uphold by an agent. If only one of the two foundations is highly valued, then the agent

will disengage from the less active foundation, and thus, will result in a non-conflicting

end. Returning to our food company example, if the individual does not care too much

about the rules and policy of their company, then they will most probable not experience

conflict, as one of their foundations will be almost deactivated. To conclude, a conflict

requires both highly and comparably active foundations, or else the agent will disengage

from, or drop one of their conflicting beliefs.

2.2.2 Formal description

We now turn our attention to describing the model formally. We start by formally intro-

ducing the nodes and edges of the model, and the cardinalities of the random variables.

Then, we move on to explaining the function for the conflict variable and describing the

algorithms we used to make inferences. Last, we describe the moral disengagement de-

cision node and how the agent decides whether or not to disengage by maximising the

utility of the given choices.

As we have seen, the round nodes in our graph G represent random variables each

having a number of levels. A discrete probability distribution is assigned to the levels of

each random variable. We aim to represent a joint distribution P over a set of random
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variables X = {X1, ..., Xn}. The set of random variables in our model consists of the

following: {PO,< agent′sMFs >,< event′sMFs >,C}, where PO stands for political

orientation, C for conflict, and MF s are the five moral foundations. Note that, for

the sake of space and simplicity, we sometimes use < agent′sMFs > to refer to the

agent’s moral foundations, e.g. Ia, IIa, IIIa, IVa, Va. Similarly, we refer to clusters of

foundations, binding or individualising (refer to relevant section in intro chapter here),

for a given agent (a) as MF b
a or MF i

a, respectively. Note, also, that the disengagement

node is missing from the set since it is not a random variable but a decision node as

mentioned in subsection 2.2.1.

The variable PO can take five values po1, po2, po3, po4, po5 representing the political

orientation of the agent spanning from very liberal to very conservative with neutral in

the middle level. Next, each of the agent’s five MF s (MFa) can take on one of four

levels mf 1
a , mf 2

a , mf 3
a , mf 4

a , from disabled to very likely to be enabled. Note that MFas

are conditioned to the PO variable, which results in 5 × 4 = 20 possible MFa states,

for each foundation. The event’s MF (MFe) consist of five levels, mf 1
e , mf 2

e , mf 3
e ,

mf 4
e , mf 5

e , representing that each event can trigger either a left or a right reaction (see

alse subsection 2.2.1). Note here that left and right have nothing to do with political

orientation. They just denote opposing directions, meaning that they could as well be

south and east, or yes and no. Last, the conflict C random variable consists of just two

levels c0 and c1, representing that the agent either does or does not experience conflict.

The conflict variable’s parents are all of the MFas and MFes, hence making up a high

dimensional space.

With respect to the function which defines the conflict variable, we theorise conflict as

being more probable when two or more beliefs, which are comparably and highly valued,

clash with one another. Formally, we have:

P (C |MFa,MFe) = 1− |e| ∗ d (2.3)

where e is the energy, or how enabled all foundations are, and d is the total difference
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between the foundations. Energy, e, is calculated as:

e =
f̂

max f ∗ 0.5
(2.4)

where f̂ is the mean of the left, l, and right, r, sums of the agent’s foundations multiplied

by the event’s foundations resulting in pointing either to the left, or the right5:

f̂ =
l + r

2
(2.5)

We scale f̂ with the constant max f which is the maximum value possible out of the

sum of l and r. This constant, of course, depends on the given parameters; in our case

f̂ = 15. We halve this value as the maximum mean of the left and right sums cannot

exceed max f/2. We give more details on the parameters in the 2.2.3 subsection.

The difference d in equation 2.3 is computed by calculating the difference between the

left and the right activation values and dividing this by max f :

d =
l − r

max f
(2.6)

We do not have to halve max f here, since, given the initial parameters, the value of the

difference can exceed max f/2 but not max f .

Now we turn to explaining how we make inferences with our model. We can extract

useful information from a model by querying its joint distribution. One of the most

common query types, and the one used here, is the conditional probability query see

appendix A.2. Formally, conditional probability rules requires the following:

P (Y | Ev = ev) =
P (Y, ev)

P (ev)
(2.7)

We can calculate every instance of the numerator P (Y, ev) by marginalising out the

entries in the distribution that match to assignments consistent with Y, ev. In particular,

if W = X − Y − Ev are not either query or evidence random variables, then:

P (Y, ev) =
∑
w

P (y, ev, w) (2.8)

5Note again that left and right refer here to (mis)alignment of moral foundations, both in the agent’s
psychology and in the event itself, not political ideology.
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Every term P (y, ev, w) in the summation is an entry in the joint distribution, since we

are talking about all of the network variables: Y,Ev,W .

The denominator of the conditional probability equation 2.7 P (e) can be simply com-

puted as follows:

P (ev) =
∑
y

P (y, ev) (2.9)

allowing us to stash the calculation of equation 2.8. By calculating both equation 2.8

and equation 2.9, we are able to divide each P (y, ev) by P (ev), to retrieve the wanted

conditional distribution P (y | ev). Notice that this procedure matches with taking the

vector of the marginal probabilities P (y1, ev), ..., (P (ykev) (where k = |V al(Y )|) and

renormalising the entries to total to 1.

Sometimes, calculating the whole distribution of a given graph, and then summing

out the terms we want to sum out is unpractical or even unfeasible if we are talking

about a large distribution. This approach is not good enough as it takes us back to the

exponential explosion of the joint distribution issue that PGMs were precisely designed

to prevent. For that reason, we use a particular set of algorithms which help us avoid this

blowup, but they still give us an exact solution (there are also approximation algorithms,

but our distribution does not require such techniques). As it happens, the graphical

structure that enables a compact representation of complex probability distributions also

help loosen up the inference problem. Specifically, we can use dynamic programming

strategies to perform inference even for certain large and complex distributions in an

acceptable amount of time. Two helpful ideas are:

• Exploiting the structure of a Bayesian framework which allows for a scarce amount

of dependencies between the joint distributions and the random variables

• We could calculate the results once and cached them, so to avoid generating them

multiple times.

The main actions in the variable elimination algorithm explained below can be seen

as a manipulation of factors. Specifically, the essential operation that is performed when

calculating the distribution of some subset of variables is that of marginalising, or sum-
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ming out variables. Formally, if we have a distribution over some variables X , and we

want to calculate the marginal of that distribution over a subset X, then we can view

this distribution as an action on a factor. Thus, if X is a set of variables, Y a variable

which does not belong to the set X, Y /∈ X, and ϕ(X, Y ) is a factor, then we define the

factor marginalisation of Y in ϕ, denoted
∑

Y ϕ, to be a factor ψ over X such that:

ψ(X) =
∑
Y

ϕ(X, Y ) (2.10)

This operation is also called summing out Y in ψ. The take away message from this

operation is that we only sum up entries in the table where the values of X match up.

Before presenting the algorithm, we need first to lay out a few important concepts. An

essential notice used in implementing inference in graphical models is that the operations

of factor product and summation behave exactly the same as do regular product and

summation operations. In particular, both operations are commutative, so that ϕ1×ϕ2 =

ϕ2×ϕ1 = and ΣXΣY ϕ = ΣY ΣXϕ. Products are also associative, so that (ϕ1×ϕ2)×ϕ3 =

ϕ1 × (ϕ2 × ϕ3). Most importantly, there is a simple rule that allows us to exchange

summation and product: If X /∈ Scope[ϕ1], then∑
X

(ϕ1 × ϕ2) = ϕ1 ×
∑
X

ϕ2. (2.11)

Having laid out these properties, we are now ready to introduce the variable elimin-

ation algorithm. Let us demonstrate the procedure by actually applying the algorithm

on a simpler version of the conflict model. Consider the network depicted in figure 2.2,

which is a subgraph of our model. The chain rule for this network asserts that:

P (I, II, C, eI, eII) = P (PO)P (I)P (II)P (eI)P (eII)P (C | I, II, eI, eII)

= ϕI(I)ϕII(II)ϕeI(eI)ϕeII(eII)ϕC(I, II, eI, eII)

We will now apply the variable elimination algorithm to compute P (C). We will use

the elimination ordering: I, II, eI, eII.

1. Eliminating I: We compute the factors

ψ1(C, I, II, eI, eII) = ϕI(I) · ϕC(C, I, II, eI, eII)

τ1(C, II, eI, eII) =
∑
I

ψ1
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Figure 2.2. Subgraph of the main model having removed PO and MD and 3-5 MFT
nodes.

2. Eliminating II: Note that we have already eliminated one of the original factors

that involve C – ϕC(C, I, II, eI, eII) = P (C | I, II, eI, eII), but we introduced the

factor τ1(C, II, eI, eII) which involves C. Hence, we now calculate:

ψ2(C, II, eI, eII) = ϕII(II) · τ1(C, II, eI, eII)

τ2(C, eI, eII) =
∑
II

ψ2

3. Eliminating eI: We compute the factors

ψ3(C, eI, eII) = ϕeI(eI) · τ2(C, eI, eII)

τ3(C, eII) =
∑
eI

ψ3

4. Eliminating eII: We compute the factors

ψ4(C, eII) = ϕeII(eII) · τ3(C, eII)

τ4(C) =
∑
eII

ψ4

And there we have τ4(C) = P (C). We summarise these steps in table 2.1 Note that we

Table 2.1
Variable elimination steps over P (C).

Step Variable
eliminated

Factors
used

Variables
involved

New
Factor

1 I ϕI(I), ϕC(C, I, II, eI, eII) C, I τ1(C, II, eI, eII)
2 II ϕII(II), τ1(C, II, eI, eII) C, II τ2(C, eI, eII)
3 eI ϕeI(eI), τ2(C, eI, eII) C, eI τ3(C, eII)
4 eII ϕeII(eII), τ3(C, eII) C, eII τ4(C)

could have used any elimination ordering, and in this example it might not be apparent,
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but other orderings might introduce factors with much larger scope, unnecessarily slowing

down performance6. A generic form of this algorithm can be found in Algorithm 1.

Algorithm 1 Sum-Product Variable Elimination Algorithm

1: procedure Sum-Product-VE(
Φ, \\Set of factors
Z, \\Set of variables to be eliminated
≺, \\Ordering on Z
)

2: Let Z1, ..., Zk be an ordering of Z such that Zi ≺ Zj if and only if i < j
3: for i = 1, ..., k do
4: Φ ← Sum-Product-Eliminate-Var(Φ, Zi)
5: end for
6: ϕ∗ ←

∏
ϕ∈Φ ϕ

7: return ϕ∗

8: end procedure

9: procedure Sum-Product-Eliminate-Var(
Φ, \\Set of factors
Z, \\Variable to be eliminated
)

10: Φ′ ← {ϕ ∈ Φ : Z ∈ Scope[ϕ]}
11: Φ′′ ← Φ− Φ′

12: ψ ←
∏

ϕ∈Φ′ ϕ
13: τ ←

∑
Z ψ

14: return Φ′′ ∪ {τ}
15: end procedure

Incorporating evidence

Although algorithm 1 is useful for querying our distribution, it does not cover the cases

where we want to calculate the probability of a given variable after having observed some

evidence. For example, assume we observe the value i1 (the first moral foundation is

enabled) and ei−1 (the first event’s moral foundation is pointing to the left). Now our

goal is to calculate P (C | i1, ei−1). From this result, we can calculate the conditional

probability as described in equation 2.7, by renormalising the probability of the evidence

P (i1, ei−1). But how do we compute P (C, i1, ei−1)?

6In our implementations we also use an algorithm which finds the least computationally expensive
variable elimination order. However, we are not going to describe this algorithm here as we believe its
explanation is irrelevant with the purposes of this project.
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The answer depends on the fact that an unnormalised measure derived from intro-

ducing evidence into a Bayesian network is equivalent to a Gibbs distribution. So we

can now view this computation as summing out all of the entries in the reduced factor :

P [i1ei−1] whose scope is {C, I, eI}. This factor is no longer renormalised, but it is still a

valid factor.

According to this statement, we can now use the sum-product variable elimination

algorithm to calculate P (Y, e). We implement the algorithm to the factors in the network

reduced by E = e, and eliminate the variables in X − Y −E. The resulting factor ϕ∗(Y )

is then P (Y, e). To get P (Y | e) we have to renormalise ϕ∗(Y ) by multiplying it by 1
α

to

get a legal distribution (i.e., a distribution that conforms to the probability rules), where

α is the total over the entries in our unnormalised probability space, which represents

the probability of the evidence. We summarise this process of computing conditional

probabilities in our Bayesian conflict model in Algorithm 2.

Algorithm 2 Sum-Product Variable Elimination Algorithm for computing conditional
probabilities

1: procedure Cond-Prob-VE(
K, \\A network over X
Y , \\Set of query variables
E = e, \\Evidence
)

2: Φ← Factors parameterising K
3: Replace each ϕ ∈ Φ by ϕ[E = e]
4: Select an elimination ordering ≺
5: Z ←= X − Y − E
6: ϕ∗ ← Sum-Product-VE (Φ,≺, Z)
7: α←

∑
y∈V al(Y ) ϕ

∗(y)
8: return α, ϕ∗

9: end procedure

We now move from the random variables of our model to the moral disengagement

decision node. The task of these two types of nodes are different in the sense that, on

the one hand, random variables represent information processing under uncertainty, while

decision nodes represent deciding how to act in the world on the basis of that information

processing. For instance, assuming moral disengagement as one option among several (e.g.

revise one’s moral beliefs), each option might lead to one of many outcomes, which the
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agent can prefer to differing degrees.

In the conflict model we use a non-trivial case of decision setting, where the result

of each action is not completely deterministic. In this case, we must take into account

both the probabilities of various results and the preferences of the agent between these

results. Thus, here it is inefficient to define a preferred ordering on the various results.

On the contrary, we must be able to attribute preferences to complex scenarios involving

probability distributions over possible results. For example, considering a scenario where

the agent has conflicting beliefs and where disengaging could reduce some of the burden

conflict imposes, the agent will not just deterministically choose to morally disengage

from one of their beliefs; the probability of conflicting beliefs will be taken into account

and thus a distribution will be formed around disengaging or not. The decision theory

framework lays out a formal base for this kind of reasoning. According to this framework,

we should assign numerical utilities to the diverse possible outcomes, encoding the agent’s

preferences. Then the agent would have to maximise the expected utility, which is the

foundation for rational decision making under uncertainty (Levin, 2006; Briggs, 2014).

We now move on to formally describing the basic decision-making task or our model

and we introduce the principle of maximum expected utility. To do so, we use a simplified

version of our model. Before introducing our simplified example, let us lay out some

terminology. We use the word profit to describe the positive outcome (i.e., relief) of

disengaging from conflicting beliefs. We assume that disengaging from non-conflicting

beliefs is something the agent disfavours. Now, consider a political agent who finds herself

in the following dilemma. She can choose to disengage from a potentially conflicting belief

A, where the profit7 of disengaging from that belief is 40 with probability .20, and 0 profit

with probability .80. On the other hand, she can choose to disengage from a belief which

is more likely to be conflicting B, so the profit of disengaging is 30 with probability .25

and 0 profit with probability .75. In other words, in the B scenario, disengaging is less

profitable (in absolute terms) but also less risky. In order for the agent to decide from

7The numbers assigned to the profit have merely an ordinal character, in the sense that 10 is greater
than 5, and 80 less than 100, but other than that, they does not attribute any other meaning to the
respective case.
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which scenario is more profitable to disengage, she must compare her preferences between

the two scenarios, each of which comes with a probability distribution over outcomes: the

first scenario, denoted with πA, can be written as [40profit : 0.2; 0profit : 0.8]; the second

scenario, denoted πB, has the form [30profit : 0.25; 0profit : 0.75].

In order to decide which of these scenarios the agent prefers, it is not enough to just

compare the values of the profits of each scenario, and say that she prefers 40 over 30

over 0. She also needs to take into account the probabilities associated with each of them.

To do so, we use the concept of utility, where a higher utility value associated with an

outcome indicates that this outcome is more preferred. We need to note here that utility

values not only indicate an ordinal preference ranking between outcomes but they also

carry information about their relative importance, that is, the relative values of different

states tells us the strength of our preferences between them. This allows us to combine

the utility values of different states, which in turn enables us to ascribe an expected utility

to scenarios where we are not sure about the result of an action. Thus, we can compare

two possible actions using their expected utility.

Formally, our decision-making node is defined by the following elements:

• a set of outcomes MD{md0,md1}, for no disengagement and disengagement;

• a set of possible actions that the agent can take A = {a1, ..., a4} (these would

be: disengage when conflict ; disengage when no conflict ; do not disengage when

conflict ; do not disengage when no conflict);

• a probabilistic outcome model P : A → ∆O, which defines a lottery πa, which in

turn specifies a probability distribution over outcomes given that the action a was

taken;

• a utility function U : O → R, where U(o) is the agent’s preferences for the outcome

o.

Here we need to note that the definition of an outcome can also incorporate the action

taken. In other words, outcomes that involve one action a would then get probability 0

in the lottery induced by another action a′.
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With these, we can define the principle of maximum expected utility (MEU principle),

which asserts that, in a decision-making situation D, we should choose the action a that

maximises the expected utility:

EU [D[a]] =
∑
o∈O

πa(o) ∪ (o) (2.12)

To make the formal definition of utility more concrete, consider a moral disengagement

decision IF where a political agent is trying to decide whether to disengage from poten-

tially conflicting beliefs. Although slightly unintuitive, for simplicity’s sake in giving an

example of utility computation, assume the agent is not aware if any of his beliefs conflict

or not; thus, he has an arbitrary distribution representing his uncertainty: the conflict is

either absent c0, low c1, or high c2, with probabilities 0.5, 0.3, 0.2 respectively. The agent’s

profit, if he chooses to disengage, depends on the actual situation. If indeed the conflict is

absent, the profit to disengagement would be negative since disengaging without conflict

would require (potentially troublesome) cognitive effort to no purpose (outcome o1); if

conflict exists but is low, the profit would be small (outcome o2); if it is high, the profit

would be large (outcome o3), if he does not disengage at all, outcome o0, he earns nothing

but loses something as we assume that dissonance is a negative motivational state (i.e., a

necessary bad in some cases). We will now assign a value to the agent’s utility for each of

the four outcomes, like so: U(o0) = −2;U(o1) = −7;U(o2) = 5;U(o3) = 20. The agent’s

expected utility for the action of disengaging, f 1, is:

EU [D[f 1]] = 0.5 · (−7) + 0.3 · 5 + 0.2 · 20

= 2

His expected utility for the action of not disengaging, f 0 is 0. The action choice maxim-

ising the expected utility is therefore f 1.

Having fleshed out the theoretical and formal details of our model, let us now move

in to its initial setup.
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2.2.3 Initial setup

By hold to Laplace postulate 200 years ago ”When nothing is known about X in advance,

let the prior p(x) be a uniform distribution, that is, let all possible outcomes of X have the

same probability”, we initialised the model using a uniform distribution for the political

orientation and the event’s moral foundations, while we hardcoded the weights of CPD

of the agent’s moral foundations. The CPDs of the agent’s moral foundation have the

form of the figure 1.1, but instead of having a continuum political orientation variable,

the models includes a categorical variable. The exact form of these CPDs can be found in

appendix A.3, tables A.1 and A.2. Note here that we do not differentiate within political

orientation clusterings (individualising and binding foundations), rather, we assume that

individualising foundations (care and fairness) share the same values between them, as

well as binding foundations (loyalty, authority, sanctity). For the conflict random vari-

able, we used a theory driven function which assigns a probability distribution across all

possible states of the model

2.3 Results

Before running the main simulations, we performed a few sanity checks to see if the

results of the model seem plausible. This is actually a sort of validation step. Besides

debugging the code and the algorithms for potential (logical) errors, we also run a few

sanity-check simulations and tested them against existing results in the literature, or our

theory-driven expectations.

2.3.1 Sanity checks

Based on previous research (Haidt & Joseph, 2007; Haidt & Graham, 2007; Graham

et al., 2009; Haidt, 2012), we expected a conservative to value almost equally all five

moral foundations, i.e. an almost uniform distribution over the agent’s moral founda-

tions after we have observed a conservative. Formally: P (Ia, IIa, IIIa, IVa, Va | PO =

conservative) ∼ U(a, b) or, in short, P (MFa | conservative) ∼ U(a, b). Running a dia-
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gnostic reasoning query, where the flow of reasoning goes from the parent to the child,

we get the distributions depicted in Table 2.2, where we can see that we have similar

distributions within the different activeness levels. The row we are more interested in

is, however, the third row depicting the case where a given moral foundation is active

at a medium level. Based on Graham et al.’s (2009) (see also Figure 1.1), conservatives

should value all moral foundations almost equally, but not as high as liberals value the

individualising foundations, which is captured by the third row of the table. All the five

distributions are have a high (although not peaked) probability.

Table 2.2
Probability distributions over agent’s moral found-
ation when a conservative has been observed.

Moral Foundations
I II III IV V

activeness

disabled 0.2 0.2 0.1 0.1 0.1
low 0.4 0.4 0.2 0.2 0.2
medium 0.3 0.3 0.3 0.3 0.3
high 0.1 0.1 0.4 0.4 0.4

Note.This table is best read row-wise, where we can see that
for a very conservative the binding foundations (columns 1-
2) are highly likely to be lowly enabled, while the individu-
alising foundations are highly likely to be highly enabled.

Let us now see if our model captures the subtle difference in the moral foundations

activeness between moderate and extreme conservatives. As can be seen from Figure 1.1,

although conservatives value all five moral foundations almost equally, extreme conservat-

ives seem to uphold loyalty, authority and sanctity more than care and fairness. In other

words, they value the binding foundations more than the individualising foundations,

which is the exact opposite pattern we observe on extreme liberals. However, the mag-

nitude of difference between the valuation of the binding and individualising foundations

for extreme liberals seems to be larger than that of extreme conservatives. Let us now see

if our model picks up this subtle but important difference. Comparing the distributions

over the moral foundations of an extreme conservative P (MFa | v.conservative), versus

an extreme liberal P (MFa | v.liberal), demonstrates the expected difference. Focusing on

the differences between probability for high activation and probability for disabled status

for binding (3-5) and individualising (1-2) foundations, extreme conservatives are more
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Table 2.3
Probability distributions over agent’s moral found-
ation when a very conservative has been observed.

Moral Foundations
I II III IV V

activeness

disabled 0.3 0.3 0.1 0.1 0.1
low 0.4 0.4 0.1 0.1 0.1
medium 0.2 0.2 0.4 0.4 0.4
high 0.1 0.1 0.4 0.4 0.4

Note.This table is best read row-wise, where we can see
that all four distribution are similar, with that being more
apparent in the third row where all values are 0.3, that is,
it is 30 percent likely to observe a given foundation in a
conservative on the medium level.

likely to strongly value the binding foundations (row 4, columns 3-5), and weakly value

the individualising foundations (row 2, columns 1-2, table 2.3). By contrast, extreme lib-

erals follow almost the opposite pattern: highly valuing the individualising foundations

(row 4, columns 1-2) while the last three foundations are more likely to be disabled (row

1, columns 3-5, table 2.4). Note that the difference between binding and individualising

foundations is more intense for extreme liberals, that is, it is more probable for them to

have highly activated the individualising foundations and disabled the binding founda-

tions, while for extreme conservatives it is more probable to have highly activated the

binding foundations but weakly activated the individualising ones (liberals: individual-

ising being highly activated: 0.4, binding being disabled: .4; so the two extremes are

high and disabled ; conservatives: individualising being lowly activated 0.4; binding being

highly activated: .4, so the two extremes are high and low. Specifically, the difference

resides in columns 1 and 2, where extreme liberals have 0.1, 0.2, 0.3, 0.4, from disabled

to high, respectively, while extreme conservatives have 0.1, 0.2, 0.4, 0.3, from high to

disabled, respectively).

We see from the results that the model translates the point estimates taken from Gra-

ham et al., 2009 in a probability distribution fairly decently. Of course, these results do

not add anything to our knowledge; they merely validate our computational instantiation

of extant theory and its relevant data. That is a frequent procedure in translating a verbal

theory into a computational model, as the details one has to decide upon when doing so
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Table 2.4
Probability distributions over agent’s moral found-
ation when a very liberal has been observed.

Moral Foundations
I II III IV V

activeness

disabled 0.1 0.1 0.4 0.4 0.4
low 0.2 0.2 0.4 0.4 0.4
medium 0.3 0.3 0.1 0.1 0.1
high 0.4 0.4 0.1 0.1 0.1

Note.This table is best read row-wise, where we can see
that for a very liberal the binding foundations (columns 1-
2) are highly likely to be enabled, while the individualising
foundations are highly likely to be either disabled or lowly
enabled.

are essentially countless (see Oberauer, 2018, for an in-depth description of translating a

verbal model to a theory). Building a computational model forces us to be explicit about

the nuts and bolts of the cognitive mechanisms that we talk about in our theories

could Let us now move on to answering more interesting queries.

2.3.2 Querying the distribution

Our main question is whether there is any difference in the conflict and moral disengage-

ment frequencies between different political orientations. We approach this via diagnostic

reasoning, having first observed some evidence. Comparing just the probability of a con-

flict between conservatives and liberals we have P (c1 | liberal) ̸= P (c1 | conservative),

and in particular P (c1 | liberal) < P (c1 | conservative). For just this computation we

will demonstrate the steps we took to calculate the probability of conflict one by one,

but for the sake of simplicity we will not demonstrate these steps for the forthcoming

computations as they involve almost the same equations. Formally, our problem is to

compute P (c1 | liberal), but we can reduce it to computing the unormalised distribution
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P (C, liberal):

P (C, lib, < MFa >,< MFe >) = P (< MFa >| lib)P (< MFe >)

P (C |< MFa >,< MFe >)

= ϕ<MFa>(< MFa >, lib, C)ϕ<MFe>(< MFe >,C)

ϕC(C,< MFa >,< MFe >)

We then apply the variable elimination algorithm to compute P (C, lib, < MFa >,<

MFe >). We will use the elimination ordering < MFe >,< MFa >,C, as our algorithm

suggests:

1. Eliminating < MFe >: we compute the factors:

ψ1(C,< MFa >,< MFe >) = ϕ<MFe>(< MFe >,C)ϕC(C,< MFa >,< MFe >)

τ1(C,< MFa >| liberal) =
∑

<MFe>

ψ1

Note that we perform this step five times in total: each for the the five moral

foundations of the event.

2. Eliminating < MFa >:

ψ2(C,< MFa >) = ϕ<MFa>(< MFa >,C)τ1(C,< MFa >| liberal)

τ2(C | liberal) =
∑

<MFa>

ψ2

Note that we perform this step five times in total: each for the the five moral

foundations of the agents.

So we can now go ahead and compute τ2(C | liberal) using equation 2.7:

3. Computing the conditional probability P (C | liberal):

P (C | liberal) =
P (C | liberal)

liberal

.

Implementing these steps, we get the Table 2.5. As we can see, when we hold

everything else equal, liberals’ probability of experiencing a conflict is 0.21 while con-

servatives’ probability of conflict is 0.28. It is important to note here that none of the
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event’s moral foundations have been observed. To remind you, the event’s moral founda-

tions follow a uniform distribution for the four levels of being activated (activated low and

pointing to the left, activated high and pointing to the left, activated low and pointing to

the right, activated high and pointing to the right), while there is a small chance of not

being activated at all. That is, when we have a political agent in potentially conflicting

settings, then if this political agent is liberal, conflict is slightly less probable than if she

was conservative. But so far we are only half-way through answering our question, which

concerns moral disengagement and not conflict per se.

Table 2.5
Probability distributions over P (C | liberal)
and P (C | conservative)

Political orientation
Liberal Conservative

Conflict
Disabled 0.79 0.72
Enabled 0.21 0.28

Note. We can see that liberals are less prone to conflict
than conservatives, keeping everything else equal.

As a reminder, a decision making unit merely reflects the willingness of an agent to

take an action. In our terms, the value the moral disengagement of an agent represents

whether or not the agent is willing to disengage or not, under a given scenario. The exact

value does not carry any other information other than the relative order and magnitude

of willingness. Calculating the expected utility of moral disengagement actions between

liberals and conservatives for the aforementioned scenario, we find that liberals’ expected

utility for disengaging after a potential conflict is 0.66, while conservatives’ score is 0.99.

That is, averaging across equally probable event types, conservatives are predicted to

have greater expected utility for disengagement than liberals.

Moving on to more extreme political ideologies, further to the right and to the left

of the spectrum where we have very liberal and very conservative agents. Repeating the

same steps, we observe that extreme liberals’ probability of experiencing a conflict is 0.21

while extreme conservatives’ is 0.27 (see table 2.6). These results are quite interesting.

First we can see that the model predicts extreme liberals will experience conflict less

frequently than extreme conservatives in a scenario where the event’s moral foundations
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Table 2.6
Probability distributions over P (C | V.liberal) and
P (C | V.conservative)

Political orientation
V. Liberal V. Conservative

Conflict
Disabled 0.79 0.73
Enabled 0.21 0.27

Note. We can see that very liberals are less prone to conflict
than very conservatives, keeping everything else equal.

are unknown, but what is more interesting is the relative relationship of this trend to the

trend depicted in the conservatives versus liberals table 2.5. Comparing moderate liberals

to extreme liberals we observe that these two ideologies are almost equally probable to

experience conflict, while extreme conservatives are slightly less probable to experience

conflict than moderate conservatives. The upward trend of conflict from left to right

breaks at conservatives, where extreme conservatives display a lower chance of experi-

encing conflict than conservatives. Table 2.7 depicts the differences between these two

groups of political ideologies (extreme and less extreme).

Table 2.7
Difference between probability distributions over P (C | extreme*) and P (C |
standard**)

Political orientation
Very liberal - Liberal Very conservative - Conservative

Conflict
Disabled 0.0 0.01
Enabled 0.0 -0.01

Note. *Extreme represent the two extreme political ideologies: very liberals and very conservat-
ives; Standard** represent the two less extreme political ideologies: liberals and conservatives.
We can see that very conservatives’ and very liberals probability of conflict is less than this of
conservatives’ and liberals’ probability of conflict respectively.

Computing the expected utility of the moral disengagement decision node for very

liberal and very conservative agents, we find an expected utility for disengaging after a

potential conflict of 0.63 for extreme liberals, while extreme conservatives’ score is 0.97.

We can see that there is a similar trend between extreme and less extreme ideologies

with regards to conflict. That is, extreme liberals are less prone to disengagement than

moderate liberals, given that their probability of experiencing conflict is less than that

of moderate liberals. Similarly, extreme conservatives are less prone to disengagement,
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as well as to experience conflict, compared to moderate conservatives (see figures 2.3 and

2.4).

Figure 2.3. Probability of conflict over political orientation.

Figure 2.4. Expected utility of moral disengagement under different conflicting scenarios
over political orientation.

The main questions of our project were answered by the aforementioned queries.

These queries did not involve the event’s moral foundations, in the sense that event’s

moral foundations were not observed. That means that in a given scenario they could

have been either enabled or disabled. However, PGMs are very capable of responding

to various queries without re-parameterisation. We now turn our attention to queries
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involving the event’s moral foundations. Such queries can answer questions of the sort

”what is the probability of conflict for a given political orientation when the event invokes

multiple binding foundation concerns”. To formalise this, we would observe, e.g., a liberal,

and then a conflicting scenario which involves only binding foundations. To do so we

could set two binding foundations as active in the event space, but ’pointing’ in opposing

directions.

There are three different types of conflicting scenarios we can set up for an agent:

within individualising conflict (WIC), within binding conflict (WBC), and between in-

dividualising and binding conflict (BIBC). The WIC setting is a scenario where the two

individualising foundations are both enabled but pointing to different directions, while

the three binding foundations are all disabled. Formally, our problem is to find, for each

political orientation, the probability of conflict given a within individualising conflicting

event:

P (c1 | Ie = Left2, IIe = Right2, IIIe = 0, IVe = 0, Ve = 0, PO) (2.13)

where Left2 and Right2 indicate that the given foundation is enabled and pointing either

to the left or to the right. Left1 would denote an lowly activated foundation pointing

to the left while Left2 would denote a highly activated foundation pointing to the left.

For the sake of simplicity, we will note mention the name of the foundation if all five

foundations are observed. For instance, equation 2.13 is equivalent to:

P (c1 |MFe[Left
2, Right2, 0, 0, 0], PO)

where MFe[Left
2, Right2, 0, 0, 0] are the values assigned to the five event’s moral found-

ations going from left (I) to right (V ).

In terms of computations, the steps we follow to solve this query are the same as

before, with the only difference being that now we have observed more evidence (we

know the event’s moral foundations). Running the model with these settings, we obtain

the probability of conflict under a WIC scenario for each of the moral foundations: 0.22,

0.21, 0.17, 0.13, 0.09 for very liberal, liberal, centre, conservative, and very conservative

agents, respectively (see also table 2.8, row 1). We can see that there is a downward
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trend spanning from very liberal to very conservative, with extreme liberals having the

highest relative probability to experience conflict while extreme conservatives the least.

That is of course to be expected, as liberals are the political agents who most value the

individualising foundations (Graham et al., 2009), and since the conflict function requires

highly held beliefs, liberals would be more likely to experience conflict. Regarding moral

disengagement, we see that the same pattern arises, with expected utility values being

higher for liberals and lower for conservatives: 0.66, 0.6, 0.42, 0.28, 0.20 for very liberals,

liberals, centre, conservatives and very conservatives, respectively (see also table 2.8, row

2) in a scenario where only the individualising foundations are enabled.

Table 2.8
Probabilities of conflict, and expected utilities for moral disengagement for a
within individualising conflicting scenario

Political orientation
Very liberal Liberal Centre Conservative Very Conservative

Conflict 0.22 0.21 0.17 0.13 0.09
MD* 0.66 0.6 0.42 0.28 0.20

*Moral Disengagement. There is a downward trend from left (very liberal) to right (very
conservative) for both probability of conflict and moral disengagement expected utility.

Naturally, the next query is for the probability of conflict in a WBC scenario P (c1 |

MFe[0, 0, Right
2, Left2, Left2], PO). Note here that there are more options for conflict-

ing scenarios since the binding foundations are more numerous than the individualising

foundations. For example, another WBC scenario could beMFe[0, 0, Left
2, Left2, Right2]

or even with one of the three foundations being disabled MFe[0, 0, Right
2, Left2, 0]. The

results are quite straightforward here too: a downward trend spanning from very con-

servative to very liberal. With these settings, we get the probability of conflict under a

WBC scenario for each of the moral foundations: 0.11, 0.12, 0.17, 0.30, 0.31, for very

liberal, liberal, centre, conservative, and very conservative agents, respectively (see also

table 2.9, row 1) in a scenario where only the binding foundations are enabled. As before,

the moral disengagement expected utility follows the same pattern as the probability of

conflict: 0.25, 0.31, 0.47, 1.06, 1.14 (see also table 2.9, row 2)

So far, We have seen that liberals are more prone to experience conflict within an indi-

vidualising conflicting event, and that conservatives are more prone to experience conflict
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Table 2.9
Probabilities of conflict, and expected utilities for moral disengagement for a
within binding conflicting scenario

Political orientation
Very liberal Liberal Centre Conservative Very Conservative

Conflict 0.11 0.12 0.17 0.30 0.31
MD* 0.25 0.31 0.47 1.06 1.14

*Moral Disengagement. There is a downward trend from right (very conservative) to left (very
liberal) for both probability of conflict and moral disengagement expected utility.

within a binding conflict event. But what about a conflicting event between individual-

ising and binding foundations? That seems less straightforward, but exploiting PGM

framework features make such queries simple. Running diagnostic reasoning on a scen-

ario where we have observed a potentially conflicting event between individualising and

binding foundations P (c1 | MFe[Left
2, Left2, Right2, Right2, Right2], PO) we get the

probability of conflict for each political orientation 0.35, 0.37, 0.38, 0.37, 0.33, and the

moral disengagement expected utilities 1.5, 1.6, 1.66, 1.61, 1.34 (see also table 2.10). Here

Table 2.10
Probabilities of conflict, and expected utilities for moral disengagement for a
between individualising and binding foundations scenario

Political orientation
Very liberal Liberal Centre Conservative Very Conservative

Conflict 0.35 0.37 0.38 0.37 0.33
MD* 1.5 1.6 1.66 1.61 1.34

*Moral Disengagement. In both the probability of conflict and the moral disengagement
expected utility, there is an upward trend starting in very liberals and peaking in centre
individuals, but after that, the increase fades away.

we see an interesting, and unexpected, pattern. The model predicts that agents in the

centre of the political spectrum are more likely to experience conflict and to morally disen-

gage from it. Although moderate liberals and conservatives have almost the same profile,

very liberal and very conservative agents differ in that extreme liberals are predicted to

be more prone to experience conflict and morally disengage. Note here that this time the

results do depend on which combination of foundations we use. For example, the result

would be different if we had a scenario where only one individualising foundation was

enabled, against all the three binding foundations MFe[0, Left
2, Right2, Right2, Right2].

We report all possible meaningful combinations in figure 2.6, but we spend more time
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discussing the maximal case where all of the foundations are enabled, and the two clusters

point to different directions (see figure 2.5, BIBC).

Figure 2.5. Moral disengagement expected utility over political orientation. WIC : Within
Individualising Conflicting event. WBC : Within Binding Conflicting event. BIBC :
Between Individualising and Binding foundations Conflicting event.

Figure 2.6. Probability of conflict over political orientation.

Another interesting pattern arising from the above results is that of the magnitude of

conflict for each of the conflicting scenarios. We can see that BIBC triggers the greater

probability of conflict, regardless of political orientation, followed by WBC and then

WIC. This is also confirmed by running diagnostic reasoning on the conflict variable,
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but this time having only observed the event’s moral foundations leaving aside political

orientation: 0.17, 0.20, 0.36, for WIC, WBC, and BIBC, respectively.

2.4 Discussion

The aim of the current work was to explore how internal conflicts between moral values

might lead to moral disengagement. We investigated how frequently agents experience

moral conflict, and in turn disengagement, as a function of moral values and political

orientation. For the most part, the findings aligned with our expectations: the more

extreme someone is on the political spectrum, the more probable they are to experience

conflict, and more keen on disengaging as a means to resolve the conflict they feel. This

finding extends Critcher et al.’s (2009) results in that it provides evidence supporting

that liberals and conservatives differ in multiple ways in their experience of moral conflict

(ideological inconsistencies in their study). Specifically, they suggest that conservatives

are less likely to regard their own inconsistent positions as inconsistencies. That can

potentially be explained by our finding that conservatives are more prone to disengage

from their conflicting beliefs than liberals are. This, in turn, could make conservatives

less likely to perceive their incongruent positions. It is worth mentioning that these

findings do not align with criticism of MFT supporting that MFT’s definition of harm

is too ambiguous. In particular, the Theory of Dyadic Morality (TDM) supports that

harm, and more generally morality, is in the eye of the beholder, thing that eliminates

our ability to talk about conflicting beliefs altogether. The definition of conflict used in

this dissertation is that ”two beliefs are dissonant if the obverse (i.e., opposite) of one

follows from the other”, which implies a degree of subjectivity in these beliefs. In other

words, the individual cannot experience conflict if they do not perceive their two or more

beliefs as conflicting.

An unexpected finding was the sudden decrease in conflict and moral disengagement

in extreme conservatives, relative to conservatives. Specifically, as we mentioned above,

the main trend of the results indicates that the further right one scores on the political
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spectrum, the more probable is conflict, and in turn, moral disengagement. However,

extreme conservatives break that trend by being less likely to experience conflict than

conservatives. The literature does not mention any relevant dissimilarity between extreme

conservatives and conservatives, however, inspecting Graham et al.’s (2009) findings (also

depicted in figure 1.1), suggests a possible explanation. Within our model, a conflict

requires both strongly and equivalently upheld beliefs. A bit more formally, the difference

between the two (or more) conflicting foundations works as a weighting parameter for

the endorsement of the foundations. That is, the greater the difference, the less the

conflict, as one (set of) moral value(s) is more influential than its competitors. Applying

this to conservatives (see figure 1.1), we see that the difference between any pair of the

foundations should not be high since all foundations are equivalently valued. On the other

hand, extreme conservatives value the binding foundations (loyalty, authority, sanctity)

more the the individualising ones. Therefore, in any BIBC, the difference between the

foundations should be greater (compared to conservatives), which in turn decreases the

probability of conflict.

This is an unexpected and interesting result. The model clearly predicts that extreme

conservatives differ from conservatives in a way different from how extreme liberals dif-

fer from liberals. Such a result is novel, but there are related findings of psychological

asymmetries as a function of ideology in the wider literature (e.g., J. Baron & Jost, 2019;

Deppe et al., 2015; Jost, 2017; Pennycook & Rand, 2019; Yılmaz & Sarıbay, 2016). Spe-

cifically, there is an ongoing debate on how partisan bias is distributed across the political

spectrum. On the one end there is the symmetry hypothesis (e.g., R. A. Altemeyer &

Altemeyer, 1981; R. A. Altemeyer & Altemeyer, 1996; Eidelman et al., 2012; Wojcik

et al., 2015) which predicts that levels of partisan bias will not differ between liberals and

conservatives, and on the other end there is the asymmetry hypothesis (e.g., Alicke, 1985;

Mercier & Sperber, 2011; Darley & Gross, 1983) which predicts greater partisan bias in

conservatives than liberals. Our finding (i.e., the asymmetric trend between conservat-

ives/very conservatives and liberals/very liberals) fits better the asymmetry hypothesis.

That is, the dissonant state one experiences when confronting conflicting beliefs could
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plausibly manifest itself as favouring information that supports rather than challenges

ones political affinities (as a method to avoid the unpleasant emotion cause by conflicting

beliefs). Conservatives, having a greater probability to experience conflicting beliefs, they

might also have a higher tendency towards partisan bias, which is what the asymmetry

hypothesis predicts.

Regarding the conflict triggered within different scenarios, the findings were more an-

ticipated. In particular, when the enabled event’s foundations are only care and fairness

(i.e., individualising foundations), and they point to different directions (e.g., left/right,

respectively), we have set the stage for a within individualising foundations conflict. A

contemporary example of such a conflict is ongoing debates on university campuses re-

garding ’hate speech’ and ’free speech’. Here, there is arguably a tension between valuing

the prevention of harm that hate speech might produce and ensuring the fairness of open

dialogue and exchange of ideas that might otherwise be unpopular. For someone who

strongly values both care and fairness, this can be a significant conflict event. The model

results support this position: in a within individualising foundations conflicting scenario,

the more one values these foundations, and the farther to the left one scores on the

political spectrum, the more probable it is to experience conflict. This extends to disen-

gagement as well, with liberals and extreme liberals being more willing to disengage than

conservatives and extreme conservatives. When the enabled event’s foundations are three

binding foundations (loyalty, authority, and sanctity), and point to different directions,

the results are again straightforward. Political agents who strongly and equivalently value

these foundations are more likely to experience conflict and disengage. In other words,

the further to the right one scores on the political continuum, the more likely they are

to experience conflict. One thing to note here is that the fading-off pattern of extreme

conservatives, observed in the main results where the event’s moral foundations are left

to vary, is absent here. In other words, extreme conservatives are more likely to experi-

ence conflict than conservatives in a within binding foundations conflicting scenario. We

see that when the individualising foundations are turned off, the probability of conser-

vatives to experience conflict decreases more than that of extreme conservatives. That
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is, care and fairness foundations can explain at least some of the conflict probability in

conservatives, while almost none in extreme conservatives. That is to be expected, since

conservatives value more equally the five moral foundations than extreme conservatives.

We saw that liberals are more likely to experience conflict in a within individualising

foundations conflicting event, while conservatives are more probable to experience conflict

in a within binding foundations conflicting scenario. One last point of discussion is the

difference in probability between these two different settings. Specifically, extreme con-

servatives are more likely to experience conflict in a within binding conflicting event than

liberals are in a within individualising conflicting event. This finding, besides attesting

to the higher probability of conflict conservatives have, also indicates that this pattern

holds true even when we control for within individualising foundations. In other words,

conservatives are more likely to experience conflict than liberals, even when the within

binding foundations are deactivated. This time, we can explain this solely by looking

at the number of moral foundations strongly valued by each of the political ideologies.

For liberals, this holds true only for care and fairness, while for conservatives for loy-

alty, authority, and sanctity. Therefore, in this setting conservatives are more likely to

experience conflict than liberals because they have more sources of beliefs than liberals.

After making a few simplifying assumptions, such as that each of the moral foundations

contains the same number of beliefs, our result becomes as straightforward as saying that

three is more than two. Though we haven’t explored relaxing this assumption here, it

is worth exploring briefly. As discussed previously (internal section citations), there is

strong evidence for the link between political ideology and moral values across a wide

range of cultures. Similarly, political ideology is generally evenly distributed across the

population (i.e. there are approximately equal numbers of left and right wing adherents;

citation needed). If we allow different moral foundations to contain differing numbers

of beliefs, this directly implies that events in the world can have differing probabilities

of triggering/being relevant to those beliefs. The question arises: how many more be-

liefs would individualising foundations need to have, compared to binding foundations,
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to render the probability of an event triggering either set equal8? The answer is approx-

imately 1.5. This attempt to render individualising and binding events equi-probable

necessitates making individualising foundations substantially more relevant to the world

at large, which is an extremely contentious move (but see Gray & Keeney, 2015a, 2015b;

Gray et al., 2014; Gray, Waytz et al., 2012; Schein & Gray, 2018). In other words, we

haven’t set up our model to ’prove’ that conservatives experience more conflict - that is

simply a straightforward consequence of assuming that all moral foundations are equally

relevant to the world, regardless of their association with any particular political ideology.

Things become a bit less straightforward when we set up a between individualising

and binding foundations conflicting scenario. In the most extreme such scenario, all five

moral foundations are enabled, with individualising pointing to one direction and binding

to the opposite. The results of this case are interesting. Conflict probability peaks over

the centre of the political spectrum and then falls off toward both extremes at roughly

the same rate. But why is the probability of conflict in this setting wildly different than

in the case where none of the event’s moral foundations have been observed? The answer

actually reveals a weakness of our model, and more generally of Bayesian modelling:

the influence prior values have on the outcome. To remind you, we used a uniform

distribution over the event’s moral foundations being enabled at various levels, while

we gave a lower probability for the case where an event’s moral foundation is disabled.

Having used different priors, perhaps ones where the probability of being enabled is

higher for some foundations, the results would have looked more like the ones of a BIBC

scenario. However, our choice of priors is justified on the grounds that we do not actually

posses the information of how frequent an event’s moral nature is salient and in what way,

so for that reason we use a uniform distribution over all enabled levels. Moreover, the

difference we observe between the case where all foundations are observed to be enabled

and each cluster points to different sides (figure 2.3, and the case where none foundation

is observed to be enabled (thus they have an equal probability of being enabled or disable

–figure 2.5 green line), can be explained by the fact that, in the former case, we exclude

8Equivalent to asking how many fewer beliefs would binding foundations need to have.
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the possibility of a conflict within each cluster, which in turn decreases the probability of

conflict among the two extremes (since we saw that liberal are more likely to experience

conflict in a within individualising foundations conflicting event, while conservatives in a

within binding foundations conflicting event.

2.4.1 Theoretical implications

This research brings together the moral foundations theory (Haidt & Joseph, 2004, 2007;

Graham et al., 2009; Haidt, 2012), dissonance theory (Festinger & Carlsmith, 1959;

Festinger, 1962), and moral disengagement theory (Bandura et al., 1996; Bandura, 1999),

into a theoretically explicit probabilistic graphical model (Koller & Friedman, 2009). Our

results present what we believe is the first formal method for predicting conflict and

disengagement frequency, given the political orientation of the agent, the agent’s moral

values, and a given social setting/morally relevant event. To our knowledge, this model

is first of its kind, although it joins with prior approaches to modelling political belief

systems (Brandt et al., 2019) and individual attitudes (Dalege et al., 2016) to show the

value of computational modelling in the social sciences. In doing so, we have provided

additional detail about the ways that specific event settings trigger different types of

conflict.

Building on earlier work, our findings suggest substantive differences not only in lib-

erals’ and conservatives’ average endorsement of moral foundations items (Graham et al.,

2009), but also in liberals’ and conservatives’ probability of experiencing conflicting be-

liefs. It adds to the current research by presenting an unprecedented finding of differences

between the two edges of the political spectrum. In particular, we could not find any

research reporting that the relationship between liberals and extreme liberals is different

than that between conservatives and extreme conservatives. The common case in the

literature is to compare liberals to conservatives like it was done in Turner-Zwinkels et al.

(2020), where they compared these two political ideologies and found that they have dif-

ferent systems of foundational moral values, with liberals’ moral systems showing more

segregation between individualising and binding foundations than conservatives.
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So far we have discussed conflicts within a political agent, but, in theory, our model

is not restricted to explaining only this type of conflict. Specifically, it can make predic-

tions relevant to just the event’s moral foundations, that is, it can make predictions on

the probability of conflict –be it within agent or between agents–, in a particular moral

setting. The model predicted that the most fertile ground for a conflict is in a between

individualising and binding foundations conflicting scenario. That finding could have

implications for echo chambers and polarisation research, where people seem to surround

themselves with others who have the same or compatible beliefs, in an attempt to avoid

conflict, and reflect and reinforce their own beliefs (e.g., Garrett, 2009; Farrell, 2015). As

far as conflict avoidance goes, extending our findings to this line of research we would

expect to see people creating ”bubbles” based on the two clusters of foundations (indi-

vidualising and binding), and that is because the biggest chance a scenario has to trigger

a conflict, is when foundations between the two clusters are enabled and pointing towards

different directions. In other words, in order to avoid conflict with other people, indi-

viduals who uphold individualising foundations may withdraw themselves from exposure

to those who uphold binding foundations (and vice versa; cf. (see for example Baumann

et al., 2020): liberals and conservatives tend to create their own echo chambers and ”live

in their own bubbles”).

In an attempt to avoid conflict with other people individuals create their own environ-

ment with like-minded others. Taking that a step further by looking at our findings, we

would expect liberals to form more dense echo chambers, meaning that they would be less

probable to drift to others’ ideological viewpoint, than conservatives. That is because,

according to our model predictions, conflict is less probable in a within individualising

foundations scenario than it is in a within binding conflicting scenario. In other words,

conservatives are more probable to clash with one another than liberals, leading to less

dense echo chambers. That theorising is partly supported by Eady et al., 2019. Eight five

percent of liberals choose not to be exposed to an ideological opinion (Fox News) that

more than 66% of extreme conservatives choose to. By contrast, 78% of conservatives

choose not to be exposed to an ideological view (MSNBC) that 78% of liberals choose



MORAL DISENGAGEMENT AND POLITICAL ORIENTATION 78

to. Therefore, whereas there is significant overlap in what both groups view, there are

also zones of the media eco-system that are mainly seen by individuals of one ideological

group, with conservatives being slightly more probable to expose themselves to differ-

ent ideological viewpoint than liberals. In chapter 5 we use an agent-based model to

investigate further whether this prediction holds true, and what might be other factors

contributing to splitting people apart.

2.4.2 Known limitations

The present study offers a cross-sectional investigation of moral systems in different polit-

ical parties. Although it gives a lot of potentially useful insights on how frequently people

experience conflict and choose to disengage from their beliefs, it also carries some method-

ological disadvantages. A theoretical point regarding the structure of the model concerns

the loose use of the notion of causation. Specifically, the general approach we adopted is

to choose a structure that reflects the causal order and dependencies, so that causes are

parents of the effect. However, that does not always hold true in the model, with the only

case being the relationship between political orientation and agent’s moral foundations.

Although the political orientation node is parent to the five moral foundations, implying

in that way a causal relationship between them, in actuality we do not take position in

that debate. That is, we do not claim that political orientation causes an agent’s moral

values, nor the opposite. In model’s defence, as we mentioned section 2.2.3, the causality

is in the world, not in the inference process. That is, there is no statistical implication

following from that, only a theoretical one.

Another way we could extend our model would be to incorporate an optimisation

function making the model capable of fitting to observed sample characteristics. However,

that does not mean that our model findings are not valid or inaccurate, just that the

process of acquiring the results is more cumbersome and time consuming to carry out.

A simplifying assumption we made in this version of the model is the fact that we do

not differentiate between foundations belonging in the same cluster (individualising and

binding). We regard both individualising foundations as being the same, giving them
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the same weights (CPDs), as well as all three binding foundations have the same weights

(see also appendix A.3). We could have given each foundation its own weights, adding

to the level of detail the model has, but we chose simplicity over granularity. However,

we do amend for that in the next version of our model, presented in chapter 3), where

we introduce differing CPDs for foundations within clusters.

Another theoretical modification we could apply to make the model a better surrogate

of moral foundations theory is to add potential interactions between moral foundations.

There are substantive correlations between foundation endorsements (Haidt, 2012). For

example, an agent who upholds the care foundation is more likely to also uphold the

fairness foundation. In the current version of the model we have not incorporated that

property yet, but in the next study (chapter 3), we do (not in the foundation level but in

the cluster lever, that is, binding foundations should be more likely to be enabled/disabled

together, as well as individualising ones).

There are a few other limitations which could lead to potential upgrades regarding

the technicalities of the model. For example, a potential upgrade could be the granularity

level of the moral disengagement node. At its current state, moral disengagement node

has only two levels: either you disengage or not. First, a possible extension would be to

introduce from which of the beliefs the agent should disengage in order to maximise the

expected utility, and second, we could increase the level of detail with regards to moral

disengagement itself. In the literature exist at least eight mechanisms some of which

being intertwined with one another, while in the model we regard moral disengagement

as a binary variable.

To conclude, the current study demonstrates probabilistic graphical models are valu-

able when modelling systems having inherit uncertainty, like the frequency of conflict

within political agents. In doing so, we bring together influential social and cognitive

psychology frameworks to explore the frequency of conflicting moral beliefs and moral

disengagement in different political ideologies. We have presented novel evidence that

conflict frequency is different between different political ideologies with left-ish positions

being less probable to experience conflict and disengagement. Though the current version
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of the model can be extended in various ways, we still believe it lays the foundations for

a potentially fertile line of research which has interesting implications.
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Chapter 3

Modelling the frequency of moral

disengagement on the political

continuum: version 2

3.1 Introduction

Most common in Moral Foundations Theory (MFT) literature are studies investigating

differences across the political spectrum in values and moral judgement. These differences,

as we also saw in chapter 2, can explain some of the variation of how frequently political

agents experience conflict and, as a result, (temporarily) disengage from their beliefs. In

particular, assuming that the endorsement of a moral foundation does not directly affect

the endorsement of another, and that moral foundations within moral foundation clusters

(individualising/binding) are equally probable to be either conflicting or consonant, we

found that the more on the left one individual is on the political spectrum, the less

probable they are to experience conflict and disengage from their beliefs. However, the

endorsement of one foundation does empirically correlate with the endorsement of another

(Haidt, 2012; Simpson, n.d.), for example, if one endorses sanctity foundation then one

is more likely to also endorse loyalty than care foundation. Furthermore, we can theorise

that, since foundations within foundation cluster are normally upheld together, the beliefs
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belonging to these foundations may also be more likely to be consonant with one another.

That is, beliefs coming from within a cluster of foundations could be less likely to conflict

on average, leading to less within cluster conflicts than between cluster conflicts. To ex-

plore this possibility, we relax the assumption of interaction between foundations, letting

foundation endorsements co-vary in a direct manner (i.e., the endorsement of one found-

ation is directly linked to the endorsement of another), and we restrict the assumption of

agreement within clusters of foundations forcing a higher probability for non-conflicting

beliefs within the same cluster. Building on the model presented in chapter 2, we believe

that these small but significant changes will increase model accuracy and introduce little

to non-existent complexity.

3.1.1 Interaction within clusters of foundations

Moral foundations theory arose within social psychology originally as a way to extend

Shweder et al.’s (1997) research and to describe the psychological components in ethical

disputes, political beliefs, and cross cultural variance in moral judgements. The indi-

vidualising moral foundations (care/harm and fairness/cheating1) derive from ethic of

autonomy of Shweder et al. (1997). They are mainly tuned to persons as subjects of

(instead of agents of) ethical activity, and are enabled over impression of people’s plights,

sufferings, needs, rights, and welfare. In other words, these foundations treat individual

persons as the fundamental moral unit of consideration. Care is propelled towards mat-

ters of compassion, empathy, sympathy, nurturance, and harm decrease, and is fired when

one detects violence, aggression, emotional abuse, bullying, or, more broadly, suffering.

Fairness is geared towards matters of justice, fairness, proportionality, equality, and reci-

procity. It is enabled when one observes injustice, disproportionate distributions of goods,

merits, favours, benefits, punishments etc., inequality deemed excessive, and failure to

reciprocate. Either foundation is favoured in a greater degree by left-wing, compare to

right-wing, proponents. Furthermore, there seems to be a positive co-variance between

the endorsement of the two foundations (Graham et al., 2009; Haidt, 2012).

1Hereafter only the virtue of each foundation name will me mentioned.
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The binding foundations (loyalty/betrayal, authority/subversion, and sanctity/degradation)

serve to reinforce social and interpersonal coherence and to defend the community. In

that respect, they are mainly tuned to people as agents of (instead of subjects of) ethical

activity, who are able of both backing and weakening the ingroup regarding its integrity,

inter-group standing, tradition, order, and sanctity. Here, the fundamental moral unit of

concern seems to be the group/tribe, rather than the individual. Loyalty and authority

foundations derive from Shweder et al.’s (1997) ethic of community. Loyalty promotes

matters of union, solidarity, collective, culture and shared identities, families and tribes.

Possibly emerged in the interest of inter-group competition (e.g., supporting/encouraging

towards members of the same group), this foundation entails an ethical duty to defend

and favour the ingroup, and is activated in the face of disloyalty, betrayal, excessive

individualism, or threats to ingroup identity and coherence (e.g., as some may regard im-

migration). Authority gears towards matters of order, hierarchies, authorities, traditions,

and respect for persons of higher power/status, and is triggered in the face of subversion,

disrespect, nonconformity, or disobedience. Last, equivalent to Shweder et al.’s (1997)

divinity, sanctity orients towards defending the dignity, purity, cleanliness and sacredness

of the ingroup. Acts deemed in breach of the ingroup’s nature and religious character

(actions normally considered disgusting) activate this foundation, as it acts to defend the

ingroup from contamination, incorporating perceptions of physical (e.g., from illness),

spiritual (e.g., from curses of witchcraft), and social (e.g., from immigration, tribal in-

termarriage, premarital sex) contamination. The binding foundations exhibit a positive

relationship amongst themselves, similar to the individualising foundations (Graham et

al., 2009; Haidt, 2012).

Besides the correlations between individual foundations, correlations do exist between

clusters of foundations. Although we do not explicitly incorporate these correlations in

our model –we believe they will emerge on their own– we briefly discuss them here. In

general, there is a negative relationship between the two clusters such that when one

cluster is activated (i.e., level of endorsement is high), the other’s activation is low. This

relationship, however, holds true more for liberals than for conservatives who endorse
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both clusters almost equally.

3.1.2 Agreement between clusters of foundations

From the previous summary, we can theorise that the agreement between beliefs within

a cluster would be higher than those from different clusters. We use the term agreement

to describe the relationship between beliefs and/or foundations. For example, in our

model, two beliefs that agree are two beliefs which are both activated, and both pointing

towards the same direction. Disagreement reflects the opposite: two beliefs that are en-

abled but pointing towards opposing directions. The agreement of within cluster beliefs

should be higher as foundations within cluster are involved with similar functionalities.

In particular, as we saw, the individualising foundations are activated during perception

of individuals’ plight, suffering, needs, rights, and welfare, while binding foundations are

activated by perceptions of supporting (or violating/threatening) the ingroup’s integrity,

intergroup standing, traditions, order, and sanctity. Thus, in the current version of the

model (from now referred to as PDM-A for Probabilistic Disengagement Model Agree-

ment) we also take into account the agreement of foundations in conflicting scenarios.

3.1.3 Current study

While the probabilistic graphical model (PGM) introduced in chapter 2 provided valu-

able insights regarding conflict within and between political agents, it relies on a few

assumptions which are not supported by literature. The contribution of the current work

includes two distinct model updates that relax some of these assumptions. The first revi-

sion lets the moral foundations of the agent to co-vary such that the endorsement of one

foundation can influence that of another. The second revision introduces the concept of

within-cluster agreement. This also involves co-variation between foundations but this

time between the foundations of the event - that is, we assume that events likely to trigger

a foundation within a particular cluster are likely to trigger multiple such foundations.

To allow for these changes we need to introduce a slightly different type of PGM, one

that does not ascribe directionality to the interaction between some variables. Hence, we
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implement a partially directed acyclic graphs (PDAG) which is capable of hosting both

types of edges. Technical details about undirected graphical models and PDAG can be

found in appendix A.2.2.

Let us now consider the implication of these changes. For one, we do not expect to

see any significant differences regarding the pattern of results. That is, we still expect

to find right-wing ideologies more likely to have conflicting beliefs than left-wing ones.

Where we do expect to find differences is at the specific scenarios and the magnitude

of the conflict/moral disengagement. In short, we expect to find the same pattern of

results, but not the same numbers. In particular, for liberals we anticipate a lowered

conflict probability when in a within individualising foundations conflicting scenario,

while for conservatives a lowered conflict probability for within a binding foundations

conflicting scenario. We expect to see an increased marginal (i.e., across all scenarios)

probability of conflict for political centrists. We also expect to see an increased marginal

(i.e., across all political orientations) probability of conflict for between individualising

and binding foundations conflict scenarios. Similar patterns should arise regarding the

moral disengagement variable.

3.2 Methodology

In this section we will only discuss the revisions and not the whole model. The interested

reader can find a detailed description of the complete model in section 2.2. Moreover,

the interested reader might also want to refresh his/her knowledge on PGMs (appendix

A.2 or –for a more extensive read-through– Koller and Friedman (2009)).

3.2.1 Theoretical description

The revisions of the PDM-A took place in the political orientation space which consists

of the political orientation variable and the five moral foundations of the agent, and

in the conflict space. The five moral foundations now have pairwise connections with

their neighbouring nodes. That is, care is now connected to fairness, fairness to loyalty,
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loyalty to authority, and authority to purity. Note that in reality each foundation is

interconnected with all of the other foundations resulting in 5 × 5 − 5 × 1 connections,

but adding all these links in the model would increase the complexity of the model even

more perhaps leading to intractable distributions. In theory, all these links just reflect

that the activation of one node can influence the activation of another.

To make sure we will not unnecessarily increase the already increased model complex-

ity, we registered the second revision in a slightly different way. This time we did not add

connections between the event’s moral foundations, instead, we redesigned the conflict

function. As we will see, this has technical and theoretical implications. We introduced

a mechanism which intensifies conflict based on whether the event’s moral foundations

belong in the same cluster or not. For example, if, in a given event, there are two found-

ations enabled and conflicting, and each of which is coming from a different cluster (i.e.,

individualising vs binding) then we boost the probability of conflict by a small increment.

Adding this mechanism in the conflict function implies that the event’s moral foundations

do not explicitly influence one another, rather, the influence takes place within the agent.

We theorise that this is the case as the nature of the event’s moral foundations is rather

subjective, and that the agent is the one who ascribes meaning to them. This is also the

case for the agent’s moral foundations: the influence of one on another takes place within

the agent. After the calculation of the agreement parameter, and the subsequent revision

of the conflict, the computations of the moral disengagement remained unchanged. You

can see the PDM-A graph in figure 3.1.

3.2.2 Formal description

The model has now a few important modifications regarding its formal qualities. First of,

the addition of undirected edges mutates the model from Bayesian Network to Partially

Directed Acyclic graph (PDAG). As we discuss in appendix A.2.3, PDAGs have a few

different properties from directed graphs. Perhaps the most important difference is the

introduction of pairwise factors which mutually influence one another. That is, the activ-

ation of one is related to the activation of the other. Note that there is not a parent-child
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Figure 3.1. The revised version of the model having the undirected edges between the
agent’s moral foundations added. G
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relationship between them, rather, they are simply two neighbouring nodes connected

by an undirected edge. Formally, the edges we added are: mf 1
a—mf 2

a , mf 2
a—mf 3

a ,

mf 3
a—mf 4

a , mf 4
a—mf 5

a . Note that we only add pairwise edges, meaning that, for ex-

ample, mf 1
a links only to mf 2

a and not to mf 3
a . However, node mf 1

a can still –indirectly–

affect node mf 3
a , since node mf 1

a affects mf 2
a , mf 1

a—mf 2
a , which, in turn, affects mf 3

a ,

mf 2
a—mf 3

a . Conveniently, as far as agent’s moral foundations go, the conflict function

remains the same since the levels of each of the agent’s moral foundation variables are the

same (i.e., disabled, enabled low, enabled medium, enabled high). The conflict function

does change, however, when it comes to event’s moral foundations.

Instead of using undirected edges and factors to portray relationships between an

event’s moral foundations, we do so in the conflict function. There are both theoretical

and technical motivations for this. Technically, adding more factors would render the

model inefficient if we wanted to add learning to it, as the parameterisation would explode,

and learning across such a large parameter space would require more data than is available

to us. Moreover, from a theoretical perspective, we prefer locating the relationships within

the agent (i.e., in the conflict function), rather than the external world (i.e., event’s moral

foundations), as we believe the agent is the one who ascribes moral value to the event;

thus, psychologically, the influence process should be intrinsic. Formally, the conflict

function is now:

P (C |MFa,MFe) = 1− sqrt(e2) ∗ d+ exp(a; β) (3.1)

where e is the energy, or how enabled all foundations are, d is the total difference between

the foundations, a is the agreement metric between the foundations, and the exp(χ; β) is

an exponential function on χ with a scale parameter β. We calculate e like so:

e =
f̂

max f ∗ 0.5
(3.2)

where f̂ is the mean of the left, l, and right2, r, sums of the agent’s foundations multiplied

2Note again that left and right are not political terms, but rather indicate disagreement between
active foundations.
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by the event’s foundations resulting in pointing either to the left, or the right :

f̂ =
l + r

2
(3.3)

We scale f̂ with the constant max f which is the maximum value possible out of the

sum of l and r. This constant of course depends on the given parameters; in our case

f̂ = 15. We halve this value as the maximum mean of the left and right sums cannot

exceed max f/2.

The difference d in equation 3.1 is computed by calculating the difference between the

left and the right activation values and dividing this by max f like so:

d =
l − r

max f
(3.4)

We do not have to halve max f here, since, given the initial parameters, the value of the

difference can exceed max f/2 but not max f .

The agreement term a is computed by calculating the distance muD between the mean

activation of the individualising foundations mui, and the mean activation of the binding

foundations mub, and scaling by 6 which is the max distance between mui and mub.

Then we multiply this distance by the complement of the distance each of the clusters

has from zero zD. The bigger the distance between the moral foundation activations, the

less the agreement. After having calculated the agreement, we plug it into an exponential

distribution function and add the results to the conflict. Larger agreement values result

in smaller increments of the exponential function. Formally, the agreement parameter is

computed like so:

a =
muD ∗ (1− zD)

dP
(3.5)

where dP is a constant parameter which controls the magnitude of the increment.

3.2.3 Initial setup

In general lines, the model set up was the same as its first version in chapter 2. The

principal change is the incorporation of connections between the agent’s moral found-

ations, in the form of pairwise factors. These connections are fixed throughout model
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iterations. Since our model is not equipped with the capacity to learn, we manually ad-

ded correlation weights between foundations based on 689, 384 empirically observed val-

ues (Moral Foundations Data Set from YourMorals.org, personal communication Haidt,

2018). YourMorals.org website, which has over the years collected self-reported responses

from over 200,000 respondents and contains subsamples of thousands or tens of thousands

of respondents from different global regions Briefly, we added positive correlations within

foundation clusters (i.e., individualising and binding), and a negative correlation between

clusters. Since we only used pairwise correlations, the specific links were: positive for

mf 1
a—mf 2

a , mf 3
a—mf 4

a , mf 4
a—mf 5

a , and negative for mf 2
a—mf 3

a . Besides the incorpor-

ation of these correlation weights the rest of the model setup remained the same.

3.3 Results

3.3.1 Probability of conflict for political agents

The main question the current study remains the same: whether there is any difference in

the conflict and moral disengagement frequencies between different political orientations.

The way we tackle this is again by using diagnostic reasoning having first observed some

evidence. Comparing just the probability of a conflict between conservatives and liberals

we have P (c1 | liberal) ̸= P (c1 | conservative), and in particular P (c1 | liberal) < P (c1 |

conservative). As we can see from table 3.1, when we hold everything else equal, liberals’

probability of experiencing a conflict is 0.28 while conservatives’ probability of conflict

is 0.34. It is important to note here that none of the event’s moral foundations have

been observed - they follow a uniform distribution for the four levels of being activated

(activated low and pointing to the left, activated high and pointing to the left, activated

low and pointing to the right, activated high and pointing to the right). While there is a

small chance of not being activated at all, when we have a political agent in potentially

conflicting settings, then if this political agent is liberal, she is less likely to experience

conflict than if she is conservative.

Moving away from the centre, further to the right and to the left of the spectrum we
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Table 3.1
Probability distributions over P (C | PO)

Political orientation
V.Liberal Liberal Conservative V.Conservative

Conflict
Disabled 0.74 0.72 0.66 0.66
Enabled 0.26 0.28 0.34 0.34

Note. We can see that liberals are less prone to conflict than conservatives, keeping everything
else equal.

have extreme liberals and extreme conservatives. Repeating the same steps and applying

the same algorithms for this comparison, we find that extreme liberals’ probability of ex-

periencing a conflict is 0.26 while extreme conservatives’ probability of conflict is 0.34 (see

table 3.1). These results are quite interesting. First we can see that the model predicts

that conservatives have a higher marginal probability of conflict than liberals, but what

is more interesting is the relative relationship of this trend to the trend depicted in the

conservatives versus liberals table 3.1. Comparing conservatives to extreme conservatives

we observe that these two ideologies are almost equally probable to experience conflict,

while extreme liberals are slightly less probable to experience conflict than liberals. The

upward trend of conflict from left to right breaks at conservatives, where extreme conser-

vatives display a similar chance of experiencing conflict. Table 3.2 depicts the differences

between these two groups of political ideologies (extreme and less extreme).

Table 3.2
Difference between probability distributions over P (C | extreme*) and P (C |
standard**)

Political orientation
Very liberal - Liberal Very conservative - Conservative

Conflict
Disabled 0.2 0.00
Enabled -0.2 0.00

Note. *Extreme represent the two extreme political ideologies: very liberals and very conservat-
ives; Standard** represent the two less extreme political ideologies: liberals and conservatives.
We can see that very liberals probability of conflict is less than this of liberals’, but the right-wing
ideologies are equally probable to experience conflict.

Let us now turn our attention to moral disengagement. As a reminder, a decision

making unit merely reflects the willingness of an agent to take an action, that is, the

relative order and magnitude of the willingness to morally disengage. Calculating the

expected utility of moral disengagement actions between liberals and conservatives for
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the aforementioned scenario, we find that liberals’ expected utility for disengaging after a

potential conflict is 1.15, while conservatives’ score is 1.57. That is, in general, given the

potential for conflict, conservatives would choose to disengage more often than liberals.

Computing the expected utility of moral disengagement for extreme liberals and ex-

treme conservatives reveals that the expected utility for disengaging after a potential

conflict is 1.07 for extreme liberals, while extreme conservatives’ score is 1.54. We can

see that there is a similar trend between extreme and less extreme ideologies with regards

to conflict. That is, extreme liberals are less prone to disengagement and less likely to

experience conflict than liberals. Similarly, extreme conservatives less more prone to dis-

engagement, as well as to experience conflict than conservatives (see figures 3.2 and 3.3).

Figure 3.2. Probability of conflict over political orientation.

Different moral scenarios

The main questions of our project were answered by the aforementioned queries. These

queries did not involve the event’s moral foundations, in the sense that the event’s moral

foundations were not observed. That is, these queries were focused on average agent

tendencies to experience conflict and disengage, rather than their probability to do so

in response to a specific event type/profile. However, we will now turn our attention to

queries involving the event’s moral foundations. Such queries can answer questions of
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Figure 3.3. Expected utility of moral disengagement under different conflicting scenarios
over political orientation.

the sort ”given that the political orientation of an agent has been observed, what is the

probability of conflict in response to a within binding conflicting event”? To formalise

this, we would just have to observe, e.g., a liberal, and then a conflicting scenario which

involves only binding foundations. To do so we could set one of the binding foundations

to be enabled and pointing to the right, and another binding foundation to be enabled

and pointing to the left. Let us see this in practice.

As in the previous chapter, there are three different types of conflicting scenarios:

within individualising conflict (WIC), within binding conflict (WBC), and between in-

dividualising and binding conflict (BIBC). The WIC setting is a scenario where the two

individualising foundations are both enabled but pointing to different directions, while

the three binding foundations are all disabled. Formally, our problem now is to find the

probability of conflict given a within individualising conflicting event, for each political

orientation:

P (c1 | Ie = Left2, IIe = Right2, IIIe = 0, IVe = 0, Ve = 0, PO) (3.6)

where Left2 and Right2 indicate that the given foundation is enabled and pointing either

to the left or to the right. Left1 would denote an lowly activated foundation pointing

to the left while Left2 would denote a highly activated foundation pointing to the left.
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For the sake of simplicity, we will not mention the name of the foundation if all five

foundations are observed. For instance, equation 3.6 is equivalent to:

P (c1 |MFe[Left
2, Right2, 0, 0, 0], PO)

where MFe[Left
2, Right2, 0, 0, 0] are the values assigned to the event’s five moral found-

ations going from left (I) to right (V ).

In terms of computations, the steps we follow to solve this query are the same as be-

fore, with the only difference being that now we have observed more evidence (we know

the event’s moral foundations values). Running the model with these settings, we get

the probability of conflict under a WIC scenario for each political orientation: 0.39, 0.33,

0.21, 0.14, 0.09 for extreme liberals, liberals, centre, conservatives and extreme conser-

vatives, respectively (see also table 3.3, row 1). We can see that there is a downward

trend spanning from very liberal to very conservative, with very liberal having the higher

probability to experience conflict while very conservative the least. That is of course to be

expected, as liberals are the political agents who most uphold the individualising founda-

tions (Graham et al., 2009), and since the conflict function requires strongly held beliefs,

liberals would be more likely to experience conflict. Regarding the moral disengagement,

we see that the same pattern arises, with expected utility values decreasing from left to

right across the political spectrum: 1.68, 1.36, 0.82, 0.52, 0.32 for very liberal, liberal,

centre, conservative and very conservative, respectively (see also table 3.3, row 2) in a

scenario where only the individualising foundations are enabled.

Naturally, the next query is for the probability of conflict in a WBC scenario P (c1 |

MFe[0, 0, Right
2, Left2, Left2], PO). Note here that there are more options for conflict-

ing scenarios since the binding foundations are one more than the individualising ones.

For example, another WBC scenario could be MFe[0, 0, Left
2, Left2, Right2] or even

with one of the three foundations being disabled MFe[0, 0, Right
2, Left2, 0]. The results

are more or less the same for all combinations, thus we arbitrarily report just one of

them (all three binding foundations are enabled, but one of them points to the opposite

direction than the rest two). The results are quite straightforward: a downward trend

spanning from very conservative to very liberal. Running the model with these settings,
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Table 3.3
Probabilities of conflict, and expected utilities for moral disengagement for all
three types of events

Political orientation
Very liberal Liberal Centre Conservative Very Conservative

Within individualising foundations conflicting scenario
Conflict 0.39 0.33 0.21 0.14 0.09
MD* 1.68 1.36 0.82 0.52 0.32

Within binding foundations conflicting scenario
Conflict 0.06 0.12 0.29 0.40 0.45
MD* 0.23 0.51 1.26 1.91 2.25

Between individualising and binding foundations scenario
Conflict 0.36 0.39 0.45 0.40 0.32
MD* 1.86 2.15 2.53 2.26 1.66

*Moral Disengagement.

we get the probability of conflict under a WBC scenario for each political orientation:

0.06, 0.12, 0.29, 0.40, 0.45, for very liberals, liberals, centre, conservatives and very con-

servatives, respectively (see also table 3.3, row 3) in a scenario where only the binding

foundations are enabled. As before, the moral disengagement expected utility follows the

same pattern as the probability of conflict: 0.23, 0.51, 1.26, 1.91, 2.25 (see also table 3.3,

row 4).

So far, We have seen that liberals are more prone to experience conflict within an

individualising conflicting event, and that conservatives are more prone to experience

conflict within a binding conflict event. But what about a conflicting event between

individualising and binding foundations? That seems less straightforward, but exploiting

PGM framework features make such queries simple. Running diagnostic reasoning on a

scenario where we have observed a potentially conflicting event between individualising

and binding foundations P (c1 | MFe[Left
2, Left2, Right2, Right2, Right2], PO) we get

the probability of conflict for each political orientation 0.36, 0.39, 0.45, 0.40, 0.32, and

the moral disengagement expected utilities 1.86, 2.15, 2.53, 2.26, 1.66 (see also table 3.3,

rows 4 and 5).

Here we see an interesting pattern. It seems like a pyramid-shaped pattern where
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agents in the centre of the political spectrum are more likely to experience conflict and

to disengage. Then, although liberals and conservatives have almost the same values,

extreme liberals are more likely to experience conflict and disengage than extreme con-

servatives. Note here that this time the results do depend on which combination of

foundations we use. For example, the result would be different if we had a scenario where

only one individualising foundations was enabled, against all the three binding founda-

tions MFe[0, Left
2, Right2, Right2, Right2]. We report all possible meaningful combina-

tions in figure 3.4, but we spend more time discussing the maximal case where all of the

foundations are enabled, and the two clusters point to different directions (see figure 3.5,

BIBC).

Figure 3.4. Probability of conflict over political orientation.

Another interesting pattern arising from the above results is that of the magnitude

of conflict for each of the conflicting scenarios. We can see that BIBC triggers the

greater probability of conflict, regardless political orientation, followed by WBC and

then WIC. This is also confirmed by running diagnostic reasoning on the conflict variable,

but this time having only observed the event’s moral foundations leaving aside political

orientation: 0.24, 0.26, 0.38, for WIC, WBC, and BIBC, respectively.

In summary, there are several interesting findings from PDM-A. First, we saw that

on average conservatives are more likely to experience conflict than liberals, but this
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Figure 3.5. Probability of conflict over political orientation. WIC : Within Individualising
Conflicting event. WBC : Within Binding Conflicting event. BIBC : Between Individual-
ising and Binding foundations Conflicting event.

trend fades off for extreme conservatives who seem slightly less likely to experience con-

flict than conservatives (see figure 3.2). Considering responses to specific types of moral

scenario, we see that liberals are more likely to experience conflict in a within individu-

alising conflicting event, conservatives are more likely to experience conflict in a within

binding conflicting event, and individuals who are on the centre of the political spectrum

are slightly more likely to experience conflict in a between binding and individualising

foundations conflicting event (see figure 3.5). Though interestingly, in this case as well,

extreme liberals are more likely to experience conflict, and thus more probable to morally

disengage, than extreme conservatives. Regarding the moral disengagement expected

utility, for the most part this follows the same trend as the probability of conflict (see

figure 3.3).

3.4 Discussion

The current study extends the conflict model presented in chapter 2 by addressing two

gaps: 1) adding (preliminary) interactions between the agent’s moral foundations so that

the activation of one can influence the activation of another, and, 2) systematically ex-
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ploring the ramifications of assuming that foundations coming from the same cluster tend

to be more compatible than foundations coming from different clusters. Following these

adjustments, the aim of the study remained the same: to explore how moral values might

lead to conflicting beliefs, which in turn drive one to disengage from these beliefs. The

findings were still in line with our main prediction: the farther one scores on the political

spectrum, the more probable one is to experience conflict, and to disengage to resolve

the conflict. This finding, for the most part, replicates the equivalent finding of the first

version of the model (PDM), but this time the conflict intensity is slightly increased. In

particular, in PDM the probability of conflict for extreme liberals, liberals, conservatives

and extreme conservatives was 0.21, 0.21, 0.28, 0.27, while in PDM-A the equivalent

values were 0.26, 0.28, 0.34, 0.34 (although, in actuality conservatives > extreme conser-

vatives, but due to rounding they have the same value, the difference however is more

apparent when looking figure 3.2). Adding interactions between agent’s moral found-

ations leads to agents having more segregated moral matrices. That is, the difference

between binding and individualising foundations increases. Having in mind the conflict

function which states that the probability of conflict increases when two or more found-

ations are highly enabled and incongruent, we can explain the increase in conflict we

observe in PDM-A. The difference between foundation clusters are now larger, and larger

differences lead to larger disagreement, which in turn leads to inflated conflict values.

Noteworthy is the now smooth decrease in conflict from conservatives to extreme

conservatives, in comparison to the steep drop found in PDM. That is the opposite

pattern found in the more liberal political positions, where, initially a small rise spanning

from very liberal to liberal was observed, but now this rise is steeper. That, in a sense,

describes one aspect of the effects our latest adjustments had on the model results: the

farther to the right we look, the more the increase added by the adjustments. Model-

wise, that could be explained by the increased separation between clusters introduced by

the added interactions in the agent’s moral foundations. In other words, now that the

activation of one foundation can influence the activation of another, we observe agents

upholding moral foundations in a more segregated manner. For example, in PDM of
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the model it was possible to observe an agent having all five foundations highly enabled

(although some of them might be silenced by event’s moral foundations). This case now is

less frequent, since the activation of the binding foundations will suppress the activation

of the individualising ones (and vice versa to a lesser extent). Thus, allowing foundations

interact with one another will result in agents having more discrete moral values in terms

of foundation clustering, which will in turn lead to an increased chance of conflict for

people who value the three binding foundations in a greater extend, flattening the drop

from conservatives to very conservatives.

Regarding the conflict triggered within different conflicting scenarios, the findings

again showed a similar pattern to these of PDM. When only the individualising founda-

tions are enabled and conflicting (WIC), liberals are far more likely to experience conflict,

and as a result disengage. On the contrary, when only binding foundations are enabled

and conflicting (WBC), conservatives are the ones more probable to experience conflict-

ing beliefs, pushing the agent to disengage more often. As PDM predicted, the fading

off pattern of extreme conservatives was absent in WBC scenarios, as well as the fading

off pattern of extreme liberals was absent in WIC scenarios. That is, extreme conservat-

ives and extreme liberals are far more probable to experience conflict than conservatives

and liberals in WBC and WIC scenarios, respectively. We also see that when the in-

dividualising foundations are turned off, the probability of conservatives to experience

conflict decreases more than that of extreme conservatives. In other words, care and

fairness foundations can explain at least some of the conflict probability in conservatives,

while almost none in extreme conservatives due to the fact that conservatives value more

equally all the five moral foundations than extreme conservatives, who seem to value the

binding foundations significantly more than the individualising ones.

We found that left-wing political ideologies are more likely to experience conflict in

a within individualising foundations conflicting event, while conservatives in a within

binding conflicting event. However, there are differences in the probability of conflict

each of these two political orientations experience under the different settings. In partic-

ular, extreme conservatives are far more likely to experience conflict in a within binding
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conflicting event than extreme liberals are in a within individualising conflicting event.

This replicates the previous chapter’s finding that conservatives have a higher probab-

ility to experience conflict even when we control for within individualising and binding

foundations.

When we look at conflicting events triggered by between individualising and binding

foundations (BIBC), things are again similar to what PDM predicted, with a few differ-

ences in the magnitude of the conflict. As in PDM, the results have a pyramid-like shape,

peaked over the center of the political spectrum, and the probability of conflict dropping

off at either end. The drop from centre position to either the left or the right of the

political spectrum is substantially steeper than it is without the current modifications.

In particular, the conflict values the PDM predicted for BIBC scenarios were 0.35, 0.37,

0.38, 0.37, 0.33, with a mean of 0.36 and a standard deviation of 0.02, while the same

values of PDM-A are 0.36, 0.39, 0.45, 0.40, 0.32, with a mean of 0.38 and a standard

deviation of 0.05. We should also discuss the increase in the mean conflict between the

BIBC results of PDM and PDM-A, and more generally the increase in the conflict values.

Technically, part of this rise can be attributed to the terms added in the conflict func-

tion. To remind you, we altered the conflict function so as to intensify the conflict based

on the agreement of the event’s moral foundations (i.e., whether or not the foundations

belong in the same cluster). Now, since we only add to the conflict, rather than also

penalise an opposing scenario (e.g., penalise the conflict when the foundations belong

in the same cluster), it is reasonable to observe an inflammation in the average conflict

value predicted by the model.

3.4.1 Known limitations

Although the current study works on a few potential limitation of the model presented in

chapter 2, it does come with its own limitations. First, the choice of the parameter term in

the conflict function is somewhat arbitrary. Intensifying the conflict coming from between

clusters is not the only way to formally describe the hypothesis that beliefs coming from

different clusters lead to an increased probability of conflict. For example, we could have
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also used a function which penalises the conflict coming from within clusters, or even both

penalising and intensifying terms. Future research could try out these various options and

see how conflict distribution changes. Using a function allowing within-cluster decrease

in conflict and between cluster increase in conflict would probably render a different

perspective to our question; segregation between clusters would potentially increase in

a way that there would be a higher agreement within clusters and higher disagreement

between clusters. This could lead to a decreased marginal probability of conflict, as

within-cluster chance of conflict would decrease. We chose to to use only the intensifying

term on the basis of the existence of conflict coming from the same clusters, but different

options are available.

In the next chapter we present a study where empirical data where collected and com-

pared against the model predictions. Besides validating the model, collecting empirical

data also helps us decide between which of the two versions more accurately reflects real-

ity. We saw that the differences between the older and the newer versions were limited

only to the conflict and moral disengagement magnitude, but is the complexity introduced

by the later updates justified? Does it worth to trade away some accuracy for some com-

plexity? Collecting empirical data will help us answer these questions and validate our

model.

To sum up, the current study advances the conflict model presented in chapter 2 by

filling up a few theoretical gaps. In particular, PDM-A introduces interactions between

the agent’s moral foundations, and the concept of agreement between the event’s moral

foundations. With these, however, it also introduces some unavoidable complexity, which

might not be justifiable on the grounds of advancement: the results of PDM-A are not far

away from what PDM predicted. To clarify whether or not we should keep the alteration

of PDM-A, in the next chapter we collect empirical data, and we compare it to model

predictions.
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Chapter 4

Moral disengagement and political

orientation: Emprical study

4.1 Introduction

In the last two chapters we made an attempt towards what it seems to be the first formal

model of cognitive processes that might trigger moral disengagement in a binary man-

ner (i.e., either disengagement or not disengagement). We are aware that the literature

introduces more shades of disengagement described as strategies (Bandura et al., 1996;

Bandura, 1999) which occur embedded within both complex situational factors and cog-

nitive processes. We chose to make a few simplifying assumption since the considerations

of such variables as morality, political ideologies, and cognitive dissonance and disen-

gagement, addressing them all in an interrelated manner, is a complex task on its own.

Nevertheless, it is also an uncharted area whose results could lead to advances in the

understanding of the processes of ideological polarisation (e.g., Neal, 2020), echo cham-

bers (e.g., Garrett, 2009), political conflicts (e.g., Knutsen, 1995), and more. Complex

analytical tools such as computational modelling, whilst powerful and insightful, they

still need empirical data to validate them. The role of the current study is to compare

empirical findings to model predictions in order to decide whether or not the theoretical

model accurately reflects the reality.
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4.1.1 Moral disengagement

A fruitful theoretical account regarding why people act unethically at work is moral

disengagement (MD) (Bandura, 1986, 1999). Moral disengagement consists of a list of

cognitive methods that enable a person to suppress their moral values and act immorally

with no feeling (severe acute) of distress. Since the introduction of this theory, we have

witnessed a growing research among almost every field in psychology and social sciences.

In the field of individual differences, scientists have found that people’s honesty-humility

(Ogunfowora & Bourdage, 2014), leadership self-efficacy and affective motivation to lead

(Hinrichs et al., 2012) authenticity (Knoll et al., 2016), interpersonal justice perceptions

(A. Lee et al., 2019), perceptions of earnings management ethics (Beaudoin et al., 2015),

moral identity (McFerran et al., 2010; Vitell et al., 2011; Kennedy et al., 2017), moral per-

sonality (McFerran et al., 2010), and religiosity (Vitell et al., 2011) all decrease the chance

that persons will morally disengage. Furthermore, studies have established that resource

exhaustion (K. Lee et al., 2016), mental entitlement (A. Lee et al., 2019), organisational

identification (Chen et al., 2016), non calculative incentive to lead (Hinrichs et al., 2012),

psychopathy (Stevens et al., 2012), and negative affects (Fida et al., 2015) all rise the

chance that people will use one or more of the MD mechanism. Extending the MD theory

(Bandura, 1986, 1999) R. A. Baron et al. (2015) discover that entrepreneurs’ drive for

profit was positively correlated with MD, whereas their drive for self-realisation had the

opposite pattern. Employees’ perception of mental agreement violation and work-related

uncertainty are also positively correlated to MD (Astrove et al., 2015; Huang et al., 2017).

In several of these works, MD was a fundamental factor that explained the effect

of individual differences on estimates of corrupt behaviour. During socialisation, indi-

viduals embrace moral values that function as mentors and as important foundations

for self sanctions about ethical behaviour (Bandura, 1999). Throughout this proced-

ure individuals supervise their behaviour in specific circumstances, judge it regarding

their moral values and perceived conditions, and adjust it by the outcomes they apply

themselves (Bandura, 2002). Therefore, hostility inhibitory mechanisms may occasion-

ally get disregarded (Bandura et al., 2001; Bandura et al., 1996; Keltner & Robinson,
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1996). Furthermore, extending sociocognitive theory, MD mediates the influences of self

monitoring on immoral decision making (Ogunfowora et al., 2013), authenticity on im-

moral behaviour (Knoll et al., 2016), jealousy on social sabotage (Duffy et al., 2012), re-

source exhaustion on undermining (K. Lee et al., 2016), psychopathy on immoral decision

making (Stevens et al., 2012), latent ideas on deception strategies (Tasa & Bell, 2017),

observations of profits management ethics on morally questionable accounting exercises

(Beaudoin et al., 2015), and employee creativity on workplace irregular behaviour (Zheng

et al., 2019). Bringing together sociocognitive with attribution theories to describe why

and when people conduct counterproductive work behaviour after they experienced men-

tal agreement violation, Astrove et al. (2015) discovered that MD completely mediated

the positive correlation between mental agreement violation and counterproductive work

behaviour.

Although there are plenty of studies exploring the relationship between MD and vari-

ous behavioural conduct, there is a research gap when it comes to MD and political

ideology. To our knowledge, the relationship between ideology and MD has been invest-

igated only by Jackson and Gaertner (2010), and Villegas de Posana et al. (2018). The

scarce number of studies exploring this relationship only highlight their importance, and

the lack of related evidence.

4.1.2 Ideology

Ideology has multiple definitions (Gerring, 1997); here, adopt a somewhat generic one

suggested by Seliger (1976), who regarded ideology as a ”set of ideas ...[that]... explain

and justify ends and means of organised social action and specifically political action” (p.

11). Later, an extension of this definition involved behaviour and beliefs in their concept

of ideology, apart from ideas or values (Jost et al., 2009). Ideology can serve either as an

explanation of the world (in the eyes of a particular person) or as a formula specifying

how the world should be “. . . specifying acceptable means of attaining social, economic,

and political ideals” (p. 309). That list of values, ideas, and behaviours has cognitive,

affective, and motivating qualities, so that ideological dedication is a robust predictor of a
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variety of attitudes, choices, judgements and behaviours (Villegas de Posana et al., 2018).

Moreover, ideology is often regarded as a system-justifying mechanism for rationalising

how stuff are or needs to be (Zimmerman & Reyna, 2013). However, ideology is (at

least) a bi dimensional construct, consisting of social and economic dimensions (Feldman

& Johnston, 2014).

Jackson and Gaertner (2010) checked if people who scored high on the right-wing

authoritarianism (RWA) scale, and people who scored high on the social dominance

orientations (SDO) scale endorsed war as political interference and if such endorsement

was mediated by MD. A different use of the mechanisms was predicted based on the

ideology, but that prediction was not confirmed by the data. In actuality, either group

utilised all disengagement mechanisms, mainly minimisation of consequences and moral

justifications, but more strongly so RWA. Villegas de Posana et al. (2018), explored

the usage of MD mechanisms by two Colombian illegal armed groups (guerrillas : leftist

- revolutionary group (Wikipedia, 2020); paramilitaries : right-wing - national defence

group), in addition to discrepancies among the groups. The results showed that the most

frequently used mechanisms were: attribution of blame, euphemistic labelling, moral

justification, and labelling with undesirable names (a type of dehumanisation). Moreover,

the analysis uncovered differences among groups only in the amount of press releases, but

not in the frequency or kind of the mechanism used. That is, either group used the same

disengagement mechanisms and the rate of each was equivalent between the groups, a

finding which is almost in line with what Jackson and Gaertner (2010) found: there

are no significant differences between left and right ideologies in how frequent they use

disengagement mechanisms.

Although the results and conclusions of the aforementioned studies almost point to-

wards the same direction (i.e., the frequency of moral disengagement does not differ

significantly among political orientations), broader research is needed since the exist-

ing one is limited to particular aspects of moral disengagement mechanisms. Specifically,

both studies involve a war-like character either in the form of testing illegal armed groups

(i.e., Villegas de Posana et al., 2018), or in the form of asking a single question regarding
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the approval of war as a political intervention(i.e., Jackson & Gaertner, 2010). These

war-like elements of these studies might not engage the day-to-day disengagement mech-

anisms used by individuals in a typical day. Moreover, Villegas de Posana et al.’s (2018)

sample (illegal armed groups) is not representative of the average political agent, mak-

ing its result even less generalisable to the broader population. Research entailing more

typical individuals and scenarios is thus needed.

4.1.3 Our study

The two studies mentioned above suggest that moral disengagement frequency and in-

tensity is almost similar between different ideologies (Villegas de Posana et al., 2018)

when the subject of disengagement entails violence. What about the more day-to-day

events, and the more typical individual? Do conservatives disengage as often as liberals?

Our model predicts that conservatives, overall, should disengage more than liberals. This

is the question the current study tries to answer. An important note here is that, in

order to make the results of the current study directly comparable to the predictions of

the model we do not differentiate between the eight disengagement mechanisms, rather

we tally out the different mechanisms into one general score of disengagement, according

to the author of the disengagement scale (C. Moore et al., 2012). There is an issue this

raises, to which we will return.

Briefly, do different ideologies tend to rely on different disengagement mechanisms

more than others? Although the studies mentioned previously seems to suggest that

they do not, we saw there are a few methodological issues: 1) the external validity of the

conclusions (i.e., the extent to which the conclusions of these studies can be generalised

to the wider population), as well as, 2) the validity of their measurement of ideology since

they did not measure ideology directly. Furthermore, pre-existing literature in psycho-

logy (e.g., SDO, racism, etc) show that right-wing/conservative ideology is significantly

more racist and accepting/endorsing of inequality and prejudice, which implies that such

people should be more willing to use the moral disengagement mechanism dehuman-

isation than leftists In the same vein, one could use the same argument for right-wing
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associations, system justification, and victim blaming, which are more endorsed by con-

servatives. Thus, the scarce amount of studies (Villegas de Posana et al., 2018; Jackson

& Gaertner, 2010) predicting no differences in disengagement frequency between polit-

ical orientations, and the contrary implications posed by pre-existing research indicate

that there is a gap on the topic. Our goal is to fill that gap, and thus contribute to our

understanding of the psychological mechanisms behind experiencing conflicting beliefs

and then disengaging from these beliefs. The frequency in the usage of disengagement

directly implicates the frequency of cognitive dissonance/conflict experienced by people

with differing ideologies. The second goal of the study is to gather empirical evidence to

support or reject the predictions made by the conflict model presented in the previous

chapters.

Based on our model predictions, we expect to find a relationship between political

ideology and disengagement scores. Specifically, our model predicts that the more to

the right one scores on the political spectrum, the higher their score on disengagement

scale too. This relationship should break in extreme conservatives with them being less

prone to use disengagement mechanisms than other rightists. We also expect that this

relationship will hold true even after controlling for right-wing authoritarianism (RWA)

and social dominance orientations (SDO), as it was found by the mediation analysis of

Kugler et al. (2014): liberal-conservative difference in moral intuition was significantly

mediated by RWA and SDO, in a way that conservatives’ larger appreciation of ingroup,

authority, and purity concerns can be attributed to greater levels of authoritarianism,

while liberals’ larger appreciation of fairness and harm avoidance can be attributed to

smaller levels of social dominance.

It is worth mentioning at this point that for testing model predictions we merged

two different datasets. The common questionnaires –and the ones we are more interested

in– administered to participants in both datasets are the moral foundations and moral

disengagement questionnaires, as well as a self-reported scale of political orientation.

Evaluating model predictions only requires these three variables, although in one of the

two datasets we also collected SDO and RWA data. Thus, the reader should bear in mind
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when reading the following sections, that the power of the predictions made about SDO

and RWA is inferior to the rest of the results. We do elaborate on that when we discuss

the limitations of this study in the discussion.

4.2 Methodology

4.2.1 Participants

This study has two sub-samples of data that were combined and analysed together, one

coming from employees from various UK companies (N = 276, mean age mu ≃ 30, age

range 18 − 60+, females = 84). and the other consists mostly of Italian students of the

Unisob University in Naples (N = 64, mean age mu ≃ 30, age range 18 − 60, females

= 48).

4.2.2 Measurements and procedure

The current study is a cross-sectional survey which measures the variables at interest

in one single time. Participants had to fill an online questionnaires having four scales

plus demographics. The order of the scales was randomised between participants while

demographics were always completed at the end. The scales were: moral foundations

questionnaire (MFQ), right-wing authoritarianism (RWA) social dominance orientations

(SDO), moral disengagement (MDQ), and self-reported political orientation score. After

the questionnaires participants filled a form of demographics.

Moral disengagement questionnaire

The MDQ (C. Moore et al., 2012) consists of 22 items in total, and eight sub-categories.

Each item is on a 1-5 Likert scale where 1 is strongly disagree and 5 strongly agree. A

total moral disengagement score can be obtained by averaging the scores within category

and then summing these averages. In the current study we focus on the total score which

indicates a general tendency to disengage. For the Italian sample we used the Italian,

validated, version of the scale (Sili et al., 2014). Cronbach’s alpha in our study 0.853.
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Moral foundations questionnaire

The MFQ (Haidt & Joseph, 2007; Graham et al., 2009) consists of two parts, 32 items,

and six sub-categories (harm, fair, ingroup, authority, purity, and an extra one aiming

to track participant’s focus). In the first part, each item is on a 1-7 Likert scale with 1

indicating not relevant at all and 7 extremely relevant. In the second part, each item is

on a 1-5 Likert scale with 1 indicating strongly disagree and 7 strongly agree. For scoring

the questionnaire, we summed the scores within each sub-category, ending up having

five (six with the focus category) scores, each representing how much a given participant

upholds a given foundation. The Italian version was validated by BOBBIO et al. (2011).

Cronbach’s alpha in our study 0.861.

Social dominance orientation

The SDO scale (Pratto et al., 1994) consists of 17 items each of which is on a 0-4 Likert

scale where 0 is completely disagree and 4 is completely agree. For scoring the question-

naire, we summed all scores after reverse coding relevant items. The Italian version was

validated by Roccato and Ricolfi (2005). Cronbach’s alpha in our study 0.521. Note that

this scale was only used in one of the two datasets.

Right-wing authoritarianism

The RWA scale (R. A. Altemeyer & Altemeyer, 1981; B. Altemeyer, 2007) consists of

14 items each of which is on a 0-3 Likert scale where 0 is completely disagree and 3

is completely agree. For scoring the questionnaire, we summed all scores after reverse

coding relevant items. The Italian version was validated by Roccato and Ricolfi (2005).

Cronbach’s alpha in our study 0.729. Note that this scale was only used in one of the

two datasets.

Self-reported political orientation

The self-reported political orientation questions is on a Likert scale from 1 to 7, where 1

indicated very liberal and 7 indicated very conservative.
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Demographics

After filling the questionnaires, participants completed a demographic form consisting of

their sex, age, political orientation (two times, once as a questionnaire item embedded

within other previous items and once as demographic question; we did so as a measure

of tracking participants’ focus), and whether or not they were focused while they were

filling the questionnaires.

4.2.3 Pre-analysis

Data exclusion

There will be three exclusion methods. First, we use the focus sub-category of the moral

foundations questionnaire, where we exclude participants having a total score higher than

five. The focus sub-category consists of two irrelevant questions which are just used to

catch people who are not paying attention. For example, one of the questions is ”When

you decide whether something is right or wrong you take into consideration whether or

not someone is good at math.” Higher scores in this question indicate that the participant

was not paying enough attention.

Second, if the participant answers not focused at all at the how focused were you

during answering the survey? question, we exclude them from the analysis. We chose to

analyse only data coming from participants who where partially or fully focused. Last, as

another safety check we added two political orientation self-reported questions –one at the

beginning and one at the end of online survey. If there is a discrepancy of more than three

points between their answers, they are excluded. Again, this aims to test participants’

focus. If for example, the first time they are asked they declare they are very conservative,

while the second time they declare that they are very liberal (a difference of 4 in a 5-

scores Likert scale) we assume that they were just not paying enough attention. We will

also get advised from our regression models as for whether we should remove influential

values. The way the online survey is structured does not allow for incomplete cases.
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4.2.4 Analysis

After having removed outliers and created the political orientation variable, we run two

linear regression models. First, to establish whether or not the tendency of moral dis-

engagement can be predicted by political orientation, we run a simple linear regression

with outcome variable moral disengagement and predictor political orientation. Now, in

order to also test the unexpected model prediction presented in chapters 2 and 3, namely

that the positive disengagement pattern from left to right breaks on very conservatives,

we also run another linear regression but this time adding a quadratic term for political

orientation predictor. We then compare the two models to decide whether or not our

conflict model did a good job predicting that fading off pattern.

To evaluate whether the relationship between moral disengagement and political ori-

entation holds true even after controlling for SDO and RWA, we incorporate the SDO

and RWA variables into the above regression model. If the effect of political orientation

on moral disengagement holds true after including these two variables then we can ask

if the results matches model predictions, if it does not, then we could increase model

performances if we added more components to the model’s representation of political

orientation. Last, we only have the SDO and RWA scores from the Italian sample, so we

will only use this dataset when running this analysis.

4.3 Results

4.3.1 Descriptive statistics

In this sub-section we will present descriptive statistics for the two datasets both separ-

ately and merged. We will then discuss our results in relation to the descriptive statistics

we present here. Table 4.1 shows some descriptive statistics for UK and Italian datasets

separately. Table 4.2 includes descriptive statistics for both datasets merged.
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Table 4.1
Descriptive statistics for each sample separately

Variable Sample n mean sd min max skew kurtosis se
UK 276 16.76 4.18 2 27 -0.29 0.31 0.25

Harm
IT 64 24.02 2.94 15 30 -0.63 0.13 0.37
UK 276 18.13 3.62 5 27 -0.48 0.74 0.22

Fair
IT 64 23.55 2.51 18 30 0.01 -0.40 0.31
UK 276 14.34 4.09 0 25 -0.29 0.23 0.25

Loyalty
IT 64 19.50 4.59 3 30 -0.78 1.55 0.57
UK 276 14.67 4.21 0 25 -0.52 0.34 0.25

Authority
IT 64 16.78 5.01 2 27 -0.65 0.22 0.63
UK 276 12.88 4.76 0 25 -0.08 -0.20 0.29

Sanctity
IT 64 13.97 5.99 2 24 -0.29 -0.89 0.75
UK 276 18.04 6.63 8 37 0.48 -0.45 0.40

MD
IT 64 10.98 3.08 8 29.17 3.42 16.68 0.39
UK N/A

RWA
IT 64 22.28 2.75 17 29 0.28 -0.32 0.34
UK N/A

SDO
IT 64 24.11 5.07 15 38 0.42 -0.24 0.63
UK 276 3.17 0.73 1 5 -0.38 0.47 0.04

Pol. Or.
IT 64 3.03 1.05 1 5 -0.06 -1.20 0.13

Table 4.2
Descriptive statistics for both samples merged

Variable n mean sd min max skew kurtosis se
Harm 340 18.12 4.88 2 30 -0.12 -0.17 0.26
Fair 340 19.15 4.03 5 30 -0.31 0.35 0.22

Loyalty 340 15.31 4.65 0 30 -0.08 0.20 0.25
Authority 340 15.07 4.44 0 27 -0.45 0.28 0.24
Sanctity 340 13.09 5.02 0 25 -0.10 -0.36 0.27

MD 340 16.71 6.71 8 37 0.69 -0.33 0.36
RWA 64 22.28 2.75 17 29 0.28 -0.32 0.34
SDO 64 24.11 5.07 15 38 0.42 -0.24 0.63

Pol. Or. 340 3.14 0.80 1 5 -0.33 -0.02 0.04
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4.3.2 Moral disengagement and political orientation

We first run a simple linear regression to test whether moral disengagement (MD) can be

predicted by political orientation. The diagnostics of the first model indicated that there

are five influential values and so we excluded them from the analysis and re-fit the model.

The new model results showed that political orientation explained 2.1% of the moral

disengagement variance, F (2, 333) = 7.27, p = 0.007, R2 = 0.021. The results showed

a positive relationship between MD and political orientation, such that higher values of

MD are linked to higher (more conservative/right-wing) values of political orientation,

b = 1.25, std = 0.46, t = 2.7, p = 0.007, see also fig. 4.1).

Figure 4.1. Moral disengagement predicted by political orientation: linear term

We established that there is a linear relationship between moral disengagement and

political orientation, but the conflict model predicted otherwise. Specifically, the conflict

model predicted that moral disengagement increases the furthest to the right one scores on

the political spectrum, up until conservatives. This increasing pattern fades off, however,

for extreme conservatives (see fig.2.3). To visually inspect if that is the case in our

empirical data as well, we need to split our continuous political orientation variable to five

categories (i.e., very liberals to very conservatives. Doing so allows us to more specifically
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test different bins of political orientation, and as the figure 4.2 depicts, although the model

fit predicts a linear relationship between the two variables, the observations suggest a

quadratic relationship.
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Figure 4.2. Moral disengagement predicted by political orientation: binned term

To test if a quadratic term offers a better fitting to the data, we run another linear

model having this time a quadratic term representing political orientation. The model

results F (3, 332) = 12.41, p = 0.007, showed that political orientation explained 7% of the

moral disengagement variance R2 = 0.07. The results showed that moral disengagement

can be predicted by political orientation b = 12.15, std = 2.67, t = 4.55, p < 0.001,

and that political orientation squared can predict moral disengagement over and above

political orientation b = −1.79, std = 0.43, t = −4.15, p < 0.001 (see also fig. 4.3.

Comparing the first model (linear term) with the second model (quadratic term), we get
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clear results. Both the Bayesian information criterion (BIC) and the Akaike information

criterion (AIC) indicate that the linear model has a higher value (2226.673, 2215.231

respectively) than the quadratic model (2215.570, 2200.313 respectively).
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Figure 4.3. Moral disengagement predicted by political orientation: quadratic term

4.3.3 Controlling for RWA and SDO

In order to explore whether political orientation can predict moral disengagement over

and above RWA and SDO, we run one last linear regression but this time adding RWA

and SDO in the equation. The model results F (4, 59) = 3.92, p = 0.007, showed that the

predictors explained 21% of the moral disengagement variance R2 = 0.21. The results

showed that only SDO can uniquely predict moral disengagement b = 0.21, std = 0.07,

t = 2.77, p = 0.007, while the other predictors were not significant: political orientation
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b = 1.96, std = 1.13, t = 1.73, 0.09, political orientation squared b = −0.44, std = 0.25,

t = −1.78, 0.08, RWA b = 0.24, std = 0.13, t = 1.79, 0.079.

4.4 Discussion

The aim of the current study was to explore the variance in moral disengagement between

different political ideologies. The trend of the conflict model predictions were for the

most part accurate: the more right-wing a political agent is, the more the tendency to

use disengagement mechanisms as a means to justify their morally questionable actions.

This finding is inline with Jackson and Gaertner’s (2010) results, where both RWA and

SDO were positively associated with all moral-disengagement mechanisms,though more

strongly so for RWA. On the contrary our results contradict Villegas de Posana et al.’s

(2018) findings, where the average use of mechanisms did not differ between the two

illegal armed groups, the leftiste Revolutionary Armed Forces of Colombia (FARC) and

the right-wing (although, as we discussed in 4.1.2, the labelling left vs right may not

be accurate) United Self-Defence Forces of Colombia (AUC), although there were minor

differences regarding specific mechanisms. The differences between these studies might

have to do with the varying methodologies, sample, and measurements used in each

of them. Specifically, Villegas de Posana et al. (2018) use, as their sample, extreme,

illegal groups which most certainly are different to some extend from our student- and

employee-comprised samples.

The results of the current study support the prediction of the conflict model that

the pattern of moral disengagement from conservatives to very conservatives drops. Spe-

cifically, both AIC and BIC criterion supported a fading-off pattern in conflict. Getting

advised from the conflict model, this fading off pattern is explained probabilistically by

noting that conservatives uphold more highly all five moral foundations while very con-

servatives seem to care more only for the binding foundations (loyalty, authority, purity).

Endorsing more foundations could potentially lead to having a richer morality, which

in turn may lead to having a higher chance of having conflicting beliefs and the need to
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decrease that conflict by disengaging. Very conservatives, on the other hand, only uphold

three out of the five foundations, rendering them less probable to experience conflicting

beliefs.

When right-wing authoritarianism and social dominance orientation effects are taken

into account, the political orientation seem to lose its predictive validity. That is, the

relationship political orientation has with moral disengagement is devoured by the rela-

tionship SDO and RWA have with moral disengagement. This could be because these two

concepts are closely related to political orientation. In particular, it is well established

by now that RWA has its intellectual roots in issues of fascism (Adorno et al., 1950) and

is characterised by submission to perceived authorities, aggression when sanctioned by

authorities, and adherence to social conventions (B. Altemeyer, 1994; R. A. Altemeyer

& Altemeyer, 1996; B. Altemeyer, 1998). SDO is rooted in Social Dominance Theory

(Pratto et al., 2006; Sidanius & Pratto, 2001) which argues that social groups are hier-

archically arrayed in societies in terms of status and resources, and conflict among groups

is minimised, in part, through socially shared beliefs that justify the hierarchy (e.g., legit-

imising myths). SDO, in particular, is an anti-egalitarian orientation characterised by a

desire for hierarchical relations among groups (Pratto et al., 1994; Sidanius et al., 1994).

4.4.1 Limitations and future directions

In this subsection we will not only discuss the limitation of the current study, but also the

limitations the current study has in relation to the conflict model presented in chapters 2

(PDM) and 3 (PDM-A). First, the conflict models compute the tendency of one to disen-

gage as a function of conflict, while the current study measures directly the use of moral

disengagement mechanisms. That is not so much a limitation as an observation: the

conflict model gives a further insight as to how the tendency to morally disengage could

come about. Specifically, the model suggests that moral disengagement takes place after

having conflicting beliefs, while in the current study conflict is assumed.

On more limitation of our study is the way we validate the conflict model. Instead of

directly feeding the empirical data to the model and test how probably model predictions
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are given this data, we compare model prediction and empirical result patterns. This

way is enough to give us a qualitative hint as to whether model predictions are accurate,

but not enough to quantitatively ensure that. Future studies could improve the model

by incorporating a formal algorithm of testing a given dataset.

In the current study SDO and RWA are measured and used as control variables to test

if the effects of political orientation on moral disengagement are robust to these aspects

f conservative/right-wing ideology. These are not explicitly built into the conflict model,

but rather implicitly subsumed by political orientation and moral values (Kugler et al.,

2014; Lewis & Bates, 2011). However, this does not affect the comparability between

them regarding the primary objective: to explore the tendency of moral disengagement

based on political orientation. That is not affected by the absence of the SDO and RWA

factors, though our results suggest that future development of the model may need to

explicitly represent different aspects of ideology (i.e. not as uni-dimensional left-right,

but rather as multivariate in nature).

Starting from there, following studies could extend the current project by increasing

the sample size which will allow them to add SDO and RWA in the equation. Moreover,

directly measuring conflict will make the empirical data more comparable to the conflict

model, and the study will offer a more integrated answer of the question at hand.

Validating the conflict model builds up the credibility its other predictions have. Spe-

cifically, the model predicts that the most fertile ground for a conflict –be it within or

between agents– is in a between individualising and binding foundations conflicting scen-

ario. That finding could have implications for echo chambers and political polarisation

research, where it is thought that people surround themselves with other people who have

the same or relevant beliefs, in an attempt to avoid conflict, and reflect and reinforce their

own beliefs (e.g., Garrett, 2009; Farrell, 2015). A current example of these mechanisms

at play, is the recent segregation of the conservative end of the spectrum into Trump

supporters and anti-Trumpers (called the Never Trump movement). The former group is

deliberately isolating themselves by moving off of not only Fox News, but also Twitter

and Facebook to Parler. In other words, they deliberately avoid conflict by creating their
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own echo chambers and reinforcing their own beliefs. As far as conflict avoidance goes,

extending our findings to this line of research we would expect to see people creating

”bubbles” based on the two clusters of foundations (individualising and binding), and

that is because the biggest chance a scenario has to trigger a conflict, is when founda-

tions between the two clusters are enabled and conflicting. In other words, in order to

avoid conflict with other people, individuals who uphold individualising foundations will

withdraw themselves from individuals who uphold binding foundations (and vice versa).

This is a prediction which has been previously verified (see for example Baumann et al.,

2020): liberals and conservatives tend to create their own echo chambers and ”live in

their own bubbles”.

From a conflict avoidance perspective, individuals create their own environment with

like-minded others to minimise exposure to conflict-eliciting information. Taking this a

step further by looking at the conflict model findings, we expect liberals to form more

dense/homogeneous echo chambers, meaning that they would be less probable to drift

to alternative ideological viewpoints, than conservatives. This is because, according to

our model predictions, conflict is less probable in a within individualising foundations

scenario than it is in a within binding conflicting scenario. In other words, conservatives

are more probable to clash with one another than liberals, leading to less dense/more

fractionated echo chambers. As we saw in chapter 2, this theorising is partly supported

by Eady et al.’s (2019), where 85 percent of liberals choose not to be exposed to an

ideological opinion (Fox News) that more than 66% of extreme conservatives choose

to. By contrast, 78% of conservatives choose not to be exposed to an ideological view

(MSNBC) that 78% of liberals choose to. Therefore, whereas there is significant overlap in

what both groups view, there are also zones of the media eco-system that are mainly seen

by individuals of one ideological group, with conservatives being slightly more probable

to expose themselves to different ideological viewpoint than liberals. There are certainly

more factors that have a saying on this, but keeping everything else equal we would

expect conservative echo chambers to be less dense since conflict is more probable in

such environments. We investigate this prediction in chapter 5 were we present an agent-
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based model which explores how political agents position themselves based on conflict

they experience with like-minded others.

4.4.2 Conclusions

In conclusion, the current study was the first of its kind and offered few significant insights

as for how moral disengagement and political orientation are linked. Specifically, the main

finding of this study was that right-wing political ideologies tend to use disengagement

mechanisms more often than left-wing. The findings of the current stud were also used

to validate the conflict model, presenting supporting evidence for the model predictions.

The fading off pattern of moral disengagement from conservatives to very conservatives

was only partially supported. The findings of this study could be seen as the first step

towards exploring the frequency of conflicting beliefs within political agents, or to advance

existing research on political polarisation and echo chambers.
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Chapter 5

Political polarisation stemming from

within ideology conflict: An

agent-based approach

5.1 Introduction

Political polarisation has long been a central issue in political and social sciences, mostly

with a focus on observing its progression throughout time, and investigating its causes.

Time-wise, polarisation between U.S. Republicans and Democrats has monotonically in-

creased since the mid 1970s (Abramowitz & Saunders, 2008); for the most part, techno-

logy has been targeted as being responsible. Specifically, rise in the number of users of

various social media platforms, such as Facebook, Instagram, Linkedin, and others –and

the time spent on them– has driven many researchers to investigate how users access,

interpret, and evaluate social media content. Oftentimes this research is concerned with

the concept of echo chambers (Sunstein, 2001a) or filter bubbles (Pariser, 2011), which

postulates that political news engagement is highly fragmented due to polarisation (Laz-

arsfeld et al., 1944). In particular, echo chambers allow groups of people to strengthen

their beliefs by interacting with others with whom they share similar views, and create

filter bubbles which protect them from encountering contrary perspectives. Such detach-
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ment from, and ignorance of, alternative viewpoints is assumed to stem from a mixture

of individual decisions (e.g., selecting which news pages to check or which accounts to be-

friend/follow), and the algorithmic forming of such decisions since search engines as well

as social media platforms emphasise and suggest some sources over others (particularly

to drive extended engagement, e.g., YouTube). As these algorithms get trained using

individuals’ decisions, and individuals take these decisions primarily from the sugges-

tions promoted by the algorithms, a self reinforcing feedback loop gradually transforms

decisions to a progressively limited and homogeneous list of options. As Bartlett (2015)

commented about this self-brainwashing process where ”certain ideas are repeated so of-

ten and with no contrary or alternative point of view that it fulfils the classic definition

of brainwashing”.

Although considerable effort has been devoted to studying echo chambers and polit-

ical polarisation, rigorous theoretical questions for the exact operation of such processes

between different political ideologies is sorely lacking. Most studies regard social media

as the critical cause of echo chambers without giving much attention to individual factors

such as morality and political orientation (but see also J. Baron & Jost, 2019). This

line of research is difficult to reconcile with decades of audience research and given its

glossing over of the psychology of users, is at least oversimplified and not particularly

helpful for understanding the complex socio-psychological dynamics of public reception

of, and connection to, news and media content. Thus, in the current study we use the

validated predictions made by the conflict model presented in chapters 2 and 3, to de-

velop an agent-based model which explores the phenomenon of echo chambers when the

dissonance induced by conflicting beliefs is taken into account.

Investigating the psychological factors of echo chamber participants thus offers an

important opportunity for understanding and potentially counteracting political polar-

isation. We expand the previous literature by introducing a new view on echo chambers

formation within populations: agents not only select who they want to associate with

based on agent-target similarity, but also based on the probability they have to clash with

them. Specifically, we explore the emergence of polarisation as a result of just two rules:
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1) similar agents attract each other, 2) conflicting agents repel each other. Complexity

arises by embedding these rules in a landscape where moral conflicts cannot always be

consistently resolved, even within a population containing otherwise homogeneous moral

values/beliefs.

5.1.1 Political polarisation and echo chambers

Polarisation is a wide notion which focuses on the presence (or procedure of formation)

of diverse groups differing on one or more attributes. Political polarisation, in particular,

refers to distinction based on political ideology. Within each polarised cluster, it is usual

to differentiate between mass polarisation, which appears across the electorate, and elite

polarisation which appears across the elected. Here we focus on mass polarisation. This

kind of polarisation is usually driven by ideologically narrow circles of like-minded peers,

to the detriment of a detailed multi perspectival and evidence based comprehension of

public affairs; a phenomenon called echo chambers.

Research on echo chambers follows on from the prolonged theory of selective expos-

ure, that states that individuals prefer messages which are congruent to their beliefs while

dodging incompatible views (Sears & Freedman, 1967). That is also supported by evid-

ence showing that misinformation acceptance takes place when individuals select to pay

attention and process information congruent with their beliefs (Kahan et al., 2012; A.

Moore et al., 2021; Knobloch-Westerwick et al., 2020; Petersen et al., 2013). On the other

hand, they might choose to seek flaws in the incoming (counter)information to reject it,

even to the detriment of truth (Ditto and Lopez, 1992; but see also Lewandowsky and

Oberauer, 2016)

Before the internet era –in which the accessible news sources were scarce– selective

exposure in the pursuit of information did not generally emerge in circumstances of

mass persuasion; however, post-internet people are able to reach (a huge amount of)

information easier and modify what they want, thus they are more likely to select the

content they will be exposed to (Tewksbury, 2005; Cass, 2007; Garrett, 2009). Online

social networks have exacerbated this via their compound capability to enable users-
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news interaction in novel ways and to make use of complicated user-tracking algorithms

to feed users with ideologically congenial content and drive ongoing engagement (Beam

& Kosicki, 2014; Spohr, 2017). Such algorithms are constantly analysing user data and

producing various sets of information displayed to each user, accordingly (Pariser, 2011).

These algorithms (i.e., search engines) are widely used on the internet; for instance,

Google’s search engine uses such algorithm, as well as the news feed recommendation

systems of online social networks such as Facebook (About-Facebook, 2019; Google,

2019).

That is not to say that echo chambers are an artefact of online social media. On-

line social media has intensified this phenomenon, but the desire to avoid challenges to

core beliefs and opinions appears fundamental (Mutz and Martin, 2001; Sunstein, 2001b;

Harmon-Jones et al., 2015; Festinger and Carlsmith, 1959; Festinger, 1962; although see

also Garrett, 2009, for an opposing suggestion). Beyond core psychological drives/biases,

echo chambers might also be fuelled by individual cognitive differences (Barkun, 2013).

Specifically, data –coming from over one and a half thousands participants – on the Big

Five, Right-Wing Authoritarianism (RWA), and demographics, suggest that age (posit-

ively), gender (lower in females), openness (positively), and RWA (negatively) predicted

the amount of distinct news sources consumed. Individuals who consumed news solely

offline scored higher in Conscientiousness and lower in Neuroticism compared to indi-

viduals who read the ”news feeds only” and the ones who read ”news feeds and offline”.

Individuals who claimed they will not vote also stated the smaller number of distinct

news sources consumed (Sindermann et al., 2020). To conclude, although online social

networks might foster a fertile ground for the emergence of echo chambers, the actual

causes have more to do with certain psychological factors.

In order to refine the need of psychological factors and diversity, recent simulation-

based work has investigated echo chamber development in a virtual population of homo-

geneous rational (i.e., Bayesian) agents engaging in recurrent interaction (Madsen et al.,

2017; Madsen et al., 2018). The results suggest an inherent propensity of social networks

towards echo chamber development in spite of both an absence of cognitive differences
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among agents and their rationality. In other words, the structure of social networks

per se seems sufficient for the formation of echo chambers (at least as instantiated by

(Madsen et al., 2018). Other computational work (Fränken & Pilditch, 2020) also sug-

gests that psychological biases and individual differences in the cognitive architecture of

agents might not be necessary for the formation of echo chambers. The emergence of

echo chambers was confined to the social agent population in which network-peers were

selected on the basis of positive credibility estimates. In other words, when network-peers

are selected at random and thus independent of whom one likes or perceives positively

(asocial agents), no echo chambers emerge.

5.1.2 Agent-based modelling

There is a growing interest between social scientists in using system modelling tools to

investigate how parts of a intricate phenomenon interact, persist or change, and ultimately

understand the internal drivers of such systems. One such tool is agent-based modelling

(ABM; e.g., Barrett et al., 2005; Yang et al., 2011)

ABM is capable of accommodating high diversity in agent traits and interactions

between units and environment, along with features such as dynamics, feedbacks, and ad-

aptations, which are unfeasible to capture with conventional statistical model approaches

(Macy & Willer, 2002; Auchincloss & Garcia, 2015). Units can be described at various

levels, including agent or group level (e.g., political groups, organisations, etc.). Scientific

investigations that entail substantial diversity within and across units and various geo-

spatial and relational components are well suited to ABM (Grimm & Railsback, 2005). In

social science literature, simulations are used to investigate dynamic phenomena having

various populations and surroundings like legal and health services, town bodies, indi-

vidual citizens, families and more. Some ABMs involve thorough data and strive for

realism (Barrett et al., 2005) while others are quite abstract (Yang et al., 2011; Axelrod,

1997).

The implementation of agents interactions can easily be governed by space networks,

or a combination of structures (as highlighted in Alam and Geller, 2012). This would be
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far more complex to explain by mathematics, for example (Axtell, 2000). Significantly,

agent-based models can regulate behaviours based on interactions at a specific distance

and direction (thus allowing for action-at-a-distance). In addition, agent-based models

also provide a robust and flexible framework for tuning the complexity of agents (i.e.,

their behaviours, degree of rationality, ability to learn and evolve, and rules of interac-

tions). Another dimension of flexibility is the ability to adjust levels of description and

aggregation. It is easy to experiment with single agents, sub-groups of agents, and ag-

gregate agents, with different levels of description coexisting within a model. Thus, the

agent-based approach can be used when the appropriate level of description or complexity

is unknown and finding a suitable level requires exploration.

One crucial limitation of ABM is their computational limit introduced by their com-

plexity. By their very definition, agent-based models consider systems at a disaggregated

level, This level of detail includes the description of potentially many agent attributes

and behaviours, and their interaction with an environment. The only way to treat this

type of problem in agent computing is through multiple runs, systematically varying ini-

tial conditions or parameters in order to assess the robustness of results (Axtell, 2000).

There is a practical upper limit to the size of the parameter space that can be checked

for robustness, and this process can be computationally intensive, thus time consuming.

Although computing power is increasing rapidly, the high computational requirement of

ABM remains a limitation when modelling large systems (see Parry & Bithell, 2012).

A full discussion of ABMs and their characteristics is beyond the scope of the present

contribution. In the remainder of this section we will therefore only refer to aspects of

ABMs that are relevant to our model. Further details about ABMs and their general

advantages can be found elsewhere (e.g., Madsen et al., 2019).

The three core elements that ABMs consist of are agents, patches, and links. Agents

are the actors, and in our virtual world correspond to political agents. They are furnished

with cognitive functions and possible behaviours, including attention and declaration

(commit to a belief using a decision rule). All agents have the same cognitive functions

and potential behaviours. Links represent connections between agents. In our work, the
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connections were signified by geographical contact, that is, two agents are bidirectionally

linked to each other when they touch one another. Patches are building blocks of the

environment in which agents act, although not so relevant to the current model, since,

like agents, patches can change dynamically. They have been, however, used in other

works to model, for example, fluctuations in fish stock at a specific location (Bailey et

al., 2019).

Here, we reconstructed an idealised social network similar to Madsen et al. (2018)

and Pilditch (2017) were agents form binary beliefs through interactions. As such, our

agent-based model (ABM) captured agents’ social environment and temporal dynamics

of belief change, which both form necessary requirements for the observation of echo

chambers.

5.1.3 Our study

Since there is considerable work done in echo chambers formation, where population

architecture was taken into account, and since the results seem to be quite conclusive,

here we focus more on two psychological variables: 1) the confirmation bias (i.e., the

need to confirm our beliefs, usually by seeking out confirmatory information and/or like-

minded others) (Lewicka, 1988, 1998; Klayman & Ha, 1987; Cosmides, 1989; Del Vicario

et al., 2016; Ngampruetikorn & Stephens, 2016; Starnini et al., 2016) and, 2) cognitive

dissonance and the need to decrease it as predicted by our conflict model in chapters 2

and 3.

Seminal work on confirmation bias (Schelling, 1969, 1971) showed that no firm in-

centives are required at a micro-level for group segregation to take place. In particular,

even a weak individual preference to be around like-minded people is adequate for the

creation of geographically isolated sub-populations and no high need to avoid dissimilar

individuals is required. More research have reached to similar conclusions, demonstrating

that even a sample of participants who strongly look for diversity may end up segregated

(Zhang, 2004; Pancs & Vriend, 2007; Henry et al., 2011). All of these models portray

agents that reside in the units of a grid or network and they have a distinct characteristic
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(e.g., skin colour, node shape etc) that commands their behaviour. They try to answer

the question of how various micro-level interaction orders affect the macro-level (e.g.,

spatial distribution) of the agents. Importantly, the distinct characteristic is regarded as

a rigid and immutable trait of the agents.

In our study, we first replicate the aforementioned results by developing a virtual

population of agents with their only desire being to associate with like-minded others (a

proxy for satisfying confirmation bias and reducing dissonance). Instead of enforcing and

adjusting static network structures, we equip the agent dynamic connections so that col-

lectives, and the variable social network where they exist, emerge and co-evolve. Subjects

revise their belief (position on a 2-D grid) based on their neighbours; clusters develop and

perish with varying dynamic asymmetries depending on whether agents link to similar

or dissimilar others. These asymmetric connection dynamics include confirmation bias in

the system and result in group separation. In the edge of extreme bias, we demonstrate

that filter bubbles are somewhat unstable for conservatives while the broader group se-

gregation (i.e., liberals) is stable and this finding persists in a broad range of differing

parameters. We additionally demonstrate that firm confirmation bias typically raises the

time the model needs to settle, and that poor bias can boost consensus formation, an

interesting finding with implications for active social engineering.

Then, instead of incorporating the need to avoid dissimilar others, like some previous

studies, we make the agents desire to avoid similar others. As we discussed in chapter 2,

ideologically similar people can also conflict with each other. We visited a current ex-

ample of conflict between ideologically similar groups, where the conservative end of the

spectrum was segregated into Trump supporters and anti-Trumpers (called the Never

Trump movement). In this example, Trumpers are deliberately isolating themselves by

moving off of not only Fox News, but also Twitter and Facebook to Parler. That is,

they deliberately avoid conflict by creating their own echo chambers and reinforcing their

own beliefs. Our model will consist of agents having two opposing drives: 1) one that

attracts them towards similar others, and 2) one that repulse them away from them.

In that we are able to differentiate between liberals and conservatives who, as per our
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model results, have a different probability to clash with similar others. As far as conflict

avoidance goes, extending our findings to this line of research we would expect to see

people creating ”bubbles” based on the two clusters of foundations (individualising and

binding), and that is because the biggest chance a scenario has to trigger a conflict, is

when foundations between the two clusters are enabled and conflicting. In particular,

liberals have a lower probability to conflict with other liberals, –based on their moral

beliefs– than conservatives have. If conservatives are more probable to experience con-

flicting beliefs with other conservatives, we expect to find their sub-population being less

dense than liberals population. This study is the first that tackles segregation regarding

similarity as a sedative factor for echo chambers formation.

5.2 Methodology

5.2.1 Model definition

The model is defined as follows. N individuals, initially randomly distributed in a square

box (which wraps both horizontally and vertically) of linear size L, –corresponding to a

density ρ = N/L2– execute a random walk of random direction and random number of

steps between one to 10, with fixed step length v · δt and interact with the individuals

they find within a certain distance d = 1 (agents located on the 8 neighbouring patches).

Throughout the model, without loss of generality, we fix δt = 1. The position of agent i

at time t is indicated as [xi(t), yi(t)].

Each agent i is characterised by two fixed state variables: 1) pi ∈ liberal, conservative

reflecting the political orientation of the agent, and 2) ci ∈ (0, 1) representing their

probability to experience conflict with like-minded others. Also, each agent is described

by a dynamic binary state variable hi(t) = true, false reflecting whether or not the agent

is happy surrounded by the given individuals. We use the conflict c1 as a fixed parameter

derived by the conflict model presented in chapters 2 and 3, while the h internal state is

1Since in the conflict model political orientation was varying from 1 to 5 (extreme liberals to extreme
conservatives), while in the current model political orientation is binary, we extracted the conflict pattern
(conservatives more probably to experience conflict) rather than the exact values.
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calculated at the end of each time point t. The hi variable is defined in a mood binomial

space and takes into account the probability of conflict ci that agent i has to clash with

their like-minded neighbours, and the need si to be surrounded by like-minded others.

Upon interaction, agents modify their happy h status seeking a local consensus with their

neighbour so as to keep an equilibrium between conflicting with similar other and being

surrounded by similar others. At each time t the status of each agent i, hi(t), is updated

as follows:

hi(t) = Ci ≤ r ∧ ai(t) ≥ (sini(t)) (5.1)

where Ci is the aggregated probability of agent i to clash with either of their neighbours,

r is a random decimal number between 0 and 1 (inclusive) r ∈ [0, 1], ai(t) is the number

of alike neighbours of agent i at time point t, and ni(t) is the agent-set of total number of

neighbours surrounding agent i at time point t like so ni(t) = {j : (xi−xj)2 +(yi−yj)2 =

d2ij < d2}. Last, the and logical operation ∧ indicates that both conditions (on the left

and on the right of the operator) must be true in order for the outcome to be true. The

aggregated conflict probability Ci is calculated as follows:

Ci = P (ci(t)
1 ∪ P (ci(t)

2 ∪ ...P (ci(t)
k

=
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(
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(
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)) (5.2)

where k, l = ai(t). Put simply, equation 5.2 Ci is the generic version of the union formula

of probability: A or B or C ... k, where A,B,C are random events.

We can see from equation 5.1 that each agent strives for an equilibrium state between

being surrounded by enough similar others to satisfy their need but no more than needed

since each similar other increments the probability of the agent to experience conflict,

and as per the conflict avoidance theory (e.g., Tjosvold & Sun, 2002; Barsky, 2011),

people have the tendency to avoid conflicting environments. If each and every agent is

happy {h(t)} = true at a given time t, then the simulation reaches its equilibrium state

and the iterations stop, a condition which is highly unlikely to happen since there is

intrinsic randomness on whether each agent is happy (i.e., the probability to experience

conflict). Heterogeneous groups are thus more fragile as individuals will tend to abandon
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them. Conversely, groups whose individuals experience the desired consensus will tend

to persist in time with relatively stable mood status and position.

5.3 Results

The model dynamics are fully defined by four parameters: 1) the density ρ = N/L2, 2)

the probability of liberals to experience within ideology conflict cl, 3) the probability of

conservatives to experience within ideology conflict cc, and 4) the percentage of similarity

wanted s. The results presented here are obtained by numerical simulations of the model

presented in the Methodology section.

5.3.1 Group formation

First we look into group formation setting liberals cl and conservative cc probability of

conflict to zero, as a sanity check to see if our model can replicate the results reported by

previous models. We set the density to 0.7 resulting in around 1820 political agents, N =

ρ ∗ L2, where L2 is the length of the grid, 51, squared. Having disabled the randomness

introduced by the conflict parameters, the model can reach a local consensus based on

just the proximity in the physical space, since in equation 5.1 the first term will always

be true. The achievement of a local consensus favours the persistence of that proximity.

As a result, when we have zeroed-out the conflict parameter, set the density to 0.7 and

the similarity wanted s to 0.7, the system reaches a stationary regime characterised

by the presence of stable groups of individuals in around 60 iterations as can be seen

from figure 5.1. On average, the similarity (total similar neighbours divided by total

neighbours) of the two groups (abstractly, red: liberals, blue: conservatives) has equally

stabilised at 80%. The results of this simulation, thus, replicate what older studies have

found, namely that no strong incentives are required at a micro level for segregation

to take place, just one variable (the desire to be surrounded by like-minded others) is

adequate.

When adding the conflict variable , individuals can achieve a local consensus based on
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Figure 5.1. Group segregation with zeroed-out conflict variables

proximity in the social space, and reaching such consensus favours the persistence of that

proximity. However, now the system reaches a quasi-stationary equilibrium characterised

by the presence of meta-stable groups of individuals. One event can now change the

regime of a group and change its composition and/or spatial properties, namely the

arrival of a new individual and the spontaneous conflict by an agent. In the former case,

either the newcomer’s ideology (i.e., colour) is close to the group’s local consensus and the

newcomer will settle within the group, or they will leave if they do not belong to the same

ideology as the rest members of the group. However, even if they are similar to the group,

they might conflict with some members and leave. This dynamic interplay between the

processes of group formation and group fragmentation introduces a rich phenomenology

which can be understood in light of three quantities: the average fraction of moving

agents, Nm, the average percentage of similar neighbours within each group Ns, and the

average fraction of agents who were unhappy in t− 1 and they are still unhappy in t, Nu.

Formally:

Nm = (TN)−1
∑
t

Nm(t) (5.3)

where Nm(t) is the number of isolated and moving agents at time t,

Ns = Sn/Tn (5.4)

where Sn is the number of ideologically similar neighbours, and Tn is the number of total
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neighbours, and last,

Nu = sum(ag(Nu(t)) + ag(Nu(t− 1)) ⇐⇒ 2)/ag(Nu(t)) (5.5)

where ag(Nu) is an agent-set vector of all the agents being either happy 1 or unhappy 0.

The ⇐⇒ equality logical operator returns true if the left-hand and right-hand sides are

the same.

Under these settings the model is highly unlikely to reach a stable regime since there

is inherent randomness on whether the agent will experience conflict or not. Indeed,

the model does not stabilises even after over 30.000 iterations. Therefore, we expect

to observe some percentage of the agents to be unhappy, and a constant movement of

agents around the grid. Groups are now less dense, with agents of one ideology drifting

around to groups of the other ideology, in other words, Sn is now smaller. In particular,

conservatives seem to be slightly less surrounded by like-minded others, around 70%,

than liberals, around 80%. That is because liberals have less incentive to break free

from their ideology group, since they have a smaller probability to clash with one of the

other (similar) agents. On the other hand, conservatives fluctuate more around groups

since they tend conflict with like-minded others more often. The two forces –the need to

be surrounded by similar others, and the potential conflict one might experience when

surrounded by similar others– are more strongly suppressing each other in conservatives

making them more restless. Figure 5.2 depicts model simulation. Note that now x’s

indicate moving/unhappy agents.

The average fraction of moving/unhappy agents, Sm, also confirms the above finding.

In each iteration conservative number of unhappy, and thus moving, agents is slightly

but consistently higher than that of liberals. Again, this can be attributed to the higher

probability conservatives have to clash with other agents similar to them. Having a

higher number of moving agents leads to a smaller percentage of within group density

and more a fluid group formation. On the contrary, liberals are more happy with their

surroundings, having a smaller probability to conflict with one another, and so more

stable regarding their group. In return, this leads to a higher group density and a more

solid group formation.
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Figure 5.2. Group segregation with both conflict and the need to be surrounded by
similar others variables

An interesting and unexpected finding concerns the percentage of unhappy/moving

agents who where consistently unhappy for at least two iterations, t − 1, t. We found

that, although the percentage of unhappy liberals was smaller than the percentage of

unhappy conservatives, a higher fraction of this percentage were still unhappy on the

next iteration for liberals. Note here that, as equation 5.5 indicates, this percentage is

calculated by dividing the number of still unhappy agents with the total agents of the

same ideology, and not the number of unhappy agents. This is an interesting finding as it

gives us some insights as to why the moving agents are moving. Specifically, there are two

reasons one has to move: 1) need to belong to a group with like-minded others, and 2)

conflict avoidance. Within an agent, conflict avoidance should be less consistent through

iterations since it only comes about randomly, and only when one is surrounded by similar

others, while the need to belong should always force someone to move as long as their

current group does not consist of like-minded others. Therefore, we could safely assume

that this emergent phenomenon of liberals being more consistently unhappy indicates

that liberals’ primary reason to move around is their need to be surrounded by similar

others, while conservatives’ primary reason is because they experience conflict with each

other.
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5.4 Discussion

This chapter studied the interplay between political orientation, conflict, and polarisation

in the context of a simple model of echo chamber formation. The combination of these

ingredients leads to the emergence of a meta-stable population structure in which groups

of like-minded individuals spontaneously segregate in space, while single agents constantly

leave or join them. Importantly, the emergence of the sub-group regime depends on

two factors: 1) the need an agent has to be surrounded by like-minded others, and 2)

the probability an agent has to clash with one of their surrounding like-minded others.

Moreover, the sub-group structures are controlled, in terms of group sizes and stability,

by the density of the agents. The feedback loop between mobility and conflict yields a

strong assortativity between physical and ideology space: closer neighbours tend to share

the same ideology. This scenario is transformed by the introduction of confirmation bias.

The fact that individuals can be influenced only by peers sharing similar opinions leads

to the emergence of echo chambers where polarised opinions coexist within the same

group. Last, the results showed that a higher chance of clashing with like-minded others

leads to more restless agents, and thus, less dense sub-groups. Specifically, conservatives,

who, as the conflict model presented in chapters 2 and 3 predicted, are more probable to

experience conflict with like-minded others, tend to form less dense echo chambers. That

is in line with previous work that finds 85 percent of liberals are not being exposed to

an ideological view (Fox News) that over two thirds of the most conservative quintile are

being exposed to, while 78 percent of conservatives are not being exposed to an ideological

viewpoint (MSNBC) that 78 percent of liberals are being exposed to (Eady et al., 2019).

Thus while there is considerable overlap in information that both groups see, there are

also areas of the media ecosystem that are primarily viewed by members of one ideological

group, with conservatives being slightly more probable to expose themselves to a different

ideological viewpoint than liberals.

Another, real-life example of conservative movement into different spaces to avoid

conflict is conservatives’ migration from Twitter/Facebook social media platforms to

YouTube and Parler. After the 2016 presidential election the spread of fake news on
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social media became a public concern in the United States. To tackle this issue, on-

line social media platforms introduced third-parties fact-checking programs which aim

is to remove/reduce the spread of misinformation, and to inform users on the reliability

of different posts/sources. At this point, Parler was founded and came out as ”...the

new Twitter for conservatives” (Aaron, 2010). Furthermore, relevant studies found that

among those who shared any political content on Twitter during the election, fewer than

5% of people on the left or in the centre ever shared any fake news content, yet 11 and

21% of people on the right and extreme right did, respectively (Grinberg et al., 2019).

Facebook and Twitter went as far as to ban accounts who were spreading misinformation,

although this did not stop these users from spreading misinformation, it just prevented

them from spreading misinformation on Twitter and Facebook. Now, online platforms

like YouTube play a key role in the spread of conspiracy theories such as QAnon (Miller,

2021).

The contributions of the model are threefold. First, it shows that spatial segregation

can result from a dynamics involving agents seeking consensus on ideology. Second, it

provides a framework in which the sub-group structure, often assumed in the modelling

of social systems, emerges from the microscopic rules of the model itself. Third, it shows

that conflicting agents yield the possibility that different opinions coexist within the

same sub-group. Furthermore, the current study is the first that explores echo chambers

formation looking at the need people have to avoid similar others, rather than dissimilar

others, which is extensively looked at by other studies (e.g., Del Vicario et al., 2016;

Ngampruetikorn & Stephens, 2016; Starnini et al., 2016).

The parameter settings tested here have been chosen in an explorative manner. There

may be other combinations of mechanisms that produce similar or even more realistic

results. Future research could explore this possibility by employing a combinatorial op-

timisation algorithm such as simulated annealing to find optimal combinations of para-

meter settings in order to find the simplest relatively accurate model. Furthermore,

future research could extend to multi-dimensional political orientation space: our model

so far considers that political orientation is binary (i.e., either liberals/conservatives).
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This one-dimensional description already captures how people might run off to bubbles

consisting of like-minded others to avoid conflict, but in most real situations, political

orientation comes with many variations. Hence, more complex mixed ideological space

should be possible in an extension of our model.

It would be also interesting to investigate the characteristics resulting in the observed

fractal patterns of real-life human space occupancy in archaeological records (d’Errico

et al., 2012; d’Errico & Banks, 2013) or present-day distribution of cities (Arcaute et al.,

2015; Arcaute et al., 2016). The research of the emergent network properties, such as the

distribution and density of the sub-groups, and its evolution in time, would be interesting

in light of the effect of such time-varying topology on spreading dynamics. At the same

time, the emergence of sub-group structures where similar agents are relatively isolated

from the rest of the sub-group is interesting with respect to the recently explored emer-

gence of online echo chambers, where misinformation spreads and persists (Garrett, 2009;

Bessi et al., 2015; Del Vicario et al., 2016; Fränken & Pilditch, 2020). Another interesting

study, which relates to the spread of misinformation in and out of echo chambers, would

be to explore how people update their beliefs when someone from their sub-group shares

with them an opinion different from/congruent to theirs (Fränken et al., 2020). In the

next chapter we present a study which explores how people revise their initial beliefs in

light on new evidence coming from their friends.

To sum up, the current study used an agent-based model with simple rules to ex-

plore echo chamber formation/ideological polarisation. We found that just two rules are

adequate for echo chamber to emerge: 1) the need an agent has to be surrounded by like-

minded others, and 2) the probability an agent has to clash with one of their surrounding

like-minded others. We also found that higher probability of conflict leads to less dense

echo chambers and more mobile agents. We believe that the current work could open

interesting possibilities for future research on the emergence of online echo chambers, in

which misinformation spreads and holds. Equally interesting would be to investigate and

compare real-life human space occupancy to the patterns we observed using with out

agent-based model.
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Chapter 6

Moral judgements revision in a

social network: Modelling sensitivity

to statistical dependencies in social

learning

6.1 Introduction1

2 Morality is usually one of the notable topics of infertile debates. An important

reason for this is that moral judgements are resistant to change in light of new evid-

ence (e.g., Lord et al., 1979; Skitka, 2010). Specifically, moral judgements are deeply

entwined with emotion, motivation, and socialisation (e.g., Greene, 2008; Haidt, 2001;

Prinz, 2007; Rai & Fiske, 2011) which is why being exposed to contradictory data does

not necessarily change moral judgements. However, when new data comes in form of

personal experience—instead of impersonal data—a single counterargument can suffice

to induce a change in a moral judgements (Horne et al., 2015). For example, a single

exposure to Pope Francis in combination with his appeal to counteract global climate

1OSF preregistrastion link: https://osf.io/rt6gs/
2This chapter is formatted as a CogSci publication submission that is why it has different format

than the others.

https://osf.io/rt6gs/
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change induced increased moral concern about climate change in adults from the United

States (Schuldt et al., 2017). A different kind of evidence that has received less research

attention is (online) social network evidence and potential dependencies underlying the

judgements of social network peers. Do people revise their moral judgements when seeing

what other people in their network believe, and if so, are they sensitive to dependencies

that might exist between these judgements? Here, we address these questions formally,

behaviourally testing predictions from a normative model across three conditions.

Recent computational models of belief revision which have focused on the non-moral

domain represented judgements as scalars. One of the most prominent social learning

models is the DeGroot model, where an agent’s belief is represented as a point estimate

which is revised by taking the weighted average of neighbouring judgements with fixed

weights (see Becker et al., 2017; Banerjee et al., 2019, for recent applications of the

DeGroot model). This implicitly makes the assumption that each neighbour’s signal

quality is the same, which usually does not hold in the real life (consider for example

influencers on social media, which exert stronger influence on users than other users; (e.g.,

Lim et al., 2017), or simply that some members of a person’s social circle may be more

trusted, or more close, than others). Solutions to this limitation have been offered by

Anunrojwong and Sothanaphan (2018) who see agents’ beliefs as probability distribution

over possible states of the world. In this way, signal quality can be communicated through

the form of the distribution. For example, if an agent has belief μ and certainty (i.e.,

precision) τ indicating how certain they are about their belief, their belief can then be

represented by a Gaussian N(µ, 1/τ). Although this proposal resolves limitations of the

DeGroot model and its adaptations through a subjective quantifier of signal quality, it

naively assumes that neighbours’ judgements were statistically independent.

The assumption of independence is an important limitation of such previous work,

since statistical dependencies naturally occur when confronted with information from

sources of our social environment. Imagine, for example, that two friends told you they

heard your favourite band will be playing in town this summer. Now, if one of your friends

shared their knowledge with the other before both of them approach you, the amount
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of evidence provided to you is halved. This sequential belief updating process, which

frequently takes place in real life, violates assumptions of independence (see Bikhchandani

et al., 1992, for important theoretical work on sequential belief updating). Such violations

have not only statistical relevance, but also real-life implications. We saw that when

a group of people form their judgements based on the same or shared information, the

amount of evidence shrinks. If individuals are unaware of such dependencies, or incapable

of taking these dependencies into account when taking a decision, they might falsely

allocate more credits on decisions coming from larger groups just because of the group

size –usually observed during media influence, political campaigning, and conspiracy

theories.

People are sensitive to such statistical dependencies in social learning, at least in some

contexts. Specifically, using scalar representations of judgements, Whalen et al. (2018)

showed that people revise their judgements about the number of blue vs. red marbles

in an urn more when judgements of peers are independent as compared to shared or

sequentially updated judgements. In Fränken et al. (2020), we extended this work using

a normative framework including probabilistic representations of judgements. Precisely,

Fränken et al. (2020) developed an experiment in which participants rated their prior

belief on the suitability of two political candidates for public office using a dynamic (i.e.,

real-time updating) probability distribution. Thereafter, participants were exposed to the

judgements of social network peers which varied in terms of their relationships with each

other: independent peers having no relationship with each other; peers that formed their

beliefs based on shared information; and peers that updated their judgements sequentially.

Following exposure to peers’ judgements, participants revised their initial judgements

using the same interface. Statistically, the three condition were similar to Whalen et

al. (2018), thus allowing to assess whether participants correctly weighed the evidential

value of information between conditions. Results showed that participants distinguished

independent from dependent sources of information (people are not simply combining

their own judgements with the communicated judgements of their network neighbours.

Rather, they are additionally sensitive to the origin of those judgements and to what
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extent they are redundant), but did not differentiate between the two dependent social

network setups. These findings corroborated previous work on belief revision showing that

people’s beliefs are affected by the judgements of peers, and that statistical dependencies

between sources of information influence the magnitude of belief updating.

Here, deploy two experiments and apply the above setup and interface to the domain

of moral belief updating, which lacks recent computational attempts for modelling belief

revision. Expanding previous work by Fränken et al. (2020), the present contribution

investigates how people integrate moral information in a micro-social network. We first

introduce a Bayesian framework to derive normative qualitative (directional) and quant-

itative predictions for how people should update their moral judgements. As in previous

work (e.g., Whalen et al., 2018; Fränken et al., 2020), in experiment one, we compare

three different conditions. The first serving as baseline: independent sources of informa-

tion. In the second and third conditions, independence is violated: participants are either

told that their peers formed their judgements based on the same data (shared informa-

tion condition), or that peers communicated judgements prior to sharing them with the

participant (sequential updating condition; see Fig. 6.1, for a summary). Importantly, in

the sequential case, neighbour A communicates their judgements to neighbour B before

both communicate their beliefs to the participant. In other words, optimally, only the

information coming from neighbour B should be taken into account when the participant

revises their judgements. Following a series of studies supporting that moral judgements

are resistant to change (e.g., Lord et al., 1979; Skitka, 2010) we expected that participant

would not update their judgements normatively as predicted by our model. Specifically,

we expected that participants’ posteriors will not be systematically different from their

priors.

In experiment two, we slightly vary the experimental condition. Instead of a scenario

where subjects learn what someone else (neighbours) thinks about the action of the main

character (as in experiment 1), we now have a scenario where subjects judge the action

and then learn about the motives of the actor from the sources (neighbours). In that way

we can ensure whether they update their judgements at all –as predicted in experiment
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one–. Since the subjects will now be exposed to why the target behaved as they did, which

will increase the credibility of the sources, we expect that participants will now update

their judgements, but not normatively. In particular we predict that, We predict that

our participants’ patterns of judgments (in terms of both modal belief and certainty) will

deviate from the normative model (cf Fränken et al., 2020). That means, the parameters

we will extract from participants’ reported judgements will not differ between conditions

in the directions predicted by the model but may differ in magnitude in ways that we

are yet to try to model. Put otherwise, we predict that there will be a negligible effect

of network setups on participants’ judgements i.e., people will not take into account

informational dependencies when they are revising their judgements. Furthermore, we

predict that prosocial motives will push participants’ final judgement toward ’ethical’,

while selfish motives will move participants’ final judgement toward ’unethical’. When

the initial judgement of the participant is closer to ’unethical’ in absolute terms (i.e. on

the ’unethical’ side of the midpoint of the belief rating scale), and prosocial motives push

their final judgement toward ’ethical’ in absolute terms (crossover response) we expect

that shift in belief to be smaller than (a) what our model will predict and (b) the shift

observed when judgements move in compatible directions (e.g. original ethical belief +

prosocial motives will result in a larger update by comparison; same for unethical +

selfish motives).

6.1.1 A normative framework

The normative framework models moral belief change from the perspective of a Bayesian

agent across our three network setups. We initialise the model by computing subjects’

moral beliefs which are based on reading about a fictional character facing a moral de-

cision (i.e., asocial information). Subjects’ prior beliefs are represented as beta prob-

ability distributions whose parameters are updated according to Bayes’ rule. Here, the

initial posterior probability of a belief or hypothesis p(h), given asocial information, d,

corresponds to the normalised product of the likelihood p(d|h) and the prior p(h):

p(h|d) ∝ p(d|h)p(h) (6.1)



MORAL BELIEF UPDATING 143

Figure 6.1. Illustration of network conditions. t0: neighbors form beliefs given data. t1:
neighbors update beliefs based on interaction (sequential case only). t2: target updates
belief.

We choose a prior coming from a Beta distribution which is conjugate to a binomial

likelihood
(
n
k

)
pk(1 − p)kn−k with n = 2 to ease modelling belief revision by using the

analytical posterior Beta(1 + k, 1 +n− k). For instance, from a uniform prior belief X ∼

Beta(1, 1), observing data 3 D = {1, 2} where k = 3, the parameters of the posterior are

X ∼ Beta(2, 3). This reflects the nature of participants’ beliefs about the main charac-

ter of the story, including a judgement about whether the character is ethical/unethical

(mean of the beta distribution), and a measurement of certainty (precision of the beta

distribution). Following the formation of priors based on asocial data, we derive qualitat-

ive (directional) and quantitative predictions for how people should normatively update

their beliefs upon observing the beliefs of other network peers between the three exper-

imental conditions. As in Equation 6.1, we use Bayes’ theorem to model how people

should integrate the beliefs (i.e., social information) from their network peers s:

p(h|s1, ...sn) ∝ p(s1, ...sn|h)p(h) (6.2)

In the case where the beliefs of neighbours are independent, the parameters of the pos-

terior distribution of a participant’s belief —after having been exposed to their neighbours

beliefs— is equal to adding up the parameters of 1) the participant’s prior distribution and

3In the present we do not quantify data, rather we assume that model prior is equal to people’s prior
plus some random noise. That is an arbitrary choice since in this study we are not interested in how
people update their prior. We are interested in how people update their posterior after observing beliefs
from peer.
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2) neighbours’ distributions (Fig 6.1, column 1). If participant’s neighbours formed their

beliefs based on the same information the model provides lower and upper bounds for the

revised posterior. The parameters of neighbours are constant across conditions, and thus,

any potential variation in updating can be attributed to manipulating the dependencies

between neighbours. Therefore, the model lower bound is equal to subtracting the lowest

α and β parameters from the aggregate parameters. In the current study, we assume that

all possible combinations of overlap are equally probable, and thus we model the normat-

ive impact of shared information on belief updating as having a magnitude intermediate

between strictly independent information (higher magnitude) and sequentially updated

beliefs (lower magnitude; Fig 6.1, column 2). Last, if neighbours updated their beliefs

in a sequential manner, the model predicts that the parameters of participants’ posterior

distributions should be equal to adding up the parameters of 1) the participants’ prior

distributions and 2) the parameters of the neighbour who formed their beliefs last (i.e.,

Fig 6.1, column 3).

Given this framework, a normative agent will have a smaller difference between their

prior- and posterior beliefs when beliefs of social network peers are dependent as compared

to the independent. Moreover, our model predicts that in case of sequentially updated

beliefs, a normative agent will update their prior beliefs to a smaller extend as compared

to the case of shared information. Besides a few cases (e.g., Horne et al., 2015; Schuldt et

al., 2017), however, moral beliefs have been shown to follow a somewhat stable trajectory

over time (see also Williams Jr, 1979; Reuband, 1991), being resistant to change given

new information (Lord et al., 1979; Skitka, 2010). We expect that the current setting will

fail to predict people’s responses. In particular, we do not expect to find any difference

between people’s beliefs before and after seeing what their neighbours responded.
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6.2 Methodology

6.2.1 Participants

Participants (N = 69, range = 20 - 71, mean = 40 ± 12.6, 29 female) were recruited

through Amazon’s Mechanical Turk. Participants were native English speakers based in

the United States. They were paid $1.75 for their time (∼ 20 minutes).

6.2.2 Task description and measures

In each trial, participants first read about a scenario in which a fictional character faced a

moral decision (appendix A.4, experiment 1). After reading about the scenario, subjects

provided their beliefs as for whether the fictional character is ethical or unethical. Follow-

ing their initial belief ratings, subjects were exposed to the judgements of social network

neighbours under consideration of statistical (in)dependence (see Fig. 6.2). Based on the

judgements of their neighbours, subjects then revised their initial judgements to provide

a final posterior judgement.

Before the main task, subjects filled a brief practising phase and a comprehension test

to ascertain that they grasped how to supply their judgements via the interface shown in

figure 6.3. In particular, participants provided their complete probabilistic judgements

(i.e., beta densities) using two response sliders: one responsible for the density mean

(belief slider), and the other responsible for the log precision (certainty slider). The

range of the sliders was from one to 99; where a belief of 1 means the main character of

the story is completely unethical, 50 is neutral, and 99 completely ethical. A certainty

value of one is the weaker possible certainty, while a certainty of 99 is the strongest one

regarding their judgements. The resulting density was updated in real-time and shown

to participants as they selected their response. Visualisations were restricted to concave

function shapes (i.e. α ≥ 1 or β ≥ 1). Network neighbours were introduced as two

potentially town-folks who read about a similar scenario as the participant to form their

judgements about the main character of the story. After learning about their town-folk’s

judgements (and the underlying relationship between them), participants provided their
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posterior belief.

6.2.3 Design and Procedure

We deployed a within-subjects design with three levels: 1) independent information; 2)

shared information; and 3) sequential belief updating. Since inferring model priors is

beyond the scope of the present contribution, we computed normative priors based on

participants’ responses combined with Gaussian noise, X ∼ N (0, 2). The normative prior

and the parameters of the virtual neighbours are shown in Table 6.1. Parameter setup

was constant among conditions, with the only source of variation being our independent

variable (i.e., social-network set-up). Resulting model estimations and sufficient statistics

are outlined in figure 6.4 (columns 1-2). The order of conditions and the scenarios were

Figure 6.2. Example beliefs of locals.

Figure 6.3. Response interface
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Figure 6.4. Summary of model predictions (columns 1-2) and behavioural results
(columns 3-4) for each condition (rows 1-3). B(α , β) refer to the aggregate parameters
of model predictions / subject responses for each condition and measure (i.e. prior and
posterior). In our analysis, we used the aggregate µ and σ2 parameters (plotted below
B(α , β)) to make the interpretation of our predictions and results more intuitive.

randomised between participants. After the completion of the main task, participants

provided basic demographics (e.g., gender, age, etc.)

Table 6.1
Fixed parameters used across conditions.

Normative Prior Parameters of Locals
subjects’ prior + ∼ N (µ, σ2) B(80, 30), B(50, 20)

6.2.4 Analysis

The analysis consisted of two sections. First, we aggregated the parameters of parti-

cipants’ posterior judgements withing condition and contrasted them with each other

to assess qualitative (i.e., directional) alignment with the predictions of the normative

framework. Therefore, we first compared participants’ posterior means (m.1) and vari-

ances (m.2) among conditions using two linear mixed-effects models with condition (i.e.

social network setting) as fixed effect and subject as random effects. Evaluating these

parameters (i.e., mean and variance) independently could lose dependencies which might

be present in how subjects revise these elements of their judgements. To address this, we
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calculated the Jensen-Shannon Divergence DJS between prior and posterior distributions

for each participant to establish if the degree of revising prior judgements varied by net-

work set-up. DJS enables evaluations of alterations both in mean and variance between

distributions through a single symmetric distance measure given by:

DJS (P ||Q) = αDKL (P ||Q) + (1− α)DKL (Q||P ) (6.3)

where DKL is the Kullback-Leibler Divergence, a common asymmetric measure in in-

formation theory for estimating how much a probability density P has moved from a

reference distribution Q. By definition, DKL ≥ 0, is equal to 0 if and only if P and Q are

identical. A limitation of DKL is its non-symmetry, which is resolved by DJS if α = 0.5.

Having computed each participant’s DJS, we deployed one more mixed-effects model with

condition as fixed effect and participants as random effects to contrast mean differences

in the log-transform of DJS (model 3). We used a log transformation of DJS to address

the residual distribution right skewness displayed by the non-transformed residual distri-

bution of DJS. All models were compared to a reduced model having only an intercept

as predictor and participants as random effects. Models were run in R with the function

lmer() from the package lme4 (Bates, 2010).

Then, we contrasted participants and model performances between conditions to test

how far participants aligned quantitatively with the model predictions. Thus, we cal-

culated DJS between participants’ posterior judgements (figure 6.4, column 4) and the

normative posterior (figure 6.4, column 2) among conditions. Because of the skewed

distribution of DJS for this comparison, we deployed a Wilcoxon signed-rank test (non-

parametric t-test; alternative hypothesis > 0) to test if subjects incorporated the asocial

information as predicted by the normative framework. We also contrasted the distance

between participants’ and model posterior means, as well as the distance between par-

ticipants’ and model posterior variances (using two-sided unpaired t-test). We used the

same analysis to evaluate whether participants update their judgements after being ex-

posed to social information across our experimental conditions. In other words, we com-

pared the prior mean/variance with the posterior mean/variance, and we also calculated

the DJS between prior and posterior distributions and compared that to zero.
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6.3 Methodology

6.3.1 Participants

Participants (N = 123, age range = 18 - 65, mean = 34 ± 10.6, 40 female) were recruited

through Amazon’s Mechanical Turk. Participants were native English speakers based in

the United States. They were paid $1.75 for their time (∼ 20 minutes).

6.3.2 Task description and measures

The task was quite similar to the first experiment. In each trial, participants first read

about a scenario in which a fictional character took a decision (appendix A.4, experiment

2). At this point, participants do not know the motive behind the fictional character’s

decision. After reading about the scenario, subjects provided their judgements as for

whether the fictional character is ethical or unethical. Without having access to the

motive, we expect participant’s responses to be neutral (neither ethical or unethical).

Following their initial belief ratings, subjects were exposed to 1) the judgements of social

network neighbours under consideration of statistical (in)dependence (see Fig. 6.2) and

2) the motive (pro-social/selfish) behind character’s decision. Based on the judgements of

their neighbours and the true motive, subjects revised their initial judgements to provide

a final posterior judgement.

Prior to the main task, participants completed the same training phase as in ex-

periment 1 (described in section 6.2.2), and a comprehension quiz to ensure that they

understood how to provide their beliefs using the interface shown in Fig. 6.3.

Network neighbours were introduced as two potentially friends who knew about the

main characters motives behind their decision. After learning about their friends’ beliefs

(and the underlying relationship between them), participants provided their posterior

belief.
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6.3.3 Design and Procedure

We used a withing-subjects repeated-measures design with two manipulated factors: 1)

the three network setups (independent information; shared information; and sequential

belief updating) 2) motive type (pro-social/selfish). The normative prior and the para-

meters of the virtual neighbours are shown in Table 6.1. Parameter settings were constant

across conditions, with the only source of variation being our independent variable (i.e.,

social-network set-up). Resulting model predictions and sufficient statistics are summar-

ised in Fig. 6.4 (columns 1-2). The order of conditions and the scenarios were randomised

between participants. After the completion of the main task, participants provided basic

demographics (e.g., gender, age, etc.)

6.3.4 Analysis

As with the first experiment analysis the analysis of the second experiment has two

parts. First, we compared the aggregate parameters of subjects’ posterior judgements

between conditions to evaluate qualitative (i.e. directional) alignment with our model

predictions. Thus, we first contrasted subjects’ posterior mu (model 1) and var (model

2) between conditions using two linear mixed-effects models with condition (i.e. social

network set-up) as fixed effect and subject as random effects.

In the analysis of the second experiment we also included the different motive types.

Specifically, to evaluate if there are differences in belief revision based on motive type

(pro-social/selfish) we run two more fixed-effects models. One with participants’ posterior

mu and one with participants’ posterior var. The fixed effect structure for both models

consisted by motive type, while the random effect structure consisted by each subject’s

intercept.

Finally, to evaluate whether participants’ belief revision was significantly different

than what the model predicted in the crossover condition (e.g., participant’s initial

judgement: ethical; final judgement: unethical), we run a Wilcoxon signed-rank test

(non-parametric t-test) between participants’ DJS (participants’ difference between prior

and posterior) and model DJS (model’s difference between prior and posterior) focusing
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only in the crossover subset.
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6.4 Results - experiment 1

6.4.1 Descriptive statistics

Table 6.2 presents the descriptive statistics for the main variables in our first experiment.

Table 6.2
Descriptive statistics for each condition

Variable n mean sd median min max skew kurtosis se
Age 69 40.03 12.69 39 20 71 0.61 -0.33 1.52

Pol.Or 69 3.91 1.91 4 1 7 0.07 -1.18 0.23
Independent condition

Mean prior 69 0.41 0.14 0.44 0.04 0.72 -0.34 -0.26 0.02
Variance prior 69 88.42 9.5 88.86 50.49 126 -0.15 4.91 1.14
Mean posterior 69 0.41 0.15 0.44 0.04 0.9 0.28 1.9 0.02

Variance posterior 69 88.73 9.44 88.98 48.59 126 -0.34 6.09 1.14
Shared condition

Mean prior 69 0.4 0.17 0.43 0.04 0.92 -0.01 0.51 0.02
Variance prior 69 90.27 8.83 89.41 72 126 0.94 2.64 1.06
Mean posterior 69 0.40 0.17 0.43 0.04 0.92 -0.10 0.57 0.02

Variance posterior 69 90.97 9.77 90.23 72 126 1.45 3.22 1.18
Sequential condition

Mean prior 69 0.44 0.14 0.44 0.11 0.95 0.28 1.68 0.02
Variance prior 69 88.5 7.03 88.70 71.11 116.73 0.72 2.62 0.85
Mean posterior 69 0.43 0.14 0.43 0.12 0.89 0.46 1.51 0.02

Variance posterior 69 88.77 6.82 90.05 71.48 102.71 -0.49 -0.36 0.82

Pol. Or: Political orientation;

6.4.2 Sanity checks

Levene’s test revealed that the homogeneity of variance assumption was maintained for all

three dependent measures (all ps > 0.05) used between models 1-3. Inspection of residual

plots confirmed that the residual posterior means, posterior variances and DJS residuals

were approximately normally distributed. Comparing each model to its reduced version

revealed that inclusion of social network set-up as a factor did not explain a significant

amount of variance in the outcome variable (see Table 6.3). Fig. 6.4 summarises model

predictions and parameters of a random subject for our three experimental conditions.
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Table 6.3
Overview of model fits for each variable (DV).

Model DV BICdiff R2
c χ2 p-value

1 µ 9.58 0.06 1.08 0.582
2 σ2 7.24 0.15 3.42 0.181
3 logDJS 9.06 0.06 1.6 0.448

* BICdiff = BICfull - BICintercept-only; R
2
c = proportion

of variance explained by the model. The p-value here
is not that of the model, rather it indicates whether
the the inclusion of the network setup predictor signi-
ficantly improves model fit.

Figure 6.5. Boxplots for observed and predicted values for the three models of the qual-
itative analysis. In all three cases there were no differences among the three network
setups.

Qualitative comparison

Overall, the results of the three linear mixed-effects models below point towards the same

direction: the distributions of participants’ responses across network setups do not differ

systematically from each other (Fig. 6.5).
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To test whether the mu parameter of participants’ response distributions can be pre-

dicted by the different network setups (i.e., independent/shared/sequential), we ran a

linear mixed-effects model, with network setups as fixed effects and random intercepts

for subjects. The overall model fit was not significant, R2(R2
c) = 0.059, and the mar-

ginal exploratory power of the social network factor was R2(R2
m) = 0.007, F (2, 244) = 0.8,

p > .05. In brief, there were no differences on the mu parameters of participants’ response

distributions across network setups.

We repeated the above analysis to test whether social network setup affected the var

parameter of participants’ responses. The overall model fit was not significant, R2(R2
c) =

0.64, and the marginal exploratory power of the social network factor was R2(R2
m) =

0.002, F (2, 244) = 1.14, p > .05. In brief, there were no differences on the var parameters

of participants’ response distributions across network setups.

Finally, we repeat the previous analyses using the log Jensen-Shannon Divergence

(DJS) of participants’ response distributions as the dependent variable. The overall model

fit was not significant, R2(R2
c) = 0.12, and the marginal exploratory power of the social

network factor was R2(R2
m) = 0.001, F (2, 244) = 0.18, p > .05. In brief, there were no

differences on the DJS of participants’ response distributions across network setups.

Quantitative comparison - Predictions vs Observed

Taken together, the results of the quantitative comparisons below suggest that the model

predictions and participants’ responses were different, and the difference seems to be

driven by participants being more confident than what the model predicted.

We conducted an unpaired t-test between participants’ posterior mu’s and model

posterior mu’s to determine if the mean of the participants’ posterior distributions was

different than that of the model’s posterior. The results showed that there was no dif-

ference between the mu parameters, t(393.35) = −1.242, p = 0.215, with participants

mean mu being 0.42, while model prediction 0.43 (confidence interval of the difference

[−0.04, 0.01]). That is, the difference between participants’ mu parameters and model

mu parameters is close to zero.
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To check whether the var parameter of participants’ posterior distribution was sys-

tematically different than the var of model posteriors, we run an unpaired t-test between

participants’ posterior var’s and model posterior var’s. The results showed that there

was a significant difference between the var parameters, t(262.87) = 7.98, p < .001, with

participants mean var being 0.0017, while model prediction 0.0012 (confidence interval

of the difference [4e − 04, 6e − 04]). That is, the difference between participants’ var

parameters and model var parameters significant, with participants’ var being less than

what model predicted.

In order to evaluate whether the DJS between participants’ and model posteriors was

greater than zero, we run a Wilcoxon signed-rank test (non-parametric t-test) using as

alternative hypothesis > 0 and feeding it the distribution of DJS. The results showed

that the DJS distribution was reliably different than zero, V = 14430, p < .001. That

is, the difference between participants’ response distributions and model prediction is

greater than zero, which implies that participants’ responses were different than model

predictions.

6.4.3 Quantitative comparison - Participants priors vs

Participants posteriors

In order to evaluate whether there was a difference between the mu, var, and DJS metrics

we run three t-tests (paired, paired, Wilcoxon signed-rank). The results of all three

tests were non-significant: t(206) = 0.096, p = 0.923, [−0.0126, 0.0139]; t(206) = 0.705,

p = 0.482, [0, 1e− 04]; V = 14430, p > .05; respectively. Overall, the results of the final

comparisons seem to suggest that participants’ prior judgements were not different than

their posterior judgements. Figure 6.6 shows the results of the quantitative comparisons.
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Figure 6.6. Results of the quantitative analysis. The left column depicts the comparison
between subjects’ priors and posteriors, while the right column depicts the comparison
between predicted and observed posteriors. The rows outline the three different distri-
bution metrics: mean, variance, and log Djs. In the bottom row, the null hypothesis is if
the distribution is different than zero. * indicates the presence of a significant difference.
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6.5 Results - experiment 2

6.5.1 Descriptive statistics

Table 6.4 presents the descriptive statistics for the main variables in our first experiment.

Table 6.4
Descriptive statistics for each condition

Variable n mean sd median min max skew kurtosis se
Age 123 33.46 10.63 30 18 65 1.26 0.88 0.95

Pol.Or 123 3.88 1.87 4 1 7 0.08 -1.06 0.17
Independent condition

Mean prior 123 55.14 20.65 55 5 95 -0.30 -0.27 1.86
Variance prior 123 52.24 26.55 58 1 99 -0.19 -0.88 2.39
Mean posterior 123 0.57 0.23 0.6 0.05 0.95 -0.48 -0.4 0.02

Variance posterior 123 0.01 0.02 0.01 0.001 0.08 2.22 4.33 0.01
Shared condition

Mean prior 123 55.55 19.16 55 5 95 -0.38 0.23 1.73
Variance prior 123 47.73 26.55 50 1 99 0.02 -1 2.39
Mean posterior 123 0.56 0.18 0.6 0.05 0.95 -0.36 -0.42 0.02

Variance posterior 123 0.01 0.02 0.01 0.001 0.08 2.05 3.36 0.002
Sequential condition

Mean prior 123 55.62 17.3 51 5 95 -0.07 0.17 1.56
Variance prior 123 43.01 24.54 48 1 99 0.08 -0.71 2.21
Mean posterior 123 0.55 0.21 0.55 0.05 0.95 -0.34 -0.63 0.02

Variance posterior 123 0.01 0.02 0.01 0.001 0.08 2.03 3.24 0.002

Pol. Or: Political orientation;

6.5.2 Sanity checks

Levene’s test revealed that the homogeneity of variance assumption was maintained for

all five dependent measures but one (all p′s > 0.05 except means motive type model

with p = 0.002) used between models 1-5. Inspection of residual plots confirmed that

the residual posterior means, posterior variances and DJS residuals were approximately

normally distributed.
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Figure 6.7. Boxplots for observed and predicted values for the three models of the qual-
itative analysis. In all three cases there were no differences among the three network
setups.

Qualitative comparison

Overall, the results of the three linear mixed-effects models below point towards the

same direction: the distributions of participants’ responses across network setups do not

differ systematically from each other. In other words, participants responses were similar

between conditions (Fig. 6.7).

To test whether the mu parameter of participants’ response distributions can be pre-

dicted by the different network setups (i.e., independent/shared/sequential), we run a

linear mixed-effects model, with network setups as fixed effects. The random effect

consisted of an intercept for each subject: (1|subject). The overall model fit was not

significant, R2(R2
c) = 0.022, and the marginal exploratory power of the social network

factor was R2(R2
m) = 0.002, F (2, 244) = 0.42, p > .05. In brief, there were no differences

on the mu parameters of participants’ response distributions across network setups.

To test whether the var parameter of participants’ response distributions can be pre-

dicted by the different network setups (i.e., independent/shared/sequential), we run a

linear mixed-effects model, with network setups as fixed effects. The random effect con-
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sisted of an intercept for each subject: (1|subject). The overall model fit was not signi-

ficant, R2(R2
c) = 0.65, and the marginal exploratory power of the social network factor

was R2(R2
m) = 0.002, F (2, 244) = 1.14, p > .05. In brief, there were no differences on the

var parameters of participants’ response distributions across network setups.

To test whether the Jensen-Shannon Divergence (DJS) of participants’ response dis-

tributions can be predicted by the different network setups (i.e., independent, shared,

sequential), we run another linear mixed-effects model, with network setups as fixed

effects. The random effect consisted of an intercept for each subject: (1|subject). The

overall model fit was not significant, R2(R2
c) = 0.121, and the marginal exploratory power

of the social network factor was R2(R2
m) = 0.008, F (2, 244) = 0.18, p > .05. In brief,

there were no differences on the DJS of participants’ response distributions across network

setups.

Quantitative comparison - Predictions vs Observed

Taken together, the results of the quantitative comparisons suggest that the model pre-

dictions and participants’ responses were not systematically similar.

In order to check whether the mu parameter of participants’ posterior distribution

was systematically different than the mu of model posteriors, we run an unpaired t-test

between participants’ posterior mu’s and model posterior mu’s. The results revealed a

significant difference between the mu parameters, t(719.6997) = 3.656417, p < 0.001,

with participants mean mu being 0.56, while model prediction 0.51 (confidence interval

of the difference [0.02, 0.08]). That is, the difference between participants’ mu parameters

and model mu parameters is not close to zero, with participants’ judgements being closer

to ethical than what model predicted.

To check whether the var parameter of participants’ posterior distribution was sys-

tematically different than the var of model posteriors, we run a Wilcoxon signed-rank test

(non-parametric t-test) between participants’ posterior var’s and model posterior var’s.

The results showed that there was a significant difference between the var parameters,

v = 120778, pp < 0.001 with participants mean var being 0.014, while model prediction
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0.002 (note here this is the inverse variance, meaning that smaller values indicate more

confident responses. That is, the difference between participants’ var parameters and

model var parameters is not close to zero, with model prediction being more confident

than participants’.

6.5.3 Quantitative comparison - Participants priors vs

Participants posteriors

Overall, the results of the comparisons below seem to suggest that participants’ prior

judgements were not different than their posterior judgements. However, participants’

certainty increased after being exposed to the experimental condition.

In order to evaluate whether there was a significant difference between the mu para-

meters of participants’ prior and posterior distributions, we run an paired t-test between

participants’ prior and posterior mu parameters. The results showed that there was no sig-

nificant difference between the mu parameters, t(368) = −0.48, p = 0.633, with the mean

difference being very close to zero, (confidence interval of the difference [−0.0266, 0.0162]).

That is, the difference between prior and posterior mu parameters is insignificant (fig. 6.8).

In order to check whether the var parameter of participants’ posterior distribution

was systematically different than the var parameter of their prior, we run a Wilcoxon

signed-rank test (non-parametric t-test) between participants’ posterior and prior vars.

The results showed that there was a significant difference between the var parameters,

v = 32135, p < .001 with participants prior mean var being 0.019, while posterior mean

var 0.0136 (note here this is the inverse variance, meaning that smaller values indicate

more confident responses. That is, the difference between participants’ prior and posterior

var parameters is not close to zero, with participants being more confident after being

exposed to the experimental condition (fig. 6.9).
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Figure 6.8. Probability density distributions for participants’ prior and posterior mean
(belief).

Figure 6.9. Probability density distributions for participants’ prior and posterior variance
(certainty).
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Figure 6.10. Participants’ mean posterior for the mean parameter by motive type. Mean
range 0 - 1, where 0 is the unethical side, while 1 is the ethical one. Pro-social scenarios
trigger responses closes to the ethical end.

6.5.4 Quantitative comparison - Participants posteriors over

motive type

To test whether the mu parameter of participants’ response distributions can be predicted

by the different motive types (i.e., anti-social/pro-social), we run a linear mixed-effects

model, with response type as fixed effect. The random effect consisted of an intercept

for each subject: (1—subject). It was found that the motive type did improve model fit

significantly F(1, 367) = 104.48, p < .001, with pro-social motives eliciting judgements

closer to the ethical end (fig. 6.10).

To test whether the var parameter of participants’ response distributions can be pre-

dicted by the different motive type (i.e., anti-social/pro-social), we run a linear mixed-

effects model, with motive type as fixed effect. The random effect consisted of an intercept

for each subject: (1—subject). The results showed that the amount of the parameter

variance explained by the fixed effects is 0.27%, marginal r2 (r2m) = 0.0027, while the

variance explained by the entire model is 65.07%, conditional r2 (r2c) = 0.65. It was

found that the motive type did not improve model fit significantly F(1, 272.5769) = 2.18,
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Figure 6.11. Participants’ mean posterior for the var parameter by motive type. Mean
range 0 - 1, where 0 is the unethical side, while 1 is the ethical one. There was no
difference.

p = 0.14, with no comparison across the mean var’s being significant, all p’s ¿.05. In

brief, there were no differences on the var parameters of participants’ response distribu-

tions across motive type (fig. 6.11).

6.5.5 Quantitative comparison - Participants belief revision in

crossover condition

In order to test if participants’ belief revision was significantly different than model pre-

diction in the crossover condition, we run a Wilcoxon signed-rank test (non-parametric

t-test) between participants’ DJS (difference between prior and posterior) and model DJS

(difference between prior and posterior) focusing only in the crossover subset (where par-

ticipant’s initial judgement was closer to one end (e.g., ethical), while participant’s final

judgement was closer to the other end (e.g., unethical)). The results showed that there

was a significant difference between the DJS parameters, v = 3819, p < .001 with par-

ticipants mean var being 8.85, while model prediction 24.05. That is, in the crossover

condition, participants’ posterior responses were closer to their prior responses compared
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Figure 6.12. DJS probability densities of model predictions and participants’ responses.
Participants’ DJS distribution surrounds 1-5, while model DJS surrounds 16-20. That
is, participants’ difference between prior and posterior responses is smaller than this of
model predictions.

to what the model predicted, that is, participants seem to stuck with their prior (fig. 6.12).
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6.6 Discussion

In this chapter, we modelled a moral belief updating process with two virtual social

network neighbours across three different network setups. The three setups induced

potential (in)dependencies that might exist between sources of social information. We

found that subjects did not change their moral judgements, which is in line with previous

work showing that moral judgements are resistant to revision in light of new evidence (e.g.,

Lord et al., 1979; Skitka, 2010). Here, we expanded these findings to the case in which

new evidence comes in form of the judgements (experiment 1)/knowledge (experiment2)

of social peers. Specifically, our Bayesian model —which predicted how an agent should

update their judgements in an optimal way— failed to characterise participants’ responses

to information from peers. The model predicted a smaller difference between prior and

posterior judgements when the judgements of social network neighbours were dependent

as compared to the independent condition. Moreover, it predicted that the dependent

case of the sequentially updated judgements would result in a smaller update of prior

judgements as compared to shared information. However, in the first experiment, as

expected from the subjectivity ingrained within moral judgements and their resistance to

change, the empirical data did not support these normative predictions: participants did

not update their moral judgements in any condition. This was true across all three metric

comparisons (see Fig. 6.6, left column). Furthermore, posterior distributions could not

be predicted by the three different network setups. Participants’ posterior distributions

were significantly different from model posteriors (see Fig. 6.6, right column). Contrary

to our expectation, participants mu parameters followed a normative pattern, aligned to

our normative model predictions.

The second experiment, on the other hand, showed a slightly different picture. When

the response type (compatible/crossover) and/or motive type (anti-social/pro-social) are

not taken into account then participants do not update their judgements after they are

exposed to the experimental condition. However, when we factor in the effect of the

response type, participants do update their judgements in the crossover condition, al-

though they do so to a smaller extent than a rational agent (i.e., model prediction). In
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other words, participants seem to be resistant to altering their judgements even when

subsequent evidence indicates their previous judgement/belief was erroneous (see also

figure 6.12. As expected, participants’ judgements were closer to unethical when the

motive type of the main character of the scenario was anti-social and when the motive

type was pro-social, participants’ judgements were closer to ethical. Interestingly, the

difference from the middle point of the unethical-ethical spectrum (neutral) was smaller

for the anti-social motive type than the pro-social one. That is, participants characterised

anti-social motives as unethical, but they did so less than they characterised pro-social

motives as ethical. This aligns with pre-existing literature that supports that when people

revise or form their beliefs are more cautious when judging others negatively (Ashton &

Ashton, 1990).

Our findings are directly comparable to Fränken et al. (2020) where we used a slightly

different paradigm (i.e., non-moral context) but the same framework and similar analyses.

There, people update their judgements significantly less when the provided social inform-

ation was coming from dependent sources (i.e., shared and sequential network setups) as

compared to the independent case. That is, people were not simply combining their own

judgements with the communicated beliefs of their network neighbours. Rather, they

were additionally sensitive to the origin of those judgements and to what extent they

were redundant. Here, by contrast, people seemed to ignore the origin and details of

social information, simply sticking to their prior beliefs.

We thus replicated previous findings showing that moral judgements are most often

strongly held convictions rooted in emotion and socialisation that are not changed easily

by deliberative reasoning. There is, however, some support / nuance of optimism coming

from Horne et al. (2015) (see also Schuldt et al., 2017), who found that, given certain

types of evidence, people do revise their beliefs. A key feature of this evidence is that

it must come ”from the inside” in order to induce a belief change. If people actively

considered a moral dilemma while making a judgement, and they were presented with

another (contradictory) dilemma and the chance to revise their judgements, people might

adjust their belief. For example, Horne et al. (2013) asked participants to make a judge-
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ment about a moral dilemma and then immediately after to rate their agreement with

different moral beliefs. It was found that considering the Footbridge dilemma –a tradi-

tional dilemma that tends to elicit deontological judgements– let people to lower their

credence in the utilitarian belief: ”in the context of life or death situations, always take

whatever means necessary to save the most lives” (Horne et al., 2013). They concluded

that people revise their moral beliefs after exposure to a single dilemma.

A limitation of the present study is our assumption that the initial data (i.e., moral

scenarios) comes from a binomial distribution. Although it allows for a tractable com-

putation of the posterior, this assumption might not hold in reality. Further work might

assess the impact of switching to different distributions (e.g., Gaussian) or try to infer

the real distribution of the data in order to make the model more reflective of everyday

life. Another extension of the current study would be to use friends or people from the

real network of the subject, instead of virtual agents to increase the strength of the social

evidence.

In summary, in the current study we used a novel method to derive the distributions

of participants’ moral judgements by asking them to provide mean and precision using

a dynamic interface. Participants’ responses did not align with our normative Bayesian

framework predictions, replicated the finding that moral judgements are resistant change

in light of new evidence, even if this evidence takes the form of social information from

network peers.
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Chapter 7

General Discussion

7.1 Our studies

The inherent challenge, and perhaps exciting promise, of political psychology and cog-

nitive science is the task of exploring an extremely complex system –the cognitive agent–

in an endlessly intricate space –the political space. These complexities inherently blend

one another, rendering a powerful psychological science of ideology and political beha-

viours both challenging and vital. The speedy expansion of misinformation propagated

by digital media as well as noticeable polarisation within and across national bodies has

triggered a worldwide feeling that our knowledge about the origin of voting behaviours

and ideological world views is perilously inadequate. Whereas the research of political

beliefs and behaviours has been historically restricted to the social sciences, recent pro-

gress in computational cognitive sciences highlights that a computational approach might

critically improve our understanding about political and ideological behaviours. Com-

putational perspectives on the nature of ideological behaviours normally take two main

forms: computational simulations of hypothetical behavioural dynamics and computa-

tional modelling of behaviour on cognitive tasks. The sections in this dissertation reflect

both types of computational approaches and results in striking overlaps and complement-

ary findings.

We first tried to capture how, in a political space, conflicting beliefs might lead to
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cognitive dissonance, and which strategies (e.g., disengagement) are being used by agents

to overcome the dissonance they feel. Then, we investigated how conflicting environ-

ments might shape political polarisation, and finally, how people update their beliefs and

departure from normative updating (where presumably conflict/dissonance might play a

role).

7.2 Modelling the frequency of conflict using PGM

In chapter 2 we defined a probabilistic graphical model to investigate the frequency with

which different political ideologies experience conflicting beliefs, and thus potentially dis-

engage from some of these beliefs as a means to resolve the conflict. The main findings

indicated that more conservative political ideologies lead to a higher probability of ex-

periencing conflicting beliefs, and thus disengaging from those beliefs.

Looking closer, however, we saw that extreme conservatives’ probability of experi-

encing conflict was slightly less than that of conservatives. This somewhat unexpected

finding can be understood probabilistically if we look closer in the mathematical function

we used to describe conflict. Based on that function, for a conflict to come about we

need at least two highly and equivalently upheld beliefs. In other words, the difference

between the two (or more) conflicting foundations works as a weighting parameter for

the endorsement of the foundations. The more the difference, the less the endorsement.

Applying that to conservatives (see figure 1.1), we see that the difference between any

pair of the foundations should not be high since all foundations are similarly valued. On

the other hand, extreme conservatives value the binding foundations (loyalty, authority,

sanctity) more than the individualising ones (care, fairness). Therefore, the difference

between the foundations should be greater, thus decreasing the probability of a conflict

(between binding and individualising foundations).

Another important finding was about the frequency of conflict within different moral

scenarios. Specifically, within individualising scenarios have the smallest probability

to accommodate conflict, while between individualising and binding scenarios have the
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highest. Within binding foundations scenarios are intermediate in probability of eliciting

conflict. As we explain in the following paragraph, this finding has important theoretical

implications for research on echo chambers and ideological polarisation.

Although, for the most, we discuss conflict occurring within the agent, meaning, for ex-

ample, that an agent could have contradictory beliefs, our conflict model is not restricted

only to such scenarios. Theoretically, our model predictions compute potential conflict

between foundations, be it within or between agents. Using that information alongside

with event’s moral foundations (i.e. the salient moral aspects of a given situation), the

model can predict which moral scenario (e.g., within individualising foundation, within

binding foundations, between individualising and binding foundations) is more probable

to generate a conflict –either within or between agents. Findings like these could have im-

plications for echo chambers, where people surround themselves with like-minded others

who have the same or relevant beliefs, in an attempt to avoid conflict, and thereby reflect

and reinforce their own beliefs (e.g., Garrett, 2009; Farrell, 2015; Petersen et al., 2013;

Knobloch-Westerwick et al., 2020). We use the relevant findings as initial parameters

for the agent-based model presented in chapter 5, where we investigate echo chamber

formation between political ideologies.

7.3 Modelling the frequency of conflict – revision

In chapter 3 we revise the conflict model and update two of its aspects. Specifically, we

1) add interaction between the agent’s moral foundations, and we 2) add the concept of

agreement between event’s moral foundations. In particular, in this version the activation

of one foundation can influence the activation of another in a way that the two individu-

alising foundations have a positive correlation between them, binding foundations are

also positively correlated, while between individualising and binding foundations there

is a negative relationship. Furthermore, in the revised version there is a higher chance

of agreement between foundations coming from the same cluster rather than between

clusters. This also in a sense allows for co-variation to exist but this time between the
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moral foundations of the event.

To allow for these changes we introduce a slightly different type of PGM, one that can

accommodate connections between nodes, which cannot ascribe a directionality to the

interaction between variables. This time we are using a partially directed acyclic graph

(PDAG) which is capable of hosting both types of edges.

Having implemented these changes, the aim of the study remained the same: to

explore how moral values might lead to conflicting beliefs, which in turn drive one to

disengage from these beliefs. The findings generally replicated the ones from chapter 2.

In general lines, the differences between the two versions of the model have only to do

with the magnitude of the conflict and not with its pattern. In particular, the further

to the right one scores on the political spectrum, the more likely one is to experience

conflict. This pattern breaks, again, in extreme conservatives. This time, however, the

steep drop in the probability of conflict from conservatives to extreme conservatives (seen

in the previous chapter) became a smooth decrease. Regarding the conflict triggered

within different conflicting scenarios, the findings again showed only some minor changes

on the magnitude of the conflict. When only the event’s moral foundations are ob-

served, within individualising foundations have the smallest chance to generate conflict,

between individualising and binding foundations scenarios have the highest, with within

binding foundations scenarios being intermediate. All the other findings were relatively

unchanged, with scarce differences on the magnitude of the conflict.

7.4 Moral disengagement – Empirical data

We then went on to validate the model and tested its predictions by collecting empirical

data collected independently in Edinburgh, UK, and Napoli, Italy. In particular, in

chapter 4, we tested whether the predictions presented by the conflict model hold true

also in empirical data. We used the conflict model (chapters 2 and 3) to draw predictions.

Besides testing the frequency of moral disengagement based on the political orientation

of the agent, in chapter 4 we also add the right-wing authoritarianism (RWA) and social
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dominance orientation (SDO) scales in the equation, to see whether the relationship

between political orientation and moral disengagement holds true even after controlling

for these two variables.

Largely, the predictions of the conflict model were valid. The more to the right

one scored on the political spectrum, the higher the tendency to self-report using disen-

gagement mechanisms as a means to justify morally questionable actions. The fade-off

pattern predicted by the conflict model from conservatives to extreme conservatives was

only partially supported by the empirical data. In particular, to check whether the fade-

off pattern emerged also in the empirical data, we created two regression models, one

reflective and one non-reflective of the fade-off pattern. We then used two comparison

criteria, AIC and BIC, which resulted into a tie. However, we argue that the discrepancy

between the criterion might be an artefact of the weak power of our study, and that

increasing the sample size could have captured the subtle effect better.

When right-wing authoritarianism and social dominance orientation effects are taken

into account, political orientation seemed to lose predictive capacity. That is, the rela-

tionship between political orientation and moral disengagement is non-significant when

also accounting for SDO and RWA. We argued that this could be because SDO and RWA

are closely related to political orientation. In particular, RWA has its intellectual roots in

issues of fascism (Adorno et al., 1950) and is characterised by submission to perceived au-

thorities, aggression when sanctioned by authorities, and adherence to social conventions

(B. Altemeyer, 1994; R. A. Altemeyer & Altemeyer, 1996; B. Altemeyer, 1998). SDO

is rooted in Social Dominance Theory (Sidanius & Pratto, 2001; Pratto et al., 2006)

which argues that social groups are hierarchically arrayed in societies in terms of status

and resources, and conflict among groups is minimised, in part, through socially shared

beliefs that justify the hierarchy (e.g., legitimising myths). SDO, in particular, is an anti-

egalitarian orientation characterised by a desire for hierarchical relations among groups

(Pratto et al., 1994; Sidanius et al., 1994).There are elements of conceptual overlap here

not only with political ideology in the general sense, but also moral disengagement. Thus,

overlapping predictive variance is not surprising.
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All in all, the patterns from the empirical data support the conflict model predictions,

with the possible exemption being the fade-off pattern, which was only partly supported.

7.5 Ideological polarisation

In chapter 5, we used the predictions of the conflict model as inputs to a simple agent-

based model to investigate echo chambers and polarisation in different political ideologies.

We focused on just two (of many possible) factors responsible for echo chamber formation:

1) confirmation bias (i.e., the need to confirm one’s beliefs, frequently by associating

with like-minded others), and 2) cognitive dissonance generated via interactions between

agents and the need to decrease it. These two factors have opposing effects on the agent.

In particular, 1) attracts them towards similar others, and 2) pushes them away from

similar others (who made different choices). Using our conflict model predictions, we can

differentiate between liberals and conservatives on the grounds of how frequently they

clash with similar others. In our simulations, we found conservatives had a higher chance

than liberals of clashing with ideological near-neighbours. More frequently conflicting

agents should lead to a less dense sub-population than agents who do not clash with

each other as frequently, that is, conservative groups should be less tightly bounded than

liberal groups.

The results showed that the sub-population structures are controlled, in terms of group

sizes and stability, by the density of the agents. The feedback loop between mobility

and conflict yields a strong assortativity between physical and ideology space: closer

neighbours tend to share the same ideology; this scenario is supported by the theory

of confirmation bias. Furthermore, we saw that echo chambers emerge by individuals

who can be influenced only by peers sharing similar views, although in echo chambers

polarised opinions can co-exist. Last, the results showed that a higher chance of clashing

with like-minded others leads to more restless agents, and thus, less dense sub-groups.

The contributions of the model are threefold. First, it shows that spatial segregation

can result from dynamics involving agents seeking consensus on ideology. Second, it
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provides a framework in which the sub-group structure, often assumed in the modelling

of social systems, emerges from the microscopic rules of the model itself. Third, it shows

that conflicting agents yield the possibility that different opinions coexist within the same

sub-group. Furthermore, the current study is the first (to our knowledge) that explores

echo chamber formation looking at the need people have to avoid people with whom they

share similar beliefs, rather than people with whom do not share similar beliefs, which is

extensively looked at by other studies (e.g., Del Vicario et al., 2016; Ngampruetikorn &

Stephens, 2016; Starnini et al., 2016).

7.6 Belief revision in a micro-social network

In the last chapter, chapter 6, we explored how individuals revise their moral beliefs

in light of new evidence. We use a Bayesian model to detail normative predictions of

a rational agent, and then we deployed two experiments to test human approximation

to, or deviation from, that normative standard. In particular, we used three different

social network setups, underlying three potential environments where an individual might

update their beliefs based on what their social neighbours believe. In the first condition,

1) the agent communicates with two neighbours independently, and the two agents have

formed their beliefs based on independent sources. In the second condition, 2) the two

neighbours have shaped their beliefs based on the same source, while in the last condition,

3) although the two neighbours have formed their beliefs based on independent sources,

they talk to each other prior to sharing their beliefs to the agent (see also figure 6.1).

The normative model acts as a rational agent in our study. That is, its predictions

indicate the optimal way an individual should update their beliefs based on new evidence.

The results align with previous work (e.g., Lord et al., 1979; Skitka, 2010; Fränken &

Pilditch, 2020), that is, we found that people deviated from the rational norm, when

updating their moral beliefs in light of new evidence.

More specifically we found that subjects did not change their moral beliefs at all.

This expands pre-existing findings to the case in which new evidence comes in form of
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the beliefs of social network peers. Specifically, our Bayesian model —which predicted

how an agent should update their beliefs in an optimal way— failed to characterise

participants’ responses to information from peers. The difference between prior and

posterior beliefs was expected to be smaller when the beliefs of social network neighbours

were dependent as compared to the independent condition. Moreover, the dependent

case of the sequentially updated beliefs should have resulted in a smaller update of prior

beliefs as compared to shared information. However, as expected from the subjectivity

ingrained within moral beliefs and their resistance to change (e.g., Lord et al., 1979;

Skitka, 2010), the empirical data did not support these normative predictions: in neither

condition did participants update their moral beliefs. This was supported by all three

metric comparisons (see figure 6.4,left column).

7.7 Implications

This work contributes to an important and interrelated set of questions on a number of

levels of analyses. One of the main contributions is the demonstration of how approaches

from social psychology could assist extend the range of formalisation in political sciences.

We created a theoretical model of how frequently people adjust their political and moral

beliefs to minimise cognitive dissonance — the distress that emerges when beliefs clash

with pre-existing preferences. Having its roots in social sciences, this plain intuition

describes why individuals regularly alter their choices to bring them into closer alignment

with their actions/beliefs, or, when they do not control the environment that sparks

the cognitive dissonance they feel, how they migrate from it to avoid experiencing such

conflict.

Besides theoretical implications, these results might also help bridge the gap between

liberals and conservatives both in a political level and in the day-to-day life. Politicians

could be advised by our results by looking how frequent political ideologies conflict with

each other and which foundations are responsible for these conflicts. This could help

them prepare speeches, and therefore acts, that instead of fuelling the chasm between
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their voters they could decrease it by implementing more unifying solutions that are

less conflicting. Another issue that our results might be able to help resolve is the

online ”fights” observed between individuals under articles posted on social media for a

variety of matters, including abortion, capital punishment, gay rights, women’s rights,

gun ownership, environmentalism, euthanasia, and many more. Usually, liberals and

conservatives adopt different standpoints on such matters, and this –in combination with

the provocative content of the average article– creates a fertile ground for conflicts. The

authors of such articles could get advised by our results and adjust the content of their

article in a way that it will elicit less dispute between different political ideologies.

We finish by demonstrating that our framework is amenable to interposing new no-

tions from social psychology that are tightly relevant to cognitive dissonance, such as

confirmation bias and motivated reasoning (Lodge & Taber, 2013). Confirmation bias

takes place when an individual refuses to look for possibly conflicting evidence, choosing

instead to revise their beliefs based on evidence that aligns with their pre-existing be-

liefs (Schelling, 1969, 1971; Lewicka, 1988, 1998; Klayman & Ha, 1987; Cosmides, 1989;

Del Vicario et al., 2016; Ngampruetikorn & Stephens, 2016; Starnini et al., 2016). In

the same vain, motivated reasoning happens when an individual explicitly regards new

information as completely congruent with their pre-existing beliefs (Druckman & Bolsen,

2011; Taber & Lodge, 2006). Either of these concepts are, at their core, scenarios of when

people seek to dodge cognitive dissonance. With confirmation bias, cognitive dissonance

is minimised by evading possibly challenging evidence that can trigger mental distress;

with motivated reasoning, objective evidence is selectively disregarded also to decrease

such distress. Either may be regarded as a special case of the larger framework that we

propose here, that is, our approach could be used to formalise these increasingly critical

concepts and describe their consequences.
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7.8 Future directions

There are numerous ways to build upon the core models, which could potentially occupy

future work on the subject. One possible feature beyond the scope of the present work is

the addition of the concept of time (and thus learning). We saw that a political agent will

experience conflicting beliefs with a given probability (chapters 2 and 3), and that they

will avoid conflict-triggering environments (chapter 5), but how does the agent learn not

to visit this type of environment in the future (i.e., learn to identify conflict-provoking

environmental cues) or to strategically change their beliefs to avoid conflict? Cognitive

dissonance theory proposes that the greater the magnitude of dissonance one experiences,

the stronger the need to reduce it, and if an agent chooses to alter their beliefs to resolve

dissonance, the greater the duration that change should last (Festinger, 1962; Festinger &

Carlsmith, 1959). Moreover, moral disengagement theory also regards time as playing a

crucial role in the duration one disengages from their beliefs (Bandura, 2002; Bandura et

al., 2001). Therefore, introducing the time concept in our models would render them more

representative of the relevant theories. This has great potential value, as studying the

evolution of belief change, or moral disengagement, in complex social groups is extremely

resource intensive and difficult. Particularly in the latter case, legal obfuscation almost

always prevents any sort of ex post facto examination of the trajectory of disengagement.

By contrast, building temporal dynamics into models of disengagement and belief change

could provide a test-bed for predictions of how these processes unfold in the wild.

Another extension is to explore other micro-dynamic emergent phenomena for social

groups, using the framework developed in chapter 5. An interesting example is to look

at how misinformation spreads across polarised groups, and what are the implications

in terms of how the spread shapes the group dynamics. Democrats or liberals tend to

believe that human activity is a primary cause of climate change, whereas Republicans

or conservatives are much less likely to hold this belief (Druckman & McGrath, 2019).

As we saw in chapter 6, a prominent explanation for this divide is that it stems from

directional motivated reasoning: individuals reject new information that contradicts their

standing beliefs. Recent research (A. Moore et al., 2021) has showed that belief in the
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information is significantly affected by both (dis)trust in information source and by belief

compatibility with the valence of the information. Neuroimaging results also confirm this

pattern supporting that motivated cognition accounts of misinformation endorsement.

What effects does this have on group segregation? Does new information acceptance play

a role in how people choose their surroundings? This work would potentially suggest a

new research agenda on climate change preference formation, and could have implications

for effective communication.

7.9 Closing

In the current dissertation we used computational techniques as a tool to explore so-

ciocognitive phenomena relevant to political ideologies. The results of this thesis expand

the current research in social and cognitive fields on many levels. The findings should

be used for explaining human behaviour to advance social science theory, rather than

predicting human behaviour for practical purposes.
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Appendix A

Appendices

A.1 Probability theory

A.2 Probabilistic graphical models framework

Probabilistic graphical models (PGMs) use graph-based representations to define complex

joint distributions over random variables which are parameterised by an undirected or

directed graph where edges between variables indicate statistical dependencies. Formally,

we are given a set X = {X1, ..., Xn} of random variables where each variable Xi takes

a value xi from the domain X . The domain X can be discrete, binary or real-valued,

making Xi a categorical, Boolean or continuous variable. The vector x =< xi, ...xn >

symbolises the joint assignment where each Xi = xi. The goal is to define a probability

distribution P (X) over the joint assignment to all variables X. A PGM is defined by a

graph G = (X,E) whose nodes –or, more generally, vertices– correspond to the variables

X. An edge ei ∈ E is either of the form Xi → Xj (directed) or Xi—Xj (undirected) and

indicates that P (X) should model probabilistic dependencies between Xi and Xj. There-

fore, an important property of probabilistic graphical models is that the graph structure

includes conditional independencies among variables, allowing the joint distribution to

be compact without requiring all 2n dependencies. Probabilistic graphical models are

characterised by undirected or directed acyclic graphs (DAG). When G is undirected, the
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resultant graphical model is referred to as a Markov random field (MRF), while the G

is a directed acyclic graph, the resulting PGM is a Bayesian network (BN). Follows a

detailed explanation of these two terms and their conditional independence semantics in

detail (focusing more on the Bayesian Networks since the current study uses only that).

A.2.1 Markov random fields

Markov random fields (MRF) models are useful in modelling a variety of phenomena

where one cannot naturally assign a direction to the relationship among variables. These

undirected models are different than directed ones (see appendix A.2.2 - Bayesian net-

works) in that they offer a different and many times simpler perspective, in terms of both

the independence structure and the inference task. However, these are too

Given an undirected graph G = (X,E), and the related depth of maximal cliques

C = ci, ..., cM made by the edges e ∈ E, an MRF establishes the joint distribution over

x as:

P (x) =
1

Z

M∏
k=1

Φk(Xk) (A.1)

where Xk = xj|xj ∈ Ck is the set of all variables that take part in the k -th clique, and

the vector xk is the assignment to the Xk variables. Z is the log partition function –a

normalisation constant that requires exponentially many sums to compute, as we can see:

Z =
∑
xi∈X

K∏
i=1

Φk(Xk) (A.2)

Therefore, evaluating Z is many times intractable, but several useful approximations

exist. The final component of an MRF are the Φk functions:

Φk(Xk) = exp(λTk fk(Xk)) (A.3)

These functions are also know as the clique potentials. They have the property that

log(Φk) is linear and Φk is defined by a vector of feature function fk(Xk) and weight

vector λk. Each function f i
k(Xk) ascribes a real-value in (0,∞) to xk that measures the

compatibility of this assignment to the variables Xk. Intuitively, higher scoring assign-
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ment configurations are exponentially more probable under the distribution. The set of

all weight vectors A = {λk}Mk=1 are the parameters of the MRF.

The undirected graph G which defines an MRF model entails a few independencies

among the variables in it. To explore these independences, we consider the neighbours

of variable Xi, Nei(Xi) (i.e., the nodes connected to Xi by an edge), in the G. The

local Markov property of distribution P with respect to G indicates that each Xi is

conditionally independent of variables X\Xi given its neighbours Nei(Xi), denoted (Xi ⊥

X \Xi | Nei(Xi)). In undirected graphs, the neighbours Xi, Nei(Xi), denotes its Markov

blanket, that is, the set of variables required to render Xi conditionally independent of

other variables in the graph.

All in all, Markov networks, similar to Bayesian networks, may be regarded as spe-

cifying a group of independence assumptions indicated by the graph structure. Markov

(i.e., undirected) graphs can be seen as a data structures for defining a probability distri-

bution in a factorised form. As we saw from the equation A.1 the factorisation is given

as a product of factors (generic non-negative functions) across cliques in the system. Re-

garding the independence assumptions introduced by the graph, there are various likely

definitions that are similar for positive distributions. For directed graphs, there is a dif-

ferent factorisation of the joint distribution and as a consequence, there are different kind

of conditional independences as we see in the next section.

A.2.2 Bayesian Networks

Bayesian networks (BNs) build upon equivalent ideas as Markov random fields models by

utilise conditional independence qualities of the distribution to enable concise and natural

representations. Despite that, the obey different types of conditional independences since

the edges have a direction. They provide us the flexibility to adapt our depiction of the

distribution to the independence qualities that seem sensible in the given context.

The cornerstone of a BN is a directed acyclic graph (DAG) G, with units being random

variables of the system and with edges corresponding to direct effects of one node on

others. The graph G can be seen in two distinct ways:
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• as a data structure that offers the foundation for depicting a joint distribution

concisely in a factor-friendly manner.

• as a concise depictions for a group of conditional independence assumptions regard-

ing a distribution.

These two views are strongly equivalent.

Let us now consider the joint distribution of a BN. Given a DAG G = (X , E and a

function π(Xi) that maps Xi to its parerents in G (variables with edges incoming to Xi),

a BN defines the joint distribution over X as:

P (x) =
n∏

i=1

p(xi | π(Xi)) (A.4)

where the conditional probabilities p(xi | π(Xi)) parameterise the distribution. When

variables X are categorical or Boolean, these conditional probabilities can be represented

by conditional probability tables (CPDs). The BN defined by G fulfils two conditional

independence properties: the local and the global Markov property. The global Markov

property of a distribution relies on all the other conditional independences entailed by

G. The local Markov property of a distribution is that each Xi ∈ X is independent of

its non-descendants in G conditioned on its parents π(Xi). The independence entailment

criteria on the graph is known as d-seperation and builds on the notion of blocked paths.

A.2.3 Partially directed models

Previously, we described two differing kinds of graphical models, on the basis of directed

and undirected graphs. We can merge them by enabling systems to have either direc-

ted and/or undirected relationships. Generally, there are two types of partially directed

models, the partially directed acyclic graphs (PDAG) or chain graphs, and the conditional

random field (CRF) models. PDAG is a generalisation of the CRF models, which intro-

duce a whole model where undirected elements rely on one another in a directed manner.

In the current we use and describe only PDAG.

Partially directed acyclic graphs are employed to offer a generic solution, –or better

yet, handling– of the independence assumptions induced in PDAGs. In PDAGs the units
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can be dis-jointly divided into multiple chain components. Links among units within the

same chain component have to be undirected, whereas links among nodes in different

chain components must be directed. Therefore, PDAGs are also named chain graphs.

Naturally, every chain component Ki in the graph is related with P (Ki | PaKi
) – the

conditional distribution of Ki given its parents in the graph. In particular, every node

is specified with a list of factors that include the variables in Ki and their parents; the

distribution P (Ki | PaKi
) is defined using the factors related with Ki to specify a CRF

with target variables Ki and observable variables PaKi
. To give a formal definition, it

might help to briefly describe the notion of a moralised directed graph.

If G is a PDAG and G1, ..., Gl are its chain elements; we specify PaGi to be the

parents of the units in Gi. The moralised graph of G is an undirected graphM[G] made

by 1) linking –only with undirected edges– every pair of units X, Y ∈ PaGi for every

i = 1, ..., l, and then transforming every directed edge into an undirected edge.

This description generalises the notion of a moralised directed graph. For directed

graphs, every unit is its own chain element, and thus we are just adding undirected links

among the parents of every node.

Last, we need to define the factorisation of a chain graph. If G is a PDAG, and

G1, ..., Gl are its chain elements. A chain graph distribution is specified over a list of

factors ϕi(Di)(i = 1, ...,m), in a way that every Di is a whole sub-graph in the moralised

graph M[G+[Di]]. We relate every factor ϕi(Di) with a sole chain element Gj, in a way

that Di ⊆ Gi ∪ PaGi and defines P (Gi | PaGi) as a CRF with these factors, and with

Yi = Gi and Xi = PaGi. We can now define

P (X ) =
l∏

i=1

P (Gi | PaGi).

Then a distribution P factorises across G if it can be represented as a chain graph distri-

bution across G.
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A.2.4 Inference

Conditional probability query

We are now turning our attention on the problem of performing inference in graph-

ical models. One of the most usual form of query is the conditional probability query,

P (Z | Y = y), which is used for various helpful reasoning patterns, such as explana-

tions, predictions, inter-causal reasoning, to name a few examples. Formally, we define

conditional probability as:

P (Z | Y = y) =
P (Z, y)

P (y)
(A.5)

Every instantiation of the numerator is a probability manifestation P(z, y) that can

be calculated by marginalising out all inputs in the joint distribution that match with

assignments compatible with z, y. In particular, if W = X − Z − Y are the random

variables that are not either query or evidence, then we have:

P (z, y) =
∑
w

P (z, y, w) (A.6)

Since Z, Y,W are all the variables of the system, every expression P (z, y, w) in the sum-

mation is just an input in the joint.

The probability P (y) can be calculated with two ways: either directly by summing

out the joint, or, more conveniently:

P (y) =
∑
y

P (z, y) (A.7)

which allows us to cache and re-use the results of equation A.6. If we calculate both

equation A.6 and equation A.7, we can then divide each P (z, y) by P (y), to obtain the

wanted conditional probability P (z | y). Notice that this procedure matches to getting

the vector of marginal probabilities P (z1, y), ..., P (zk, y), where k = |V al(Z)| and re-

normalising the inputs to sum to 1.

Maximum a posteriori

Another quite used inference problem is the Maximum a posteriori (MAP) which targets

to get the most probable assignment to all of the non evidence variables. Additionally,
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a marginal MAP query tries to get the most probable assignment to a sub-set of the

variables, marginalising out across the rest.

Maximum a posteriori queries are usually used as a method of filling in unknown

information. Take for instance a message decoder which tries to decode messages trans-

mitted over a noisy channel. After observing a sequence of noisy bits, the decoder tries

to get the most probable assignment of entered bits that may have produced the given

observation. To tackle this type of inference problem, it is better to use MAP query

instead of a standard probability one, as we are not interested in the most likely values

for the individual bits sent, but rather in the message whose overall probability is highest.

Formally, MAP inference corresponds to the optimisation:

x∗ = arg max
x

P (x) (A.8)

It is standard to maximise logP (X), which gives an equivalent solution. In MRFs,

the normalisation constant can be ignored and log
∏M

k=1 Φk(Xk) is instead maximised.

Generally speaking, MAP inference in graphical models is NP-hard (i.e., the method for

solving this problem can be translated into one method for solving any NP-problems,

thus, it s ”at least as hard as any NP-problem”).

A.2.5 Learning

Our discussion so far assumes that we have a given graphical model. Given a graphical

model, we then make inferences or we reason about different aspects of the underlying

phenomenon by using conditional independencies, assuming that the model –structure

and parameters– was part of the input. Of course that is not necessarily the case.

There are two approaches to the task of having a model. The first is to construct

the network by hand, which is also the approach we have adopted in this project. The

construction of a network, however, requires a skilled knowledge theoretician who spends

several days (or in my case, a PhD worth of time) with one or more domain experts (e.g.,

supervisors).

Such manual network development could be problematic in several cases. In some

cases, the volume of knowledge needed is simply too high or the experts’ time is too
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important. In other cases, there is just no expert who has adequate grasp of the area. In

various areas, the qualities of the distribution alter from one application site to another

or over time, and it is unfeasible for an expert to re-design the system every month.

Therefore, what we need is access to a sample of instances from the distribution we want

to model, which we let our model figure our the parameters, or even its structure. This

process of building a model up from a list of instances is broadly called model learning.

The choice of graphical model affects the complexity of the learning problem. Since

for MRFs the log partition function Z depends on the parameters, it cannot be omitted

from the optimisation. In general, learning the parameters of arbitrarily cyclic MRFs

requires approximations to the full log likelihood. In BNs, one the other hand, the log

likelihood decomposes into a sum over the conditional probability for each variable Xi,

admitting exact and often closed-form solutions.

Another crucial learning problem in PGMs is the structure learning which tries to

learn the underlying graph G from observed data. Structure learning corresponds to

model discovery and plays a critical role in computational science, but we are not going

to cover it in this project. The interested reader can refer to resources such as Koller and

Friedman (2009), Zhou (2011) and Gasse (2017) and more.

A.3 Conditional probability distribution over PO

and agent’s MF

Table A.1
Conditional probability distribution over political orientation and agent’s moral founda-
tion – individualising foundations.

PO
v. liberal liberal neutral conservative v. conservative

MF

disabled 0.1 0.1 0.15 0.2 0.3
low 0.2 0.2 0.3 0.4 0.4
medium 0.3 0.4 0.35 0.3 0.2
high 0.4 0.3 0.2 0.1 0.1

MF (moral foundations) conditioned on PO (political orientation) P (MF | PO).
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Table A.2
Conditional probability distribution over political orientation and agent’s moral founda-
tion – binding foundations.

PO
v. liberal liberal neutral conservative v. conservative

MF

disabled 0.4 0.4 0.25 0.1 0.1
low 0.4 0.3 0.4 0.2 0.1
medium 0.1 0.2 0.2 0.3 0.4
high 0.1 0.1 0.15 0.4 0.4

MF (moral foundations) conditioned on PO (political orientation) P (MF | PO)

A.4 Example scenarios

A.4.1 Experiment 1

Ann is the human resources manager for a large accounting firm. The firm is currently

looking for a new certified public accountant (CPA), and Ann has already interviewed

several applicants for the position. There are four applicants vying for the position, and

one of them happens to be a member of a church that Ann goes, so they know each other

from various church activities. However, one of the other applicants has slightly better

credentials and a little more experience than Ann’s fellow church member does. Ann want

to hire the candidate who belongs to her church, as Ann knows she shares her values and

beliefs and almost feels like “family,” but Ann also feels that she might be cheating the

other applicant out of a job that she was legitimately qualified for, and perhaps even more

qualified for. Ann hires the applicant who is a member of her church.
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